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Foreword by Cedric Mims

When I sat down with immunologist Ivan Roitt to think
about writing this book, we agreed that it was to be
more than a mere listing of microbial diseases with their
diagnosis and treatment. All these infections result from
the interplay between microbial cunning in relation to the
immunological and inflammatory defences of the host, and
Ivan’s contribution meant that the immunology would be
relevant and up-to-date.

During my 60 years as a physician and zoologist in England,
America, Africa, and Australia, I have been able to study in
some detail the mechanism by which microbial parasites enter
the body, spread, and cause disease. It was always useful to
think of those invaders as parasites, to look at it from their
point of view, with the same forces governing the outcome
in all cases, whether worms, bacteria, or viruses. It turns out
that of all the different living species on earth, nearly half
have opted for the parasitic way of life.

While the life of a parasite may sound attractive, with
free board and lodging in or on the host, only a few invaders
manage to survive those powerful defences. Over millions of
years of evolution, their ability to avoid or evade the defences
has been perfected and should never be underestimated.

Since the first edition of this book we have incorporated
several improvements to make learning easier, including case
studies, chapter key facts and chapter questions. My hope is
that although what you learn from it will undoubtedly help
you with final and board examinations, and although over

the years many of the details may slip from your memory,
you will have retained a useful way of looking at infectious
diseases. To put it in military terms, every infection sets in
train an armed conflict, with possible disease or death awaiting
the loser.

This way of looking at infectious diseases will I hope stay
with you and prepare you for the astonishing advances and
the new treatments that await you during your career - in
particular, new diseases from animals or birds, perhaps
transmitted by biting insects or bats, as well as possible
super-strains of influenza virus from birds that spread
effectively in our species and make us ill, and also of course
new antimicrobial drugs to which resistance is impossible. And
we expect an unravelling of the influence on human health
of that vast and mysterious collection of resident microbes
living in our intestines.

I have always felt a personal as well as a scientific interest
in these invaders. They killed both my parents when I was
a child long before the development of antibiotics, and were
responsible for my attacks of measles, mumps, diphtheria,
whooping cough, tuberculosis, and much later Rift Valley
Fever in Africa.

Cedric Mims
Canberra, Australia
October 2016



Preface to the sixth edition

Previous editions of Mims” Medical Microbiology have adopted
the approach that the interaction between infectious disease
and host response is best understood as a give-and-take
conflict. The sixth edition continues this tradition, revising
the title to Mims” Medical Microbiology and Immunology to better
reflect the subject. Continued recognition of Cedric Mims’
founding contribution to this work is seen not only in the
title but also in the foreword to this sixth edition. Ivan Roitt,
who played a major role in earlier editions, has relinquished
his role as a main author and we gratefully acknowledge his
contribution.

Overall, this edition benefits from significant revision in
multiple areas. The introductory chapters continue to present
fundamental principles of infectious agents and host defences
but now include the newly recognized importance of the
human microbiota. Subsequent chapters present an updated
overview of the general principles behind the infectious agent
- immune response conflict, followed by a chapter-specific
consideration of system-oriented conflict scenarios. Final

chapters provide a revised consideration of issues affecting
diagnosis and control of the conflict especially centring on
newer molecular (especially DNA-sequence-based) approaches.

Bibliographic references continue to include current Internet
resources. Online access to interactive extras is provided via
Elsevier's STUDENT CONSULT website (www.studentconsult.
com) including questions and answers, mostly in USMLE
format, the Pathogen Parade (infectious agent) index, and a
new Vaccine Parade index.

Molecular approaches continue to inform and enlarge
our understanding of pathogen-host interaction at a record
pace. In this new edition of Mims” Medical Microbiology and
Immunology, we believe the student will find a logical and
unified approach to the subject that is readable, exciting, and
informative.

Richard V Goering, Hazel M Dockrell,
Mark Zuckerman, Peter L Chiodini
2017
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A contemporary approach

to microbiology

INTRODUCTION

Microbes and parasites

The conventional distinction between ‘microbes’ and
‘parasites’ is essentially arbitrary

Microbiology is sometimes defined as the biology of
microscopic organisms, its subject being the ‘microbes’.
Traditionally, clinical microbiology has been concerned
with those organisms responsible for the major infectious
diseases of humans and whose size makes them invisible to
the naked eye. Thus, it is not surprising that the organisms
included have reflected those causing diseases that have been
(or continue to be) of greatest importance in those countries
where the scientific and clinical discipline of microbiology
developed, notably Europe and the USA. The term ‘microbes’
has usually been applied in a restricted fashion, primarily
to viruses and bacteria. Fungi and protozoan parasites have
historically been included as more minor contributors, but
in general they have been treated as the subjects of other
disciplines (mycology and parasitology).

Although there can be no argument that viruses and
bacteria are, globally, the most important pathogens, the
conventional distinction between these as “microbes” and the
other infectious agents (fungi, protozoan, worm and arthropod
parasites) is essentially arbitrary, not least because the criterion
of microscopic visibility cannot be applied rigidly (Fig. Intro.1).
Perhaps we should remember that the first ‘microbe’ to be
associated with a specific clinical condition was a parasitic
worm - the nematode Trichinella spiralis - whose larval stages
are just visible to the naked eye (though microscopy is needed
for certain identification). T. spiralis was first identified in 1835
and causally related to the disease trichinellosis in the 1860s.
Viruses and bacteria comprise just over half of all human
pathogen species (Table Intro.1).

THE CONTEXT FOR CONTEMPORARY
MEDICAL MICROBIOLOGY

Many microbiology texts deal with infectious organisms
as agents of disease in isolation, both from other infectious
organisms and from the biological context in which they
live and cause disease. It is certainly convenient to consider
organisms group by group, to summarize the diseases they
cause, and to review the forms of available control, but this
approach produces a static picture of what is a dynamic
relationship between the organism and its host.

Host response is the outcome of the complex interplay
between host and parasite. Host response can be discussed
in terms of pathological signs and symptoms and in terms of
immune control, but it is better treated as the outcome of the
complex interplay between two organisms - host and parasite;
without this dimension a distorted view of infectious disease

results. It simply is not true that ‘microbe+host=disease’,
and clinicians are well aware of this. Understanding why it
is that most host-microbe contacts do not result in disease,
and what changes so that disease does arise, is as important
as the identification of infectious organisms and a knowledge
of the ways in which they can be controlled.

We therefore continue to believe that our approach to
microbiology, both in terms of the organisms that might
usefully be considered within a textbook and also in terms
of the contexts in which they and the diseases they cause are
discussed, provides a more informative and more interesting
picture of these dynamic interrelationships. There are many
reasons for having reached this conclusion, the most important
being the following;:

* A comprehensive understanding now exists at the
molecular level of the biology of infectious agents and of
the host-parasite interactions that lead to infection and
disease. It is important for students to be aware of this
understanding so that they can grasp the connections
between infection and disease within both individuals
and communities and to be able to use this knowledge
in novel and changing clinical situations.

e It is now realized that the host’s response to infection
is a coordinated and subtle interplay involving the
mechanisms of both innate and acquired resistance, and
that these mechanisms are expressed regardless of the
nature and identity of the pathogen involved. Our present
understanding of the ways in which these mechanisms
are stimulated and the ways in which they act is very
sophisticated. We can now see that infection is a conflict
between two organisms, with the outcome (resistance
or disease) being critically dependent upon molecular
interactions. Again, it is essential to understand the basis
of this host-pathogen interplay if the processes of disease
and disease control are to be interpreted correctly.

Emerging or re-emerging diseases continue to pose
new microbiological problems

Three other factors have helped to mould our opinion that
a broader view of microbiology is needed to provide a firm
basis for clinical and scientific practice:

* There is an increasing prevalence of a wide variety of
opportunistic infections in patients who are hospitalized
or immunosuppressed. Immunosuppressive therapies
are now common, as are diseases in which the immune
system is compromised - notably, of course, acquired
immunodeficiency disease (AIDS).

* Newly emerging disease agents continue to be identified,
and old diseases previously thought to be under control,
re-emerge as causes of concern. Of the 1407 species
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Figure Intro.1 Relative sizes of the organisms covered in this book.

Table Intro.1 Distribution of 1407 human pathogen species
among the major groups of organisms (excluding arthropods)

Group % of total
Viruses and prions 14-15
Bacteria 38-41
Fungi 22-23
Protozoa 4-5
Helminths 20

(Data from average of multiple studies summarized by Smith KF, Guegan
J-F. Changing geographic distributions of human pathogens. Annu Rev Ecol
Evol 2010; 41:231-250.)

identified as pathogenic for humans, 183 are regarded as
emerging or re-emerging pathogens, almost half being
viruses, some of animal origin (see Table Intro.1).

* Tropical infections are now of much greater interest.
Clinicians see many tourists who have been exposed to

A contemporary approach to microbiology

the quite different spectrum of infectious agents found in
tropical countries (at least 80 million people travel from
resource-rich to resource-poor countries each year), and
practising microbiologists may be called upon to identify
and advise on these organisms. There is also greater
awareness of the health problems of the resource-poor
world.

Thus, a broader view of microbiology is necessary: one

that builds on the approaches of the past, but addresses the

problems of the present and of the future.

MICROBIOLOGY PAST, PRESENT AND FUTURE

The demonstration in the nineteenth century that diseases
were caused by infectious agents founded the discipline of
microbiology. Although these early discoveries involved
tropical parasitic infections as well as the bacterial infections
common in Europe and the USA, microbiologists increasingly
focused on the latter, later extending their interests to the newly
discovered viral infections. The development of antimicrobial
agents and vaccines revolutionized treatment of these diseases
and raised hopes for the eventual elimination of many of the
diseases that had plagued the human race for centuries. Those
in the resource-rich world learned not to fear infectious disease
and believed such infections would disappear in their lifetime.
To an extent, this was realized; through vaccination, many
familiar childhood diseases became uncommon, and those
of bacterial origin were more easily controlled by antibiotics.
Encouraged by the eradication of smallpox during the 1970s,
and the success of polio vaccines, the United Nations in 1978
announced programmes to obtain ‘health for all” by 2000.
However, this and other optimistic targets have required
re-evaluation.

Infectious diseases are killers in both resource-rich
and resource-poor countries

Globally, infectious diseases (especially lower respiratory
infections) are second only to heart disease as most frequent
cause of death. The World Health Organization (WHO)
has now listed 12 antibiotic-resistant bacterial pathogens
as priorities for the development of new antibiotics - 75%
of which are categorized as critical or of high importance.
However, infectious diseases are not evenly distributed
worldwide (Fig. Intro.2)

The burden of infectious disease in the resource-poor world
is especially concerning. Although sub-Saharan Africa has only
about 10% of the world’s population, it has the clear majority of
AIDS infections and AIDS-related deaths, the highest HIV-TB
co-infection rates and most of the global malaria burden.
Tuberculosis (TB) and HIV-AIDS are of increasing importance
in South-East Asia and the Pacific, where drug-resistant malaria
is also common. Children younger than 5 years are most at
risk from infectious diseases. It is obvious that the prevalence
and importance of infectious diseases in the resource-poor
world are directly linked to poverty.

Infections continue to emerge or re-emerge

On a worldwide basis, infectious diseases continue to emerge
in the human population for the first time. Recent examples
include the MERS coronavirus, the H7N9 avian influenza
virus, and the Zika virus. Concern regarding spread of the
Ebola virus and the lack of effective antibiotics for treating
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Figure Intro.2 Geographic distribution of 301 diseases in 229 countries. (A) 93 vector-associated diseases predominant in seven geographic regions
and (B) 208 non-vector predominant in five geographic regions. Colours indicate groups of similar diseases (vector or non-vector) tending to
predominate in specific geographic regions. (Redrawn from Just M.G., Norton J.F, Traud A.L. et al. [2014] Global biogeographic regions in a human-
dominated world: the case of human diseases. Ecosphere. Chichester: John Wiley & Sons, Fig 1.)

bacterial infections (see above) further underscore the negative
global impact of infectious diseases.

Modern lifestyles and technical developments
facilitate transmission of disease

The reasons for the resurgence of infectious diseases are
multiple. They include:

* New patterns of travel and trade (especially food
commodities), new agricultural practices, altered sexual
behaviour, medical interventions and overuse of antibiotics.

e The movement of multidrug-resistant bacteria, such as
multiply resistant Staphylococcus aureus (MRSA), and
virulent pathogens such as Clostridium difficile from
the healthcare setting into the community. The issue of

antimicrobial resistance is compounded in resource-poor
countries by inability or unwillingness to complete
programmes of treatment and by the use of counterfeit
drugs with, at best, partial action. The World Health
Organization (WHO) has now catalogued the existence
of over 900 counterfeit medical products representing the
full spectrum of medical therapies.

Breakdown of economic, social and political systems
especially in the resource-poor world has weakened
medical services and increased the effects of poverty and
malnutrition.

The dramatic increase in air travel over the last few decades
has facilitated the spread of infection and increased the
threat of new pandemics. The Spanish influenza pandemic
in 1918 spread along railway and sea links. Modern air



travel moves larger numbers of people more rapidly and
more extensively and makes it possible for microbes to
cross geographical barriers.

What of the future?

Predictions based on data from the United Nations and WHO
give a choice of scenarios. Optimistically, the aging population,
coupled with socioeconomic and medical advances, could
be expected to see a fall in the problems posed by infectious
disease, and a decrease in deaths from these causes. The
pessimistic view is that population growth in resource-poor
countries, especially in urban populations, the increasing gap
between rich and poor countries and continuing changes in
lifestyle will result in surges of infectious disease. Even in
resource-rich countries, increasing drug resistance and a
slowing of developments in new antimicrobials and vaccines
will create additional problems in control. Added to these
are three additional factors. These are:

e the emergence of new human infections such as a novel
strain of influenza virus, or a new infection of wildlife
origin

e climate change, with increased temperatures and altered
rainfall adding to the incidence of vector-borne infection

¢ the threat of bioterrorism, with the possible deliberate spread
of viral and bacterial infections to human populations with
no acquired immunity or no history of vaccination.

One thing is certain: whether optimistic or pessimistic scenarios

prove true, microbiology will remain a critical medical

discipline for the foreseeable future.

THE APPROACH ADOPTED IN THIS BOOK

The factors outlined above indicate the need for a text with
a dual function:

1. It should provide an inclusive treatment of the organisms
responsible for infectious disease.

2. The purely clinical / laboratory approach to microbiology
should be replaced with an approach that will stress the
biological context in which clinical / laboratory studies are
to be undertaken.

A contemporary approach to microbiology

The approach we have adopted in this book is to look at
microbiology from the viewpoint of the conflicts inherent in all
host-pathogen relationships. We first describe the adversaries:
the infectious organisms on the one hand, and the innate and
adaptive defence mechanisms of the host on the other. The
outcome of the conflicts between the two is then amplified
and discussed system by system. Rather than taking each
organism or each disease manifestation in turn, we look at
the major environments available for infectious organisms
in the human body, such as the respiratory system, the gut,
the urinary tract, the blood and the central nervous system.
The organisms that invade and establish in each of these are
examined in terms of the pathological responses they provoke.
Finally, we look at how the conflicts we have described can
be controlled or eliminated, both at the level of the individual
patient and at the level of the community. We hope that such
an approach will provide readers with a dynamic view of
host-pathogen interactions and allow them to develop a more
creative understanding of infection and disease.

«  Our approach is to provide a comprehensive account
of the organisms that cause infectious disease in
humans, from the viruses to the worms, and to cover
the biological bases of infection, disease, host—
pathogen interactions, disease control and
epidemiology.

» The diseases caused by microbial pathogens will be
placed in the context of the conflict that exists
between them and the innate and adaptive defences
of their hosts.

- Infections will be described and discussed in terms of
the major body systems, treating these as
environments in which microbes can establish
themselves, flourish and give rise to pathological
changes.

XV



SECTION ONE « The adversaries — pathogens

Introduction

Pathogens as parasites

The interaction between pathogen and host can be viewed as a parasitic relationship. The pathogenic
process involves the establishment, persistence, and reproduction of the infecting agent at the expense
of the host. How this is accomplished depends on multiple factors including microbial anatomy, size
(macro vs micro parasites), and whether the organisms live inside or outside of host cells. Understanding
these issues in the context of a classification system that provides a view of microbe interrelationships
provides an important foundation for the study of pathogen-host interaction

THE VARIETIES OF PATHOGENS

Prokaryotes and eukaryotes

A number of important and distinctive biological
characteristics must be taken into account when considering
any microorganism in relation to infectious disease. In general,
these can be considered in terms of comparative microbial
anatomy - the way in which organisms are constructed, and
particularly the way in which genetic material and other
cellular components are organized.

All organisms other than viruses and prions
are made up of cells

Although viruses have genetic material (DNA or RNA) they
are not cellular, lacking cell membranes, cytoplasm and
the machinery for synthesizing macromolecules, depending
instead upon host cells for this process. Conventional viruses
have their genetic material packed in capsids. The agents
(prions) which cause diseases such as Creutzfeldt-Jakob
disease (CJD), variant CJD and kuru in humans, and scrapie
and bovine spongiform encephalopathy (BSE) in animals,
lack nucleic acid and consist only of infectious proteinaceous
particles.

All other organisms have a cellular organization, being
made up of single cells (most ‘microbes’) or of many cells.
Each cell has genetic material (DNA) and cytoplasm with
synthetic machinery, and is bounded by a cell membrane.

Bacteria are prokaryotes; all other organisms
are eukaryotes

There are many differences between the two major divisions
- prokaryotes and eukaryotes - of cellular organisms (Fig.
1.1). These include the following.

In prokaryotes:

* a distinct nucleus is absent

* DNA is in the form of a single circular chromosome;
additional ‘extrachromosomal’ DNA is carried in plasmids

e transcription and translation can be carried out
simultaneously.

prokaryote

cell wall single, circular
chromosome

cytoal;sm cell membrane
ribosomes plasmid (sﬁe_of pellular
respiration)
eukaryote
mitochondrion I
(site of cellular respiration) ce
membrane

nuclear
membrane

lysosome
cytoplasm
rough
endoplasmic
reticulum smooth _
(ribosomes) endoplasmm
Golgi apparatus reticulum

Figure 1.1 Prokaryote and eukaryote cells. The major features of
cellular organization are shown diagrammatically.

In eukaryotes:

DNA is carried on several chromosomes within a nucleus
the nucleus is bounded by a nuclear membrane

transcription and translation are carried out separately
with transcribed messenger RNA (mRNA) moving out of
the nucleus into the cytoplasm for ribosomal translation



e the cytoplasm is rich in membrane-bound organelles
(mitochondria, endoplasmic reticulum, Golgi apparatus,
lysosomes), which are absent in prokaryotes.

Gram-negative bacteria have an outer
lipopolysaccharide-rich layer

Another important difference between prokaryotes and the
majority of eukaryotes is that the cell membrane (plasma
membrane) of prokaryotes is covered by a thick protective
cell wall. In Gram-positive bacteria this wall, made of
peptidoglycan, forms the external surface of the cell, whereas
in Gram-negative bacteria there is an additional outer layer
rich in lipopolysaccharides. These layers play an important
role in protecting the cell against the host immune system
and chemotherapeutic agents, and in stimulating certain
pathological responses. They also confer antigenicity.

Microparasites and macroparasites
Microparasites replicate within the host

There is an important distinction between microparasites
and macroparasites that overrides their differences in size.
Microparasites (viruses, bacteria, protozoa, fungi) replicate
within the host and can, theoretically, multiply to produce
a very large number of progeny, thereby causing an
overwhelming infection. In contrast, macroparasites (worms,
arthropods), even those that are microscopic, do not have this
ability: one infectious stage matures into one reproducing
stage and, in most cases, the resulting progeny leave the
host to continue the cycle. The level of infection is therefore
determined by the numbers of organisms that enter the body.
This distinction between microparasites and macroparasites
has important clinical and epidemiological implications.

The boundary between microparasites and macroparasites
is not always clear. The progeny of some macroparasites do
remain within the host, and infections can lead to the build-up
of overwhelming numbers, particularly in immune-suppressed
patients. The roundworms Trichinella, Strongyloides stercoralis
and some filarial nematodes, and Sarcoptes scabiei (the itch
mite), are examples of this type of parasite.

Organisms that are small enough can live inside cells

Absolute size has other biologically significant implications
for the host-pathogen relationship, which cut across the
divisions between micro- and macroparasites. Perhaps the
most important of these is the relative size of a pathogen and
its host's cells. Organisms that are small enough can live inside
cells and, by doing so, establish a biological relationship with
the host that is quite different from that of an extracellular
organism - one that influences both disease and control.

LIVING INSIDE OR OUTSIDE CELLS

The basis of all host-pathogen relationships is the exploitation
by one organism (the pathogen) of the environment provided
by another (the host). The nature and degree of exploitation
varies from relationship to relationship, but the pathogen’s
primary requirement is a supply of metabolic materials
from the host, whether provided in the form of nutrients or
(as in the case of viruses) in the form of nuclear synthetic
machinery. The reliance of viruses upon host synthetic
machinery requires an obligatory intracellular habit: viruses

SECTION ONE - The adversaries — pathogens

must live within host cells. Some other groups of pathogens
(e.g. Chlamydia, Rickettsia) also live only within cells. In the
remaining groups of pathogens, different species have adopted
either the intracellular or the extracellular habit or, in a few
cases, both. Intracellular microparasites other than viruses
take their metabolic requirements directly from the pool of
nutrients available in the cell itself, whereas extracellular
organisms take theirs from the nutrients present in tissue
fluids or, occasionally, by feeding directly on host cells (e.g.
Entamoeba histolytica, the organism associated with amoebic
dysentery). Macroparasites are almost always extracellular
(though Trichinella is intracellular), and many feed by ingesting
and digesting host cells; others can take up nutrients directly
from tissue fluids or intestinal contents.

Pathogens within cells are protected from many
of the host’s defence mechanisms

As will be discussed in greater detail in Chapter 15, the
intracellular pathogens pose problems for the host that are
quite different from those posed by extracellular organisms.
Pathogens that live within cells are largely protected against
many of the host’s defence mechanisms while they remain
there, particularly against the action of specific antibodies.
Control of these infections depends therefore on the activities
of intracellular killing mechanisms, short-range mediators or
cytotoxic agents, although the latter may destroy both the
pathogen and the host cell, leading to tissue damage. This
problem, of targeting activity against the pathogen when it
lives within a vulnerable cell, also arises when using drugs or
antibiotics, as it is difficult to achieve selective action against
the pathogen while leaving the host cell intact. Even more
problematic is the fact that many intracellular pathogens live
inside the very cells responsible for the host’s immune and
inflammatory mechanisms and therefore depress the host’s
defensive abilities. For example, a variety of viral, bacterial
and protozoal pathogens live inside macrophages, and several
viruses (including human immunodeficiency virus, HIV) are
specific for lymphocytes.

Intracellular life has many advantages for the pathogen. It
provides access to the host’s nutrient supply and its genetic
machinery and allows escape from host surveillance and
antimicrobial defences. However, no organism can be wholly
intracellular at all times: if it is to replicate successfully,
transmission must occur between the host’s cells, and this
inevitably involves some exposure to the extracellular
environment. As far as the host is concerned, this extracellular
phase in the development of the pathogen provides an
opportunity to control infection through defence mechanisms
such as phagocytosis, antibody and complement. However,
transmission between cells can involve destruction of the
initially infected cell and so contribute to tissue damage and
general host pathology.

Living outside cells provides opportunities for
growth, reproduction and dissemination

Extracellular pathogens can grow and reproduce freely,
and may move extensively within the tissues of the body.
However, they also face constraints on their survival and
development. The most important is continuous exposure to
components of the host’s defence mechanisms, particularly
antibody, complement and phagocytic cells.




CHAPTER

Pathogens as parasites

The characteristics of extracellular organisms lead to
pathological consequences that are quite different from those
associated with intracellular species. These are seen most
dramatically with the macroparasites, whose sheer physical
size, reproductive capacity and mobility can result in extensive
destruction of host tissues. Many extracellular pathogens have
the ability to spread rapidly through extracellular fluids or to
move rapidly over surfaces, resulting in a widespread infection
within a relatively short time. The rapid colonization of the
entire mucosal surface of the small bowel by Vibrio cholerae is
a good example. Successful host defence against extracellular
parasites requires mechanisms that differ from those used in
defence against intracellular parasites. The variety of locations
and tissues occupied by extracellular parasites also poses
problems for the host in ensuring effective deployment of
defence mechanisms. Defence against intestinal parasites
requires components of the innate and adaptive immune
systems that are quite distinct from those effective against
parasites in other sites, and those living in the lumen may
be unaffected by responses operating in the mucosa. These
problems in mounting effective defence are most acute where
large macroparasites are concerned, because their size often
renders them insusceptible to defence mechanisms that can be
used against smaller organisms. For example, worms cannot be
phagocytosed; they often have protective external layers, and
can actively move away from areas where the host response
is activated.

SYSTEMS OF CLASSIFICATION

Infectious diseases are caused by organisms belonging to a
very wide range of different groups - prions, viruses, bacteria,
fungi, protozoa, helminths (worms) and arthropods. Each has
its own system of classification, making it possible to identify
and categorize the organisms concerned. Correct identification
is an essential requirement for accurate diagnosis and effective
treatment. Identification is achieved by a variety of means,
from simple observation to molecular analysis. Classification
is being revolutionized by the application of genome
sequencing. Many of the major pathogens in all categories
have now been sequenced and this is allowing not only more

precise identification but also a greater understanding of the
interrelationships of members within each taxonomic group.

The approaches used vary between the major groups.
For the protozoa, fungi, worms and arthropods, the basic
unit of classification is the species, essentially defined as a
group of organisms capable of reproducing sexually with one
another. Species provide the basis for the binomial system
of classification, used for eukaryote and some prokaryote
organisms. Species are in turn grouped into a ‘genus’ (closely
related but non-interbreeding species). Each organism is
identified by two names, indicating the ‘genus’ and the
‘species’ respectively, for example, Homo sapiens and Escherichia
coli. Related genera are grouped into progressively broader
and more inclusive categories.

Classification of bacteria and viruses

The concept of ‘species’ is a basic difficulty in classifying
prokaryotes and viruses, although the categories of genus and
species are routinely used for bacteria. Classification of bacteria
uses a mixture of easily determined microscopic, macroscopic
and biochemical characteristics, based on size, shape, colour,
staining properties, respiration and reproduction, and a more
sophisticated analysis of immunological and molecular criteria.
The former characteristics can be used to divide the organisms
into conventional taxonomic groupings, as shown for the
Gram-positive bacteria in Fig. 1.2 (see also Ch. 2).

Correct identification of bacteria below the species
level is often vital to differentiate pathogenic and
non-pathogenic forms

Correct treatment requires correct identification. For some
bacteria, the important subspecies groups are identified on the
basis of their immunological properties. Cell wall, flagellar and
capsule antigens are used in tests with specific antisera to define
serogroups and serotypes (e.g. in salmonellae, streptococci,
shigellae and E. coli). Biochemical characteristics can be used to
define other subspecies groupings (biotypes, strains, groups).
For example, Staphylococcus aureus strains typically release a
beta-haemolysin (causing red blood cells to lyse). Production
of other toxins is also important in differentiating between

staining shape respiration shape/reproduction genus species
clusters = Staphylococcus S. aureus
aerobic
COCCi < chains/pairs =3 Streptococcus S. pyogenes
anaerobic ¢ I Finegoldia F magnus
Gram-positive
sporing Emm=== Bacillus B. anthracis
aerobic
non-sporing == Listeria L. monocytogenes
bacilli )
sporing == Clostridium C. tetani
anaerobic
non-sporing === Propionibacterium P acnes

Figure 1.2 How the structural and biological characteristics of bacteria can be used in classification, taking Gram-positive bacteria as an example.
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Figure 1.3 How the characteristics of viruses can be used in classification, taking DNA viruses as an example.

groups, as in E. coli. Antibiotic susceptibility can also be
helpful in identification. Matrix-assisted laser desorption
ionization time of flight (MALDI TOF) mass spectrometry
is being increasingly used as a rapid and cost-effective
means of identification. Direct genetic approaches are also
used in identification and classification such as the use of
the polymerase chain reaction (PCR) and probes to detect
organism-specific sentinel DNA sequences. These tests are
particularly useful for those organisms which grow poorly
or not at all in vitro.

Classification of viruses departs even further
from the binomial system

Virus names draw on a wide variety of characteristics (e.g.
size, structure, pathology, tissue location or distribution).
Groupings are based on characteristics such as the type of
nucleic acid present (DNA or RNA), the symmetry of the virus
particle (e.g. icosahedral, helical, complex) and the presence
or absence of an external envelope, as shown for the DNA
viruses in Fig. 1.3 (see also Ch. 3). The equivalents of subspecies
categories are also used including serotypes, strains, variants
and isolates and are determined primarily by serological
reactivity of virus material. The influenza virus, for example,
can be considered as the equivalent of a genus containing three
types (A, B, C). Identification can be carried out using the
stable nucleoprotein antigen, which differs between the three
types. The neuraminidase and haemagglutinin antigens are
not stable and show variation within types. Characterization
of these antigens in an isolate enables the particular variant
to be identified, haemagglutinin (H) and neuraminidase
(N) variants being designated by numbers (e.g. H5N1, the
variant associated with fatal avian influenza; see Ch. 20). A
further example is seen in adenoviruses, for which the various
antigens associated with a component of the capsid can be
used to define groups, types and finer subdivisions. The rapid
rate of mutation shown by some viruses (e.g. HIV) creates
particular problems for classification. The population present
in a virus-infected individual may be genetically quite diverse

and may best be described as a quasispecies - representing
the average of the broad spectrum of variants present.

Classification assists diagnosis and the
understanding of pathogenicity

Prompt identification of organisms is necessary clinically
so that diagnoses can be made and appropriate treatments
advised. To understand host-parasite interactions, however,
not only should the identity of an organism be known, but also
as much as possible of its general biology; useful predictions
can then be made about the consequences of infection. For these
reasons, in subsequent chapters, we have included outline
classifications of the important pathogens, accompanied by
brief accounts of their structure (gross and microscopic),
modes of life, molecular biology, biochemistry, replication
and reproduction.

«  Organisms that cause infectious diseases can be
grouped into seven major categories: prions, viruses,
bacteria, fungi, protozoa, helminths and arthropods.

+ ldentification and classification of these organisms are
important parts of microbiology and are essential for
correct diagnosis, treatment and control.

« Each group has distinctive characteristics (structural
and molecular make-up, biochemical and metabolic
strategies, reproductive processes) which determine
how the organisms interact with their hosts and how
they cause disease.

+ Many pathogens live within cells, where they are
protected from many components of the host’s
protective responses.
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The bacteria

Introduction

Although free-living bacteria exist in huge numbers, relatively few species cause disease. The majority
of these are well known and well studied; however, new pathogens continue to emerge and the
significance of previously unrecognized infections becomes apparent. Good examples of the latter
include Ebola virus disease and Zika fever, while infection with Legionella, the cause of Legionnaires’
disease and gastric ulcers associated with Helicobacter pylori infection, are good historical bacterial

examples.

Bacteria are single-celled prokaryotes, their DNA forming a long circular molecule, but not
contained within a defined nucleus. Many are motile, using a unique pattern of flagella. The bacterial
cell is surrounded by a complex cell wall and often a thick capsule. They reproduce by binary fission,
often at very high rates, and show a wide range of metabolic patterns, both aerobic and anaerobic.
Classification of bacteria uses both phenotypic and genotypic data. For clinical purposes, the
phenotypic data are of most practical value, and rest on an understanding of bacterial structure and
biology (see Fig. 32.2). Detailed summaries of members of the major bacterial groups are given in the

Pathogen Parade (see online appendix).

STRUCTURE

Bacteria are ‘prokaryotes’ and have a characteristic
cellular organization

The genetic information of bacteria is carried in a long,
double-stranded (ds), circular molecule of deoxyribonucleic
acid (DNA) (Fig. 2.1). By analogy with eukaryotes (see Ch. 1),
this can be termed a ‘chromosome’, but there are no introns;
instead, the DNA comprises a continuous coding sequence
of genes. The chromosome is not localized within a distinct
nucleus; no nuclear membrane is present and the DNA is
tightly coiled into a region known as the ‘nucleoid’. Genetic
information in the cell may also be extrachromosomal, present
as small circular self-replicating DNA molecules termed
plasmids. The cytoplasm contains no organelles other than

ribosomes for protein synthesis. Although ribosomal function is
the same in both pro- and eukaryotic cells, organelle structure
is different. Ribosomes are characterized as 70 S in prokaryotes
and 80 S in eukaryotes (the ‘S” unit relates to how a particle
behaves when studied under extreme centrifugal force in an
ultracentrifuge). The bacterial 70 S ribosome is specifically
targeted by antimicrobials such as the aminoglycosides (see Ch.
34). Many of the metabolic functions performed in eukaryote
cells by membrane-bound organelles such as mitochondria
are carried out by the prokaryotic cell membrane. In all
bacteria except mycoplasmas, the cell is surrounded by a
complex cell wall. External to this wall may be capsules,
flagella and pili. Knowledge of the cell wall and these external
structures is important in diagnosis and pathogenicity and
for understanding bacterial biology.

infolding of cell wall
plasma

membrane

capsule DNA coiled

into nucleoid

basal body

ribosomes
plasmid
cytoplasm

cytoplasmic

inclusion .
pili plasma

membrane

Figure 2.1 Diagrammatic structure of a
generalized bacterium.
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Bacteria are classified according to their cell wall as
Gram-positive or Gram-negative

Gram staining is a basic microbiological procedure
for identification of bacteria (see Ch. 32). The main
structural component of the cell wall is “peptidoglycan’
(mucopeptide or murein), a mixed polymer of hexose sugars
(N-acetylglucosamine and N-acetylmuramic acid) and amino
acids (Fig. 2.2):

* In Gram-positive bacteria, the peptidoglycan forms a thick
(20-80 nm) layer external to the cell membrane, and may
contain other macromolecules.

e In Gram-negative species, the peptidoglycan layer is
thin (5-10 nm) and is overlaid by an outer membrane,
anchored to lipoprotein molecules in the peptidoglycan
layer. The principal molecules of the outer membrane are
lipopolysaccharides and lipoprotein.

The polysaccharides and charged amino acids in the

peptidoglycan layer make it highly polar, providing the

bacterium with a thick hydrophilic surface. This property
allows Gram-positive organisms to resist the activity of bile
in the intestine. Conversely, the layer is digested by lysozyme,
an enzyme present in body secretions, which therefore has
bactericidal properties. Synthesis of peptidoglycan is disrupted

by beta-lactam and glycopeptide antibiotics (see Ch. 34).

In Gram-negative bacteria, the outer membrane is also
hydrophilic, but the lipid components of the constituent
molecules give hydrophobic properties as well. Entry of
hydrophilic molecules such as sugars and amino acids is
necessary for nutrition and is achieved through special
channels or pores formed by proteins called ‘porins’. The
lipopolysaccharide (LPS) in the membrane confers both
antigenic properties (the ‘O antigens’ from the carbohydrate
chains) and toxic properties (the ‘endotoxin” from the lipid
A component; see Ch. 18).

While staining weakly Gram-positive, mycobacteria also
possess an outer membrane, which contains a variety of
complex lipids (mycolic acids). These create a waxy layer,
which both alters the staining properties of these organisms (the
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so-called acid-fast bacteria) and gives considerable resistance
to drying and other environmental factors. Mycobacterial cell
wall components also have a pronounced adjuvant activity
(i.e. they promote immunological responsiveness).

External to the cell wall may be an additional capsule
of high molecular weight polysaccharides (or amino acids
in anthrax bacilli) that gives a slimy surface. This provides
protection against phagocytosis by host cells and is important
in determining virulence. With Streptococcus pneumoniae
infection, only a few capsulated organisms can cause a fatal
infection, but unencapsulated mutants cause no disease.

The cell wall is a major contributor to the ultimate shape
of the organism, an important characteristic for bacterial
identification. In general, bacterial shapes are categorized as
spherical (cocci), rods (bacilli) or helical (spirilla) (Fig. 2.3),
although there are variations on these themes.

Many bacteria possess flagella

Flagella are long helical filaments extending from the cell
surface, which enable bacteria to move in their environment.
These may be restricted to the poles of the cell, singly (polar) or
in tufts (lophotrichous), or distributed over the general surface
of the cell (peritrichous). Bacterial flagella are structurally
quite different from eukaryote flagella. In addition, the forces
that result in movement are generated quite differently, being
proton dependent (i.e. driven by movement of hydrogens
across the cell membrane) in prokaryotes but adenosine
triphosphate (ATP) dependent in eukaryotes. Motility allows
positive and negative responses to environmental stimuli
such as chemicals (chemotaxis). Flagella are built of protein
components (flagellins), which are strongly antigenic. These
antigens, the H antigens, are important targets of protective
antibody responses.

Pili are another form of bacterial surface projection

Pili (fimbriae) are more rigid than flagella and function in
attachment, either to other bacteria (the ‘sex” pili) or to host
cells (the ‘common’ pili). Adherence to host cells involves

Figure 2.2 Construction of the cell walls of
Gram-positive and Gram-negative bacteria.
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specific interactions between component molecules of
the pili (adhesins) and molecules in host cell membranes.
For example, the adhesins of Escherichia coli interact with
fucose / mannose molecules on the surface of intestinal
epithelial cells (see Ch. 23). The presence of many pili may
help to prevent phagocytosis, reducing host resistance to
bacterial infection. Although immunogenic, their antigens can
be changed, allowing the bacteria to avoid immune recognition.
The mechanism of “antigenic variation” has been elucidated
in organisms such as the gonococci and is known to involve
recombination of genes coding for ‘constant” and “variable’
regions of pili molecules.

NUTRITION

Bacteria obtain nutrients mainly by taking up small
molecules across the cell wall

Bacteria take up small molecules such as amino acids,
oligosaccharides and small peptides across the cell wall.
Gram-negative species can also take up and use larger
molecules after preliminary digestion in the periplasmic
space. Uptake and transport of nutrients into the cytoplasm
is achieved by the cell membrane using a variety of transport
mechanisms including facilitated diffusion, which utilizes
a carrier to move compounds to equalize their intra- and
extracellular concentrations, and active transport, where energy
is expended to deliberately increase intracellular concentrations
of a substrate. Oxidative metabolism (see below) also takes
place at the membrane-cytoplasm interface.

Some species require only minimal nutrients in their
environment, having considerable synthetic powers, whereas
others have complex nutritional requirements. E. coli, for
example, can be grown in media providing only glucose and
inorganic salts; streptococci, on the other hand, will grow
only in complex media providing them with many organic

compounds. Nevertheless, all bacteria have similar general
nutritional requirements for growth, which are summarized
in Table 2.1.

All pathogenic bacteria are heterotrophic

All bacteria obtain energy by oxidizing preformed organic
molecules (carbohydrates, lipids and proteins) from their
environment. Metabolism of these molecules yields ATP as
an energy source. Metabolism may be aerobic, where the
final electron acceptor is oxygen, or anaerobic, where the
final acceptor may be an organic or inorganic molecule other
than oxygen.

* In aerobic metabolism (i.e. aerobic respiration), complete
utilization of an energy source such as glucose produces
38 molecules of ATP.

* Anaerobic metabolism utilizing an inorganic molecule other
than oxygen as the final hydrogen acceptor (anaerobic
respiration) is incomplete and produces fewer ATP
molecules than aerobic respiration.

* Anaerobic metabolism utilizing an organic final hydrogen
acceptor (fermentation) is much less efficient and produces
only two molecules of ATP.

Anaerobic metabolism, while less efficient, can thus be

used in the absence of oxygen when appropriate substrates

are available, as they usually are in the host’s body. The
requirement for oxygen in respiration may be ‘obligate” or
it may be “facultative’, some organisms being able to switch
between aerobic and anaerobic metabolism. Those that use
fermentation pathways often use the major product pyruvate
in secondary fermentations by which additional energy can
be generated. The interrelationship between these different

metabolic pathways is illustrated in Fig. 2.4.

The ability of bacteria to grow in the presence of atmospheric
oxygen relates to their ability to deal enzymatically with
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Table 2.1 Major nutritional requirements for bacterial growth

Element Cell dry weight (%) Major cellular role

Carbon 50 Molecular ‘building block’ obtained from organic compounds or CO,

Oxygen 20 Molecular ‘building block’ obtained from organic compounds, O, or H,0; O, is an electron
acceptor in aerobic respiration

Nitrogen 14 Component of amino acids, nucleotides, nucleic acids and coenzymes obtained from organic
compounds and inorganic sources such as NH4*

Hydrogen 8 Molecular ‘building block’ obtained from organic compounds, H,0, or H,; involved in
respiration to produce energy

Phosphorus 3 Found in a variety of cellular components including nucleotides, nucleic acids,
lipopolysaccharide (Ips) and phospholipids; obtained from inorganic phosphates (PO,*)

Sulphur 1-2 Component of several amino acids and coenzymes; obtained from organic compounds and
inorganic sources such as sulphates (5S0,%)

Potassium 1-2 Important inorganic cation, enzyme cofactor, etc., obtained from inorganic sources

Table 2.2 Bacterial classification in response to environmental oxygen

Environmental oxygen

Category Present Absent Oxygen-detoxifying enzymes (e.g. superoxide
dismutase, catalase, peroxidase)

Obligate aerobe Growth No growth  Present

Microaerophile Growth in low oxygen levels No growth Some enzymes absent; reduced enzyme concentration

Obligate anaerobe No growth Growth Absent

Facultative (anaerobe/aerobe) Growth Growth Present

Figure 2.4 Catabolic breakdown of glucose in

relationship to final hydrogen acceptor. fermentation

(organic final hydrogen acceptor)
2 ATP + acids, alcohols, etc. (‘incomplete breakdown products’)

I

‘ glucose ‘I:>‘ pyruvate ‘I:>‘ acetyl-CoA ‘I:>‘ TCA cycle ‘

electron transport
system
oxygen other inorganic compound
inorganic final (9. NOg-, SOz etc)
hydrogen acceptor
38 ATP + CO, + H,0 34 ATP + NH3 + H,S, etc.
aerobic respiration anaerobic respiration

potentially destructive intracellular reactive oxygen species
(e.g. free radicals, anions containing oxygen, etc.) (Table GROWTH AND DIVISION

2.2). The interaction between these harmful compounds and ~ The rate at which bacteria grow and divide depends in large
detoxifying enzymes such as superoxide dismutase, peroxidase =~ part on the nutritional status of the environment. The growth
and catalase is illustrated in Fig. 2.5 (also see Ch. 10 and and division of a single E. coli cell into identical ‘daughter
Box 10.2). cells’ may occur in as little as 20-30 min in rich laboratory
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Figure 2.6 The bacterial growth curve. CFU, colony-forming units.

media, whereas the same process is much slower (1-2 h) in
a nutritionally depleted environment. Conversely, even in
the best environment, other bacteria such as Mycobacterium
tuberculosis may grow much more slowly, dividing every
24 h. When introduced into a new environment, bacterial
growth follows a characteristic pattern depicted in Fig. 2.6.
After an initial period of adjustment (lag phase), cell division
rapidly occurs, with the population doubling at a constant rate
(generation time), for a period termed log or exponential phase.
As nutrients are depleted and toxic products accumulate, cell
growth slows to a stop (stationary phase) and eventually
enters a phase of decline (death).

A bacterial cell must duplicate its genomic DNA
before it can divide

All bacterial genomes are circular, and their replication begins
at a single site known as the origin of replication (termed OriC).
A multienzyme replication complex binds to the origin and
initiates unwinding and separation of the two DNA strands,
using enzymes called helicases and topoisomerases (e.g. DNA
gyrase). Each of the separated DNA strands serves as a template
for DNA polymerase. The polymerization reaction involves

incorporation of deoxyribonucleotides, which correctly base
pair with the template DNA. Two characteristic replication
forks are formed, which proceed in opposite directions
around the chromosome. Each of the two copies of the total
genetic information (genome) produced during replication
comprises one parental strand and one newly synthesized
strand of DNA.

Replication of the genome takes approximately 40 min in E.
coli, so when these bacteria grow and divide every 20-30 min
they need to initiate new rounds of DNA replication before an
existing round of replication has finished to provide complete
chromosomal copies at an accelerated rate. In such instances,
daughter cells inherit DNA that has already initiated its own
replication.

Replication must be accurate

Accurate replication is essential because DNA carries the
information that defines the properties and processes of a
cell. It is achieved because DNA polymerase is capable of
proofreading newly incorporated deoxyribonucleotides and
excising those that are incorrect. This reduces the frequency
of errors to approximately one mistake (an incorrect base
pair) per 10'° nucleotides copied.

Cell division is preceded by genome segregation and
septum formation

The process of cell division (or septation) involves:

* segregation of the replicated genomes

* formation of a septum in the middle of the cell
 division of the cell to give separate daughter cells.

The septum is formed by an invagination of the cytoplasmic
membrane and ingrowth of the peptidoglycan cell wall (and
outer membrane in Gram-negative bacteria). Septation and
DNA replication and genome segregation are not tightly
coupled, but are sufficiently well coordinated to ensure that
the overwhelming majority of daughter cells have the correct
complement of genomic DNA.

The mechanics of cell division result in reproducible cellular
arrangements, when viewed by microscopic examination. For
example, cocci dividing in one plane may appear chained
(streptococci) or paired (diplococci), while division in multiple
planes results in clusters (staphylococci). As with cell shape,
these arrangements have served as an important characteristic
for bacterial identification.



Bacterial growth and division are important targets
for antimicrobial agents

Antimicrobials that target the processes involved in bacterial
growth and division include:

e quinolones (ciprofloxacin and levofloxacin), which inhibit
the unwinding of DNA by DNA gyrase during DNA
replication

e the many inhibitors of peptidoglycan cell wall synthesis
(e.g. beta-lactams such as the penicillins, cephalosporins
and carbapenems, and glycopeptides such as vancomycin).

These are considered in more detail in Chapter 34.

GENE EXPRESSION

Gene expression describes the processes involved in decoding
the “genetic information” contained within a gene to produce
a functional protein or ribonucleic acid (RNA) molecule.

Most genes are transcribed into
messenger RNA (mRNA)

The overwhelming majority of genes (e.g. up to 98% in E.
coli) are transcribed into mRNA, which is then translated
into proteins. Certain genes, however, are transcribed to
produce ribosomal RNA species (55, 16 S, 23 S), which
provide a scaffold for assembling ribosomal subunits; others
are transcribed into transfer RNA (tRNA) molecules, which
together with the ribosome participate in decoding mRNA
into functional proteins.

Transcription

The DNA is copied by a DNA-dependent RNA polymerase to
yield an RNA transcript. The polymerization reaction involves
incorporation of ribonucleotides, which correctly base pair
with the template DNA.

Transcription is initiated at promoters

Promoters are nucleotide sequences in DNA that can bind the
RNA polymerase. The frequency of transcription initiation
can be influenced by many factors, for example:

e the exact DNA sequence of the promoter site
¢ the overall topology (supercoiling) of the DNA
 the presence or absence of regulatory proteins that bind
adjacent to and may overlap the promoter site.
Consequently, different promoters have widely different rates
of transcriptional initiation (of up to 3000-fold). Their activities
can be altered by regulatory proteins. Sigma factor (a protein
specifically needed to begin RNA synthesis) plays an important
role in promoter recognition. The presence of several different
sigma factors in bacteria enables sets of genes to be switched
on simply by altering the level of expression of a particular
sigma factor (e.g. spore formation in Gram-positive bacteria).

Transcription usually terminates
at specific termination sites

These termination sites are characterized by a series of uracil
residues in the mRNA following an inverted repeat sequence,
which can adopt a stem-loop structure (which forms as a
result of the base-pairing of ribonucleotides) and interfere
with RNA polymerase activity. In addition, certain transcripts
terminate following interaction of RNA polymerase with the
transcription termination protein, rho.
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mRNA transcripts often encode more than

one protein in bacteria

The bacterial arrangement seen for single genes (promoter-
structural-gene-transcriptional-terminator) is described as
monocistronic. However, a single promoter and terminator may
flank multiple structural genes, a polycistronic arrangement
known as an operon. Operon transcription thus results in
polycistronic mRNA encoding more than one protein (Fig.
2.7). Operons provide a way of ensuring that protein subunits
that make up particular enzyme complexes or are required for
a specific biological process are synthesized simultaneously
and in the correct stoichiometry. For example, the proteins
required for the uptake and metabolism of lactose are encoded
by the lac operon. Many of the proteins responsible for the
pathogenic properties of medically important microorganisms
are likewise encoded by operons, for example:

e cholera toxin from Vibrio cholerae
* fimbriae (pili) of uropathogenic E. coli, which mediate
colonization.

Translation

The exact sequence of amino acids in a protein (polypeptide)
is specified by the sequence of nucleotides found in the mRNA
transcripts. Decoding this information to produce a protein
is achieved by ribosomes and tRNA molecules in a process
known as translation. Each set of three bases (triplet) in the
mRNA sequence corresponds to a codon for a specific amino
acid. However, there is redundancy in the triplet code resulting
in instances of more than one triplet encoding the same amino
acid (i.e. also referred to as code degeneracy). Thus, a total
of 64 codons encode all 20 amino acids as well as start and
stop signal codons.
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Figure 2.7 Bacterial genes are present on DNA as separate discrete
units (single genes) or as operons (multigenes), which are transcribed
from promoters to give, respectively, monocistronic or polycistronic
messenger RNA (mRNA) molecules; mRNA is then translated into
protein.
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Translation begins with formation of an initiation
complex and terminates at a STOP codon

The initiation complex comprises mRNA, ribosome and
an initiator tRNA molecule carrying formylmethionine.
Ribosomes bind to specific sequences in mRNA (Shine-
Dalgarno sequences) and begin translation at an initiation
(START) codon, AUG (i.e. the bases adenosine, uracil, guanine),
which hybridizes with a specific complementary sequence
(the anti-codon loop) of the initiator tRNA molecule. The
polypeptide chain elongates as a result of movement of the
ribosome along the mRNA molecule and the recruitment of
further tRNA molecules (carrying different amino acids), which
recognize the subsequent codon triplets. Ribosomes carry out
a condensation reaction, which couples the incoming amino
acid (carried on the tRNA) to the growing polypeptide chain.

Translation is terminated when the ribosome encounters
one of three termination (STOP) codons: UGA, UAA or UAG.

Transcription and translation are important
targets for antimicrobial agents

Such antimicrobial agents include:

 inhibitors of RNA polymerase, such as rifampicin

* a wide array of bacterial protein synthesis inhibitors
including macrolides (e.g. erythromycin, aminoglycosides,
tetracyclines, chloramphenicol, lincosamides, streptogramins,
and oxazolidinones) (see Ch. 34).

Regulation of gene expression

Bacteria adapt to their environment
by controlling gene expression

Bacteria show a remarkable ability to adapt to changes in their
environment. This is predominantly achieved by controlling
gene expression, thereby ensuring that proteins are produced
only when and if they are required. For example:

* Bacteria may encounter a new source of carbon or nitrogen
and as a consequence switch on new metabolic pathways
that enable them to transport and use such compounds.

*  When compounds such as amino acids are depleted from
a bacterium’s environment, the bacterium may be able
to switch on the production of enzymes that enable it to
synthesize de novo the particular molecule it requires.

Expression of many virulence determinants by
pathogenic bacteria is highly regulated

This makes sense as it conserves metabolic energy and ensures
that virulence determinants are produced only when their
particular property is needed. For example, enterobacterial
pathogens are often transmitted in contaminated water
supplies. The temperature of such water will probably be lower
than 25°C and low in nutrients. However, upon entering the
human gut there will be a striking change in the bacterium’s
environment - the temperature will rise to 37°C, there will
be an abundant supply of carbon and nitrogen and a low
availability of both oxygen and free iron (an essential nutrient).
Bacteria adapt to such changes by switching on or off a range
of metabolic and virulence-associated genes.

The analysis of virulence gene expression is one of the
fastest-growing aspects of the study of microbial pathogenesis.
It provides an important insight into how bacteria adapt to

the many changes they encounter as they initiate infection
and spread into different host tissues.

The most common way of altering gene expression is
to change the amount of mRNA transcription

The level of mRNA transcription can be altered by altering the
efficiency of binding of RNA polymerase to promoter sites.
Environmental changes such as shifts in growth temperature
(from 25°C to 37°C) or the availability of oxygen can change
the extent of supercoiling in DNA, thereby altering the overall
topology of promoters and the efficiency of transcription
initiation. However, most instances of transcriptional regulation
are mediated by regulatory proteins, which bind specifically
to the DNA adjacent to or overlapping the promoter site
and alter RNA polymerase binding and transcription. The
regions of DNA to which regulatory proteins bind are known
as operators or operator sites. Regulatory proteins fall into
two distinct classes:

e those that increase the rate of transcription initiation
(activators)

* those that inhibit transcription (repressors) (Fig. 2.8).

Genes subject to positive regulation need to bind an activated

regulatory protein (apoinducer) to promote transcription

initiation. Gene transcription subject to negative regulation

is inhibited by the binding of repressor proteins.

The principles of gene regulation in bacteria
can be illustrated by the regulation of genes
involved in sugar metabolism

Bacteria use sugars as a carbon source for growth and prefer
to use glucose rather than other less well-metabolized sugars.
When growing in an environment containing both glucose
and lactose, bacteria such as E. coli preferentially metabolize
glucose and at the same time prevent the expression of the
lac operon, the products of which transport and metabolize
lactose (Fig. 2.9). This is known as catabolite repression. It
occurs because the transcriptional initiation of the lac operon
is dependent upon a positive regulator: the cyclic adenosine
monophosphate (cCAMP)-dependent catabolite activator protein
(CAP), which is activated only when cAMP is bound. When
bacteria grow on glucose the cytoplasmic levels of cAMP are
low and so CAP is not activated. CAP is therefore unable to
bind to its DNA binding site adjacent to the lac promoter
and facilitate transcription initiation by RNA polymerase.
When the glucose is depleted, the cAMP concentration rises
resulting in the formation of activated cAMP-CAP complexes,
which bind the appropriate site on the DNA, increasing RNA
polymerase binding and lac operon transcription.

CAP is an example of a global regulatory protein that
controls the expression of multiple genes; it controls the
expression of over 100 genes in E. coli. All genes controlled
by the same regulator are considered to constitute a regulon
(see Fig. 2.8). In addition to the influence of CAP on the lac
operon, the operon is also subject to negative regulation by the
lactose repressor protein (Lacl, see Fig. 2.9). Lacl is encoded
by the lacl gene, which is located immediately upstream of
the lactose operon and transcribed by a separate promoter. In
the absence of lactose, Lacl binds specifically to the operator
region of the lac promoter and blocks transcription. An inducer
molecule, allolactose (or its non-metabolizable homologue,
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Figure 2.8 Expression of genes in bacteria is highly regulated, enabling
them to switch genes on or off in response to changes in available
nutrients or other changes in their environment. Genes and operons
controlled by the same regulator constitute a regulon.
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In the presence of glucose, low cAMP levels cause release
of the activator protein CAP from the operator, preventing
recognition of the promoter by RNA polymerase
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Figure 2.9 Control of the lac operon. Transcription is controlled by
the lactose repressor protein (Lacl, negative regulation) and by the
catabolite activator protein (CAP, positive regulation). In the presence
of lactose as the sole carbon source for growth, the lac operon is
switched on. Bacteria prefer to use glucose rather than lactose, so if
glucose is also present the lac operon is switched off until the glucose
has been used.
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isopropyl-thiogalactoside - IPTG) is able to bind to Lacl,
causing an allosteric change in its structure. This releases
it from the DNA, thereby alleviating the repression. The lac
operon therefore illustrates the fine tuning of gene regulation in
bacteria - the operon is switched on only if lactose is available
as a carbon source for cell growth, but remains unexpressed
if glucose, the cell’s preferred carbon source, is also present.

Expression of bacterial virulence genes is often
controlled by regulatory proteins

An example of such regulation is the production of diphtheria
toxin by Corynebacterium diphtheriae (see Ch. 19), which is
subject to negative regulation if there is free iron in the growth
environment. A repressor protein, DtxR, binds iron and
undergoes a conformational change that allows it to bind with
high affinity to the operator site of the toxin gene and inhibit
transcription. When C. diphtheriae grow in an environment
with a very low concentration of iron (i.e. similar to that of
human secretions), DtxR is unable to bind iron, and toxin
production occurs.

Many bacterial virulence genes are subject to positive
regulation by ‘two-component regulators’

These two-component regulators typically comprise two
separate proteins (Fig. 2.10):

* one acting as a sensor to detect environmental changes

(such as alterations in temperature)

* the other acting as a DNA-binding protein capable of
activating (or repressing in some cases) transcription.
Bacteria may possess multiple two-component regulators
recognizing different environmental stimuli. Thus, bacteria
residing in more complex environments tend to carry increased

numbers of two-component regulators.

In Bordetella pertussis, the causative agent of whooping cough
(see Ch. 20), a two-component regulator (encoded by the bvg
locus) controls expression of a large number of virulence genes.
The sensor protein, BvgS, is a cytoplasmic membrane-located
histidine kinase, which senses environmental signals

two-component regulation

input
signal bacterial cell wall/
cell membrane

sensor
protein transmission/
phosphorylation

activated
response
protein

U

gene regulation

Figure 2.10 Two-component regulation is a signal transduction
process that allows cellular functions to react in response to a changing
environment. An appropriate environmental stimulus results in
autophosphorylation of the sensor protein, which, by a phosphotransfer
reaction, activates the response protein that affects gene regulation.

(temperature, Mg*, nicotinic acid), leading to an alteration
in its autophosphorylating activity. In response to positive
regulatory signals such as an elevation in temperature, BvgS
undergoes autophosphorylation and then phosphorylates,
so activating the DNA-binding protein BvgA. BvgA then
binds to the operators of the pertussis toxin operon and other
virulence-associated genes and activates their transcription.

In Staphylococcus aureus, a variety of virulence genes are
influenced by global regulatory systems, the best studied and
most important of which is a two-component regulator termed
accessory gene regulator (agr). Agr control is complex in that
it serves as a positive regulator for exotoxins secreted late in
the bacterial life cycle (post-exponential phase) but behaves
as a negative regulator for virulence factors associated with
the cell surface.

The control of virulence gene expression in V. cholerae is
under the control of ToxR, a cytoplasmic membrane-located
protein, which senses environmental changes. ToxR activates
both the transcription of the cholera toxin operon and
another regulatory protein, ToxT, which in turn activates
the transcription of other virulence genes such as toxin-co-
regulated pili, an essential virulence factor required for
colonization of the human small intestine.

In some instances the pathogenic activity
of bacteria specifically begins when cell
numbers reach a certain threshold

Quorum sensing is the mechanism by which specific gene
transcription is activated in response to bacterial concentration.
While quorum sensing is known to occur in a wide variety of
microorganisms, a classic example is the production of biofilms
by Pseudomonas aeruginosa in the lungs of cystic fibrosis (CF)
patients. The production of these tenacious substances allows
P. aeruginosa to establish serious long-term infection in CF
patients, which is difficult to treat (see Ch. 20; Fig. 20.23).
As illustrated in Fig. 2.11, when quorum-sensing bacteria
reach appropriate numbers, the signalling compounds they
produce are at sufficient concentration to activate transcription
of specific response genes such as those related to biofilm
production. Current research is aimed at better understanding
the quorum-sensing process in different bacterial pathogens
and exploring potential therapeutic approaches (e.g. inhibitory
compounds) to interfere with this coordinated mechanism of
bacterial virulence.

SURVIVAL UNDER ADVERSE CONDITIONS

Some bacteria form endospores

Certain bacteria can form highly resistant spores - endospores
- within their cells, and these enable them to survive adverse
conditions. They are formed when the cells are unable to
grow (e.g. when environmental conditions change or when
nutrients are exhausted), but never by actively growing cells.
The spore has a complex multilayered coat surrounding a
new bacterial cell. There are many differences in composition
between endospores and normal cells, notably the presence
of dipicolinic acid and a high calcium content, both of which
are thought to confer the endospore’s extreme resistance to
heat and chemicals.

Because of their resistance, spores can remain viable in
a dormant state for many years, re-converting rapidly to
normal existence when conditions improve. When this occurs,
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Figure 2.11 Quorum sensing bacteria produce autoinducer signaling compounds which, in sufficient concentration, bind to receptors that activate
transcription of specific response genes (e.g. for biofilm production, etc.). (Adapted from https://www.boundless.com/biology/textbooks/boundless
-biology-textbook/cell-communication-9/signaling-in-single-celled-organisms-86/signaling-in-bacteria-391-11617/images/fig-ch09_04_02/.)

Figure 2.12 Clostridium tetani with terminal spores.

a new bacterial cell grows out from the spore and resumes
vegetative life. Endospores are abundant in soils, and those
of the Clostridium and Bacillus are a particular hazard (Fig.
2.12). Tetanus and anthrax caused by these bacteria are both
associated with endospore infection of wounds, the bacteria
developing from the spores once they are in appropriate
conditions.

MOBILE GENETIC ELEMENTS

The bacterial chromosome represents the primary reservoir
of genetic information within the cell. However, a variety of
additional genetic elements may also be present which are
capable of independently moving to different locations within
a cell or between cells (also termed horizontal gene transfer).

Many bacteria possess small, independently
replicating (extrachromosomal) nucleic acid molecules
termed plasmids and bacteriophages

Plasmids are independent, self-replicating, circular units of
dsDNA, some of which are relatively large (e.g. 60-120 kb)
whereas others are quite small (1.5-15 kb). Plasmid replication
is similar to the replication of genomic DNA, though there are
differences. Not all plasmids are replicated bidirectionally -
some have a single replication fork, others are replicated like
a ‘rolling circle’. The number of plasmids per bacterial cell
(copy number) varies for different plasmids, ranging from 1
to 1000s of copies per cell. The rate of initiation of plasmid
replication determines the plasmid copy number; however,
larger plasmids generally tend to have lower copy numbers
than smaller plasmids. Some plasmids (broad-host-range
plasmids) are able to replicate in many different bacterial
species; others have a more restricted host range.

Plasmids contain genes for replication, and in some cases
for mediating their own transfer between bacteria (fra genes).
Plasmids may additionally carry a wide variety of additional
genes (related to the overall size of the plasmid) which can
confer a variety of advantages to the host bacterial cell (e.g.
antibiotic resistance, toxin production).

Widespread use of antimicrobials has applied a
strong selection pressure in favour of bacteria
able to resist them

In the majority of cases, resistance to antimicrobials is due
to the presence of resistance genes on self-transferrable
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(conjugative) plasmids (R plasmids; see Ch. 34). These are
known to have existed before the era of mass antibiotic
treatments, but they have become widespread in many
species as a result of selection. R plasmids may carry genes
for resistance to multiple antimicrobials. For example, one
of the earliest-studied R plasmids, R100, confers resistance
to sulphonamides, aminoglycosides, chloramphenicol, and
tetracycline, and there are many others carrying genes for
resistance to an even greater spectrum of antimicrobials. R
plasmids can recombine, resulting in individual replicons
encoding new combinations of multiple drug resistance.

Plasmids can carry virulence genes

Plasmids may encode toxins and other proteins that increase
the virulence of microorganisms. For example:

e The virulent enterotoxinogenic strains of E. coli that cause
diarrhoea produce different types of plasmid-encoded
enterotoxins that alter the secretion of fluid and electrolytes
by the intestinal epithelium (see Ch. 23).

e In Staph. aureus, both an enterotoxin and a number of
enzymes involved in bacterial virulence (haemolysin,
fibrinolysin) are encoded by plasmid genes.

The production of toxins by bacteria, and their pathological

effects, is discussed in detail in Chapter 18.

Plasmids are valuable tools for cloning

and manipulating genes

Molecular biologists have generated a wealth of recombinant
plasmids to use as vectors for genetic engineering (Fig. 2.13).
Plasmids can be used to transfer genes across species barriers
so that defined gene products can be studied or synthesized
in large quantities in different recipient organisms.

Bacteriophages are bacterial viruses that can survive
outside as well as inside the bacterial cell

Bacteriophages differ from plasmids in that their reproduction
usually leads to destruction of the bacterial cell. In general,
bacteriophages consist of a protein coat or head (capsid), which
surrounds nucleic acid which may be either DNA or RNA but
not both. Some bacteriophages may also possess a tail-like
structure which aids them in attaching to and infecting their
bacterial host. As illustrated in Fig. 2.14 for DNA-containing
bacteriophages, the virus attaches and injects its DNA into
the bacterium, leaving the protective protein coat behind.
Virulent bacteriophages instigate a form of molecular mutiny
to commandeer cellular nucleic acid and protein to produce
new virus DNA and protein. Many new virus particles (virions)
are then assembled and released into the environment as
the bacterial cell ruptures (lyses), thus allowing the cycle to
begin again.
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Figure 2.14 The life cycle of bacteriophages.
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While destruction of the host is always the direct consequence
of virulent bacteriophage infection, temperate bacteriophages
may exercise a ‘choice’. Following infection, they may
immediately reproduce in a manner similar to their virulent
counterparts. However, in some instances they may insert
into the bacterial chromosome. This process, termed lysogeny,
does not kill the cell as the integrated viral DNA (now called
a prophage) is quiescently carried and replicated within the
bacterial chromosome. New characteristics may be expressed by
the cell as a result of prophage presence (prophage conversion),
which, in some instances, may increase bacterial virulence
(e.g. the gene for diphtheria toxin resides on a prophage).
Nevertheless, this latent state is eventually destined to end,
often in response to some environmental stimulus inactivating
the bacteriophage repressor which normally maintains the
lysogenic condition. During this induction process, the viral
DNA is excised from the chromosome and proceeds to active
replication and assembly, resulting in cell lysis and viral release.

Whether virulent or temperate, bacteriophage infection
ultimately results in death of the host cell which, given current
problems with multiple resistance, has sparked a renewed
interest in their use as ‘natural” antimicrobial agents. However,
a variety of issues related to dosing, delivery, quality control,
etc. have impeded the use of ‘bacteriophage therapy’ in routine
clinical practice.

Transposition

Transposable elements are DNA sequences that can jump
(transpose) from a site in one DNA molecule to another in a

cell. This movement does not rely on host-cell (homologous)
recombination pathways which require extensive similarity
between the resident and incoming DNA. Instead, movement
involves short target sequences in the recipient DNA molecule
where recombination / insertion is directed by the mobile
element (site-specific recombination).

While plasmid transfer involves the movement of genetic
information between bacterial cells, transposition is the
movement of such information between DNA molecules.
The most extensively studied transposable elements are those
found in E. coli and other Gram-negative bacteria, although
examples are also found in Gram-positive bacteria, yeast,
plants and other organisms.

Insertion sequences are the smallest

and simplest ‘jumping genes’

Insertion sequence elements (ISs) are generally <2 kb in length
and only encode functions such as the transposase enzyme,
which is required for transposition from one DNA site to
another. At the ends of ISs, there are usually short inverted
repeat sequences (36 nucleotides long in I1S911), which are
also important in the process of locating and inserting into
a DNA target (Fig. 2.15A). During the transposition process,
a portion of the target sequence is duplicated, resulting in
short direct repeat sequences (the same sequence in the same
orientation) on each side of the newly inserted IS element.
Many aspects of the target selection process remain unclear.
While adenine / thymine (A / T)-rich regions of DNA appear
to be preferred, some ISs are highly selective, whereas others
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Figure 2.15 (A) Transposons (jumping genes) can move from one DNA site to another; they inactivate the recipient gene into which they insert.

Transposons often contain genes which confer resistance to

antibiotics. (B) Genomic islands are regions of DNA with ‘signature sequences’ (e.g. direct

repeats) indicative of mobility. Their encoded functions increase bacterial fitness (e.g. pathogenicity). (C) Integrons are genetic regions into which
independent open reading frames, also termed gene cassettes, can integrate and become functional (e.g. under control of the promoter P,,,). The

integration process occurs by site-specific recombination be

tween circular cassettes and their recipient integron, which is directed by an integrase

gene (intl) with promoter P;,; and an associated attachment site (att/).




are generally indiscriminate. Transposition does not rely on
enzymatic processes typically used by the cell for homologous
recombination (recombination between highly related DNA
molecules) and is thus termed ‘illegitimate recombination’. The
result is a number of ISs in bacterial genomes. For example,
some E. coli strains carry 19 copies of 15629, and three copies
of IS677. Multiple IS copies serve an important function as
‘portable regions of homology” throughout a bacterial genome
where homologous recombination may occur between different
DNA regions or molecules (e.g. chromosome and plasmid)
carrying the same IS sequence. Two IS elements inserting
relatively near to each other would allow the entire region
to become transposable, further promoting the potential for
genetic movement and exchange in bacterial populations.

Transposons are larger, more complex elements, which
encode multiple genes

Transposons are >2 kb in size and contain genes in addition to
those required for transposition (often encoding resistance to
one or more antibiotics) (Fig. 2.15A). Furthermore, virulence
genes, such as those encoding heat-stable enterotoxin from
E. coli, have been found on transposons.

Transposons can be divided into two classes:

1. composite transposons, where two copies of an identical
IS element flank antibiotic-resistance genes (kanamycin
resistance in Tn5)

2. simple transposons, such as Tn3 (encoding resistance to
beta-lactams).

ISs at the ends of composite transposons may be either in

the same or in an inverted orientation (i.e. direct or indirect

repeats). Although part of the composite transposon structure,
the terminal IS elements are fully intact and capable of
independent transposition.

Simple transposons move only as a single unit, containing
genes for transposition and other functions (e.g. antibiotic
resistance) with short, inversely oriented sequences (indirect
repeats) at each end.

Mobile genetic elements promote a variety of DNA
rearrangements which may have important
clinical consequences

The ease with which transposons move into or out of DNA
sequences means that transposition can occur:

e from host genomic DNA harbouring a transposon to a
plasmid

e from one plasmid to another plasmid

e from a plasmid to genomic DNA.

Transposition onto a broad-host-range self-transferrable

(conjugative) plasmid can lead to the rapid dissemination of
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resistance among different bacteria. The transposition process
(whether by ISs or transposons) can be deleterious if insertion
occurs within, and disrupts, a functional gene. However,
transpositional mutagenesis has been effectively utilized in
the molecular biology laboratory to produce extremely specific
mutations without the harmful secondary effects often seen
with more generally acting chemical mutagens.

Other mobile elements also behave as portable
cassettes of genetic information

Pathogenicity islands (Fig. 2.15B) are a special class of mobile
genetic elements containing groups of coordinately controlled
virulence genes, often with ISs, direct repeat sequences, etc. at
their ends. Though originally observed in uropathogenic E. coli
(encoding haemolysins and pili), pathogenicity islands have
now been found in a number of additional bacterial species
including H. pylori, V. cholerae, Salmonella spp., Staph. aureus
and Yersinia spp. Such regions are not found in non-pathogenic
bacteria, may be quite large (up to hundreds of kilobases),
and may be unstable (spontaneously lost). Differences in
DNA sequence (guanine+cytosine [G+C] content) between
such elements and their host genomes and the presence of
transposon-like genes support speculation regarding their
origin and movement from unrelated bacterial species. The
term ‘genomic island” has been given to DNA sequences
similar to pathogenicity islands but not contributing directly
to virulence or pathogenicity.

Integrons are mobile genetic elements that are able to
use site-specific recombination to acquire new genes in
‘cassette-like” fashion and express them in a coordinated
manner (Fig. 2.15C). Integrons lack terminal repeat sequences
and certain genes characteristic of transposons but, similar
to transposable elements, often carry genes associated with
antibiotic resistance (see Fig. 34.5).

Another important type of mobile element includes
staphylococcal cassette chromosomes (SCCs) such as
SCCrmec, which not only encodes methicillin resistance but
also serves as a recombinational hot spot for the acquisition
of other mobile sequences. SCCs influencing virulence and
antimicrobial resistance include SCCcapl encoding capsular
polysaccharide I and SCC,; and SCCmercury conferring
resistance to fusidic acid and mercury, respectively. The
arginine catabolic mobile element (ACME) is a cassette-like
element potentially contributing to the virulence of the
important USA300 community-associated methicillin-resistant
Staph. aureus (MRSA) strain originally reported in the United
States but now globally disseminated. An example of the
interrelationship between the bacterial core genome and
additional mobile genetic elements is depicted in Fig. 2.16.
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MUTATION AND GENE TRANSFER

Bacteria are haploid organisms, their chromosomes containing
one copy of each gene. Replication of the DNA is a precise
process resulting in each daughter cell acquiring an exact
copy of the parental genome. Changes in the genome can
occur by two processes:

* mutation

e recombination.

These processes result in progeny with phenotypic
characteristics that may differ from those of the parent. This
is of considerable significance in terms of virulence and drug
resistance.

Mutation

Changes in the nucleotide sequence of DNA
can occur spontaneously or under the
influence of external agents

While mutations may occur spontaneously as a result of
errors in the DNA replication process, a variety of chemicals
(mutagens) brings about direct changes in the DNA molecule.
A classic example of such an interaction involves compounds
known as nucleotide-base analogues. These agents mimic
normal nucleotides during DNA synthesis but are capable of
multiple pairing with a counterpart on the opposite strand.
While 5-bromouracil is considered a thymine analogue, for
example, it may also behave as a cytosine, thus allowing
the potential for a change from T-A to C-G in a replicating
DNA duplex. Other agents may cause changes by inserting
(intercalating) and distorting the DNA helix or by interacting
directly with nucleotide bases to alter them chemically.

Regardless of their cause, changes in DNA may generally
be characterized as follows:

e Point mutations - changes in single nucleotides, which
alter the triplet code. Such mutations may result in:

* no change in the amino acid sequence of the protein
encoded by the gene, because the different codons specify
the same amino acid and are therefore silent mutations

* an amino acid substitution in the translated protein
(missense mutation), which may or may not alter its
stability or functional properties

e the formation of a STOP codon, causing premature
termination and production of a truncated protein
(nonsense mutation).

* More comprehensive changes in the DNA, which involve
deletion, replacement, insertion or inversion of several or
many bases. The majority of these changes are likely to
harm the organism, but some may be beneficial and confer
a selective advantage through the production of different
proteins.

Bacterial cells are not defenceless against
genetic damage

As the bacterial genome is the most fundamental molecule
of identity in the cell, enzymatic machinery is in place to
protect it against both spontaneously occurring and induced
mutational damage. As illustrated in Fig. 2.17, these DNA
repair processes include the following;:

e Direct repair, which either reverses or simply removes
the damage. This may be regarded as ‘first-line” defence.
For example, abnormally linked pyrimidine bases in DNA

(pyrimidine dimers) resulting from ultraviolet radiation
are directly reversed by a light-dependent enzyme through
a repair process known as photoreactivation.

* Excision repair, where damage in a DNA strand is
recognized by an enzymatic ‘housekeeping’ process and
excised, followed by repair polymerization to fill the gap
using the intact complementary DNA strand as a template.
This is also a primary form of defence, as the goal is to
correct damage before it encounters and potentially
interferes with the moving DNA replication fork. Some
of these housekeeping genes are also part of an inducible
system (SOS repair), which is activated by the presence
of DNA damage to quickly respond and effect repair.

* ’‘Second line’ repair, which operates when DNA damage has
reached a point where it is more difficult to correct. When
normal DNA replication processes are blocked, permissive
systems may allow the interfering damage to be inaccurately
corrected, allowing errors to occur but improving the
probability of cell survival. In other instances, where damage
has passed the DNA replication fork, post-replication or
recombinational repair processes may ‘cut and paste” to
construct error-free DNA from multiple copies of the
sequence found in parental and daughter strands.

Bacterial DNA repair has provided a model
for understanding similar, more complex
processes in humans

DNA repair mechanisms appear to be present in all living
organisms as a defence against environmental damage. The
study of these processes in bacteria has led to an important
understanding of general principles that apply to higher
organisms, including issues of cancer and aging in humans.
For example, several human disorders are known to be
DNA-repair related, including:

e xeroderma pigmentosum, characterized by extreme
sensitivity to the sun, with great risk for development
of a variety of skin cancers such as basal cell carcinoma,
squamous cell carcinoma and melanoma

e Cockayne syndrome, characterized by progressive
neurological degeneration, growth retardation, and sun
sensitivity not associated with cancer

e trichothiodystrophy, characterized by mental and growth
retardation, fragile hair deficient in sulphur, and sun
sensitivity not associated with cancer.

Gene transfer and recombination

New genotypes can arise when genetic material is transferred
from one bacterium to another. In such instances, the newly
transferred DNA is expressed when it:

* inserts into or recombines with the genome of the recipient
cell

* oris on a plasmid capable of replication in the recipient
without recombination.

Recombination can bring about large changes in the genetic

material and, as these events usually involve functional genes,

they are likely to be expressed phenotypically. DNA can be

transferred from a donor cell to a recipient cell by:

e transformation
e transduction
* conjugation.
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Figure 2.17 Mechanisms of DNA repair.
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Transformation

Some bacteria can be transformed by DNA present
in their environment

Certain bacteria such as S. pneumoniae, Bacillus subtilis,
Huaemophilus influenzae and Neisseria gonorrhoeae are naturally
‘competent’ to take up DNA fragments from related species
across their cell walls. Such DNA fragments may result from
lysis of organisms, the release of their DNA and its cleavage
into smaller fragments, which are then available for uptake
by available (competent) recipient cells. Once taken into the
cell, chromosomal DNA must recombine with a homologous
segment of the recipient’s chromosome to be stably maintained
and inherited. If the DNA is completely unrelated, the absence
of homology prevents recombination and the DNA is degraded.
However, plasmid DNA may be transformed into a cell and
expressed without recombination. Thus, transformation has
served as a powerful tool for molecular genetic analysis of
bacteria (Fig. 2.18).

Most bacteria are not naturally competent to be transformed
by DNA, but competence can be induced artificially by
treating cells with certain bivalent cations and then subjecting
them to a heat shock at 42°C or by electric shock treatment
(electroporation).

Prior to wuptake by competent cells, DNA is
extracellular, unprotected and thus vulnerable to destruction

by environmental extremes (e.g. DNA-degrading enzymes
- DNases). Thus, it is the least important mechanism of
gene transfer from the standpoint of clinical relevance (e.g.
probability of transfer within a patient).

Transduction

Transduction involves the transfer of genetic material
by infection with a bacteriophage

During the process of virulent bacteriophage replication (or
temperate bacteriophages direct replication upon infection,
rather than lysogeny), other DNA in the cell (genomic or
plasmid) is occasionally erroneously packaged into the virus
head, resulting in a “transducing particle’, which can attach to
and transfer the DNA into a recipient cell. If chromosomal,
the DNA must be incorporated into the recipient genome
by homologous recombination to be stably inherited and
expressed. As with transformation, plasmid DNA may be
transduced and expressed in a recipient without recombination.
In either case, this type of gene transfer is known as generalized
transduction (see Fig. 2.18).

Another form of transduction occurs with ‘temperate’
bacteriophages, since they may integrate at specialized
attachment sites in the bacterial genome. As the resulting
prophages prepare to enter the lytic cycle, they occasionally
incorrectly excise from the site of attachment. This can result in
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Figure 2.18 Different ways in which genes can
be transferred between bacteria. With the
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phages containing a piece of bacterial genomic DNA adjacent
to the attachment site. Infection of a recipient cell then results
in a high frequency of recombinants where donor DNA
has recombined with the recipient genome in the vicinity
of the attachment site. As this ‘specialized transduction’ is
based on specific chromosome-prophage interaction, only
genomic DNA, and not plasmids, is transferred by this
process.

In contrast to transformation, transduced DNA is always
protected, thus increasing its probability of successful transfer
and potential clinical relevance. However, bacteriophages are
extremely host-specific ‘parasites” and therefore unable to
move any DNA between bacteria of different species.

Conjugation
Conjugation is a type of bacterial ‘mating’ in which
DNA is transferred from one bacterium to another

Conjugation is dependent upon the tra genes found in
‘conjugative’ plasmids, which, among other things, encode
instructions for the bacterial cell to produce a sex pilus - a
tube-like appendage which allows cell-to-cell contact to ensure
the protected transfer of a plasmid DNA copy from a donor
cell to a recipient (see Fig. 2.18). Since the tra genes take up
genetic space, ‘conjugative’ plasmids are generally larger than
non-conjugative ones.

Occasionally, conjugative plasmids such as the fertility
plasmid (F plasmid or F factor) of E. coli integrate into the



bacterial genome (e.g. facilitated by identical IS elements on
both molecules as noted earlier), and such integrated plasmids
are called episomes. When an integrated F episome attempts
conjugative transfer, the duplication-transfer process eventually
moves into regions of adjacent genomic DNA, which are carried
along from the donor cell into the recipient. Such strains, in
contrast to cells containing the unintegrated F plasmid, mediate
high-frequency transfer and recombination of genomic DNA
(Hfr strains). However, conjugation with Hfr donor cells does
not result in complete transfer of the integrated plasmid. Thus,
the recipient cell does not become Hfr and is incapable of
serving as a conjugation donor. The circular nature of the
bacterial genome and the relative ‘map” positions of different
genes were established using interrupted mating of Hfr strains.
When a non-conjugative plasmid is present in the same cell as
a conjugative plasmid, they are sometimes transferred together
into the recipient cell by a process known as mobilization.
Conjugative transfer of plasmids with resistance genes has been
an important cause of the spread of resistance to commonly used
antibiotics within and between many bacterial species, since
no recombination is required for expression in the recipient.
Of all the mechanisms for gene transfer, this rapid and highly
efficient movement of genetic information through bacterial
populations is clearly of the highest clinical relevance.

THE GENOMICS OF MEDICALLY
IMPORTANT BACTERIA

Bacteria have been historically identified and characterized by
phenotypic methods. However, advances in molecular biology
have increasingly focused attention on analysis of the bacterial
genome as it represents the ultimate source of information
regarding bacterial identity, potential for pathogenicity, etc.

Various targeted approaches to the detection and
utilization of genomic sequence information exist
Methods such as the polymerase chain reaction (PCR) and
nucleic acid probes have clearly had a pivotal role in providing
sequence-based answers to clinical microbiology questions
(see Ch. 37).

e Identification and classification. The genes encoding ribosomal
RNA (16 S, 23S and 5 S) are typically found together in
an operon where their transcription is coordinated (Fig.
2.19). This rDNA operon is found at least once and often
in multiple copies distributed around the chromosome,
depending on the bacterial species (Borrelia burgdorferi has
one copy; Clostridium difficile may have up to 12 copies).
While the rDNA operon contains many conserved sequences
(identical in different bacterial species), a portion of the
16 S- and 23 S-encoding regions have been found to be
species specific. In between them, an “internally transcribed
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spacer’ (ITS) region exhibits sequence variability that may be
analysed in PCR products providing utility in differentiating
closely related bacterial isolates. Such information may also
allow the rapid identification, classification and epidemiology
of clinically important microorganisms (see Chs. 32 and 37).

* Resistance to antimicrobial agents. Genes specifically
mediating antimicrobial resistance are well known (see Ch.
34) and may be detected by a variety of targeted genomic
approaches including PCR and probes.

* Molecular epidemiology. While a variety of phenotypic
and genotypic methods have been employed to assess
interrelationships in clinical isolates (see Ch. 37), epidemiological
analysis has now moved toward sequence-based approaches. In
contrast to earlier methods, sequence data are highly portable
(internet transfer, etc.), less ambiguous (encoded entirely in
the characters A, T, G and C, corresponding to the four bases
adenine, thymine, guanine and cytosine, respectively), and
easily stored in databases.

Microarrays provide a more global targeted

genomic analysis

DNA microarrays are a means for the “parallel processing’
of genomic information. Traditionally, molecular biology
has operated by analysing one gene in one experiment.
Although yielding important information, this approach is time
consuming and does not afford ready access to the information
(chromosomal organization and multiple-gene interaction)
contained within genomic-sequence databases. Microarrays
acquire information from multiple queries simultaneously posed
to a genomic-sequence database (parallel processing). DNA
microarrays are based on the principles of nucleic hybridization
(A pairs with T; G pairs with C). While there are a number of
variations on the theme, the general format is the arrangement
of samples (e.g. gene sequences) in a known matrix on a solid
support (nylon, glass, etc.). Using specialized robotics, individual
‘spots’ may be less than 200 mm in diameter, allowing a single
array (often called a DNA chip) to contain thousands of spots.
Different fluorescently labelled probes of known sequence may
then be simultaneously applied followed by monitoring to
detect whether complementary binding has occurred.

DNA microarrays have been especially useful
in the identification of mutations and studies
on bacterial gene expression

In a number of instances, specific point mutations are clinically
important in pathogenic bacteria. Since these changes involve
only one nucleotide base they are often referred to as single
nucleotide polymorphisms (SNPs). Resistance to the quinolone
class of antibiotics, for example, may result from a single base
change within the bacterial gyrA gene (see Ch. 34). In the past,
such mutations have been detected by PCR amplification of

Figure 2.19 Typical arrangement of the
bacterial operon encoding ribosomal RNA.
Sizes of the genes for 16 S, 23 S, 5 S rRNA and
the internally transcribed spacer (ITS) region are
indicated in nucleotide base pairs (bp). Regions

species-specific
conserved sequence

variable

seguence
species-specific
conserved sequence

encoding sequences helpful for species _|
identification or epidemiology are indicated.
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Figure 2.20 (A) Microarray detection of
mutations and (B) analysis of gene expression.
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the desired gyrA region followed by DNA sequencing and
analysis. As illustrated in Fig. 2.20A, DNA microarrays allow
gyrA amplicons from different bacterial isolates to be applied
to the same chip. Two gyrA probes (wild type, fluorescently
labelled red; mutant, fluorescently labelled green) are applied to
the array under conditions so stringent that only 100% homology
will result in hybridization. In this way, the presence or absence
of the specific mutation may be quickly and accurately assessed
in a large number of isolates simultaneously.

Studies of gene expression are extremely important to the
understanding of numerous bacterial processes, including
virulence. For example, analysis might involve a comparison
of gene expression (transcription) in an organism under
different environmental conditions (Fig. 2.20B). In such an
experiment, genomics can provide data allowing sequences
from every known chromosomal gene of the organism to be
applied to a unique position on the chip. Messenger RNA
(the result of gene expression) may be isolated from the same

bacteria grown under either environmental condition A or B.
Using the enzyme reverse transcriptase in a process similar
to that naturally employed by retroviruses (see Ch. 3), the
mRNA is copied into complementary DNA (termed cDNA).
Different fluorescent dyes (red or green) are bound to the A
or B cDNA, respectively, which is then allowed to hybridize
to complementary sequences on the chip. Array spots with
red fluorescence will indicate genes expressed in environment
A. Those appearing green will correspond to genes active in
environment B, while yellow spots (red+green) will indicate
genes active under both conditions.

Sequence of the entire bacterial chromosome (whole
genome sequencing; WGS) represents the most global
approach to genomic analysis

Targeted sequence-based genomic analysis continues to be of
great value in providing results rapidly and comparatively
inexpensively. However, the specific nature of these assays



is also a limitation since only previously identified genomic
regions can be analysed, whereas uncharacterized potentially
novel genomic sequences are not detected or investigated.
Conversely, WGS data encompasses both characterized and
uncharacterized regions of an organism’s genome, which may
be re-analysed in light of new data to provide information
on novel, previously untargeted, gene presence and function.
Since the first complete bacterial genome sequence was
published in 1995, advances in DNA-sequencing techniques
have led to an ever-increasing number of bacterial pathogens
for which the total genomic sequence is known (see Fig. 2.21).
This evolving database represents a powerful resource with
enormous application for the understanding and treatment
of infectious disease.

WGS methods continue to evolve in what has been
described as generational increments

However, the scientific literature is somewhat confusing on
this issue. The most historically used method for sequencing
individual PCR products a few hundred bases in length was
developed by Frederick Sanger in 1977. Sanger sequencing is
generally considered a first-generation approach. Subsequent
next-generation (i.e. next-gen) approaches (more applicable to
WGS) have sometimes also been described as second generation
(parallel sequencing of a group of DNA molecules) or third
generation (sequencing of longer single DNA molecules).

Current WGS methods have some common challenges

Current WGS approaches have three basic steps in common
(although the specific details differ):

e DNA library preparation

* sequencing

* sequence analysis.

It is important to note that these steps are not fully automated
or “push button” in nature. Proper preparation of high-quality
genomic DNA (i.e. the library) from the organism to be
sequenced is critical for a meaningful outcome. The way in
which this is accomplished depends on the requirements of
the specific DNA-sequencing method. However, regardless
of the approach, the ultimate end product is a computer file
containing the sequence data. Thus, a computerized approach
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to sequence analysis is necessary, which can be visualized
as having two goals:

* to construct the whole genome as accurately as possible
by connecting generated sequences together (assembly)
* genetic analysis of the WGS (i.e. identification of specific
genes or gene changes and other genetic ‘signatures’ of
interest).
Depending on the instrumentation, generated sequence
lengths (read lengths) may range from several hundred to
tens or even hundreds of thousands of base pairs. Since this
is less than the total genome size the sequence reads must
be connected to produce the WGS. This is accomplished by
computer programs that either identify common overlapping
regions in sequence reads (de novo assembly) or connect
reads together using a closely related reference genome as a
template (reference mapping) (Fig. 2.22A and B, respectively).
Ensuring proper quality control (e.g. sequence error rates) is
very important but beyond discussion here.

The identification of specific genes, gene changes and other
important genomic information from WGS data is termed
bioinformatics and also involves extensive computer analysis.
At the moment, this is the most challenging aspect of WGS
data interpretation. However, there is an intense effort to
develop user-friendly software for this purpose, which has
currently resulted in an expanding list of free ‘stand alone’ as
well as commercially available software packages dedicated
to this purpose. As will be discussed more thoroughly in
subsequent chapters (e.g. Ch. 37), bioinformatic analysis
has demonstrated that bacterial genomes can be subdivided
into core and accessory regions. The core genome represents
conserved genes that are found in all members of a bacterial
species, while the presence or absence of accessory genomic
regions is variable. Taken together, all the core and variable
sequences found in members of a bacterial species are termed
the pan-genome, which is finding increasing use in identifying
microorganisms present in specific (e.g. human, environmental)
settings (i.e. metagenomics).

Major groups of bacteria

Detailed summaries of members of the major bacterial groups
are given in the Pathogen Parade appendix available online.

Figure 2.21 Number of sequenced bacterial and archaeal
genomes submitted to NCBI. (Source: GenBank prokaryotes.

txt file taken from https://www.ncbi.nlm.nih.gov/pubmed/
25722247.)

number of genomes sequenced
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Bacteria are prokaryotes. Their DNA is not contained
within a nucleus and there are relatively few
cytoplasmic organelles.

The cell wall is a key structure in metabolism, virulence
and immunity. Its staining characteristics define the
two major divisions: the Gram-positive and Gram-
negative bacteria. Flagella may be present and confer
motility.

Bacteria metabolize aerobically and anaerobically and
can utilize a range of substrates.

The bacterial cell walls and their reproductive
processes are targets for antimicrobial agents.

Transcription of bacterial DNA may involve single or
multiple genes. The arrangement of promoter and
terminal sequences flanking multiple genes forms an
operon.

Bacteria can regulate gene expression to optimize
exploitation of their environment.

Plasmids and bacteriophages are independently
replicating extrachromosomal agents. Plasmids may
carry genes that affect resistance to antimicrobials or
virulence.

Genetic material can be carried from one bacterium to
another in several ways; this can result in the rapid
spread of resistance to antimicrobials.

Genomics is revolutionizing the study of bacterial
pathogenicity and the control of associated infections.

Bacteria have many ways of coming out on top in the
conflict with the host. A number produce highly resistant
spores that can survive for long periods in the external
world, increasing the chances of infection. Once in the
host there are many ways of evading host responses. For
example, some hide within cells, some have external
surfaces that prevent host cells binding to them, while
others suppress host immunity. Perhaps the most
significant advantage bacteria have in their conflict with
the host is their ability to sidestep the antibiotics designed
to inhibit or eliminate them. Either by mutation, facilitated
by their rapid generation/duplication time, or by
externally acquired genetic information they are able to
engage in a game of ‘cat and mouse;, where repeated
introduction of new and improved antimicrobial
compounds is met with equally innovative mechanisms of
resistance. A classic example of this interaction is seen
with the Gram-positive bacterium Staphylococcus aureus.
Although initially susceptible to penicillin, introduced in
the 1950s, subsequent development and spread of
resistant organisms rendered the antibiotic ineffective.
This was countered with the introduction of methicillin in
the 1980s leading to the development of methicillin-
resistant Staph. aureus (MRSA), which has now been
followed by isolates with resistance to the historically
effective antibiotic, vancomycin. Unfortunately, a survival-
of-the-fittest environment ensures the perpetuation of
this conflict, underscoring the importance of the
continued development of novel antimicrobial agents.
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The viruses

Introduction

Viruses differ from all other infectious organisms in their structure and biology, particularly in their
reproduction. Although viruses carry conventional genetic information in their DNA or RNA, they lack
the synthetic machinery necessary for this information to be processed into new virus material. Viruses
are metabolically inert and can replicate only after infecting a host cell and parasitizing the host's
ability to transcribe and/or translate genetic information. Viruses infect every form of life. They cause
some of the most common and many of the most serious diseases of humans, including cancer. Some
insert their genetic material into the human genome and others can remain latent in different cell
types and then reactivate at any time, but especially if the body is stressed or the immune system is
compromised. Viruses are difficult targets for antiviral agents as it is difficult to target only those cells
infected by the virus. However, many can be controlled by vaccines.

MAJOR GROUPS OF VIRUSES

The classification of viruses into major groups (families) is
based on a few simple criteria (see Pathogen Parade available
online). These include:

¢ the type of nucleic acid in the genome

e the number of nucleic acid strands and their polarity
* the mode of replication

e the size, structure and symmetry of the virus particle.

Viruses share some common structural features

Viruses range from very small, (parvovirus, from the Latin
parvo meaning small, at 18-26 nm in diameter) to quite large
(vaccinia virus, at 400 nm, is as big as small bacteria). Their
organization varies considerably between the different groups,
but there are some general characteristics common to all:

* The genetic material, in the form of single-stranded (ss) or
double-stranded (ds), linear or circular RNA or DNA, is
contained within a coat or capsid, made up of a number
of individual protein molecules (capsomeres).

e The complete unit of nucleic acid and capsid is called
the ‘nucleocapsid’, and often has a distinctive symmetry
depending upon the ways in which the individual
capsomeres are assembled (Fig. 3.1). Symmetry can be
icosahedral, helical or complex.

e In many cases, the entire virus particle or ‘virion” consists
only of a nucleocapsid. In others, the virion consists of the
nucleocapsid surrounded by an outer envelope or membrane
(Fig. 3.2). This is generally a lipid bilayer of host cell origin,
into which virus proteins and glycoproteins are inserted.

The outer surface of the virus particle is the part that
first makes contact with the membrane of the host cell
The structure and properties of the outer surface of the virus

particle are therefore of vital importance in understanding
the process of infection. In general, naked (envelope-free)

construction of nucleocapsid
of non-enveloped virus
with icosahedral symmetry

icosahedral symmetry
of nucleocapsid

capsid

[V
A

individual

20 faces nucleic acid capsomeres

Figure 3.1 Symmetry and construction of the viral nucleocapsid.
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Figure 3.2 Construction of an enveloped virus.
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viruses are resistant and survive well in the outside world;
they may also be acid and bile resistant, allowing infection
through the gastrointestinal tract. Enveloped viruses are more
susceptible to environmental factors such as drying, gastric
acidity and bile. These differences in susceptibility influence
the ways in which these viruses can be transmitted.

INFECTION OF HOST CELLS

The stages involved in infection of host cells are summarized
in Fig. 3.3 (see also Fig. 2.6).

Virus particles enter the body of the
host in many ways

The most common forms of virus transmission (Fig. 3.4; see
also Ch. 13) are:

* via inhaled droplets (e.g. rhinovirus, influenza viruses,
MERS coronavirus)

* in food or water (e.g. hepatitis A virus, hepatitis E virus,
noroviruses)

* by direct transfer from other infected hosts such as infected
body fluids by sexual transmission or blood-borne routes
(e.g. HIV, hepatitis B virus, Ebola virus)

e from bites of vector arthropods (e.g. yellow fever virus,
West Nile virus, Zika virus).

)

Figure 3.4 Routes by which viruses enter the body.

Viruses show host specificity and usually infect only
one or a restricted range of host species. The initial
basis of specificity is the ability of the virus particle to
attach to the host cell

The process of attachment to, or adsorption by, a host cell
depends on general intermolecular forces, then on more




Table 3.1 Viruses may use more than one receptor to gain entry
into the host cell

Cell membrane receptors for virus attachment

Virus Receptor molecule

Influenza Sialic acid receptor on lung
epithelial cells and upper

respiratory tract

Rabies Acetylcholine receptor
Neuronal cell adhesion molecule
HIV CD4: Primary receptor
CCR5 or CXCR4: chemokine
receptors

Epstein—Barr virus CD21 (also called CR2) receptor

on B cells

Human parvovirus P antigen on erythoid progenitor
B19 cells
Ku80 antoantigen and a/5B1
integrin proposed co-receptors

Hepatitis C virus Scavenger receptor class B,
CD81, claudin-1, occluding and
very-low-density lipoprotein

receptors are host co-factors for

viral entry
Human rhinoviruses Intercellular adhesion molecule 1
Aand B (ICAM-1)
Low-density lipoprotein receptor
(LDL-R)

Human rhinovirus C Cadherin-related family member
3 (CDHR3) - a cell surface
protein involved in cell

communication

specific interactions between the molecules of the nucleocapsid
in unenveloped viruses, or the virus membrane in enveloped
viruses, and the molecules of the host cell membrane. In many
cases, there is a specific interaction with a particular host
molecule, which therefore acts as a receptor. Influenza virus,
for example, attaches by its haemagglutinin to a glycoprotein
(sialic acid) found on cells of mucous membranes and on red
blood cells; other examples are given in Table 3.1. Attachment
to the receptor is followed by entry into the host cell.

Once in the host’s cytoplasm the virus is
no longer infective

After fusion of viral and host membranes, or uptake into a
phagosome, the virus particle is carried into the cytoplasm
across the plasma membrane. At this stage, the envelope
and /or the capsid are shed and the viral nucleic acid
released. The virus is now no longer infective: this ‘eclipse
phase’ persists until new complete virus particles reform after
replication. The way in which replication occurs is determined
by the nature of the nucleic acid concerned.

REPLICATION

Viruses must first synthesize messenger RNA (mRNA)

Viruses contain either DNA or RNA, never both. The nucleic
acids are present as single or double strands in a linear (DNA
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or RNA) or circular (DNA) form. The viral genome may be
carried on a single molecule of nucleic acid or on several
molecules. With these options, it is not surprising that the
process of replication in the host cell is also diverse. In viruses
containing DNA, mRNA can be formed using the host’s own
RNA polymerase to transcribe directly from the viral DNA.
The RNA of viruses cannot be transcribed in this way, as
host polymerases do not work from RNA. If transcription is
necessary, the virus must provide its own polymerases. These
may be carried in the nucleocapsid or may be synthesized
after infection.

RNA viruses produce mRNA by several different routes

In dsRNA viruses, one strand is first transcribed by viral
polymerase into mRNA (Fig. 3.5). In ssRNA viruses, there
are three distinct routes to the formation of mRNA:

1. Where the single strand has the positive (+) sense
configuration, meaning it has the same base sequence as
that required for translation, it can be used directly as
mRNA.

2. Where the strand has the negative (—) sense configuration,
it must first be transcribed using viral polymerase into a
positive sense strand, which can then act as mRNA.

3. Retroviruses follow a completely different route. Their
positive sense ssRNA is first made into a negative sense
ssDNA, using the viral reverse transcriptase enzyme carried
in the nucleocapsid, and dsDNA is then formed, which
enters the nucleus and becomes integrated into the host
genome. This integrated viral DNA is then transcribed by
host polymerase into mRNA.

Viral mRNA is then translated in the host cytoplasm to
produce viral proteins

Once viral mRNA has been formed, it is translated using
host ribosomes to synthesize viral proteins (Fig. 3.6). Viral
mRNA, which is usually ‘monocistronic” (i.e. has a single
coding region) can displace host mRNA from ribosomes
so that viral products are synthesized preferentially. In the
early phase, the proteins produced are enzymes (regulatory
molecules) that will allow subsequent replication of viral
nucleic acids; in the later phase, the proteins necessary for
capsid formation are produced.

In viruses where the genome is a single nucleic acid
molecule, translation produces a large multifunctional protein,
a polyprotein, which is then cleaved enzymatically to produce
a number of distinct proteins. In viruses where the genome
is distributed over a number of molecules, several mRNAs
are produced, each being translated into separate proteins.
After translation, the proteins may be glycosylated, again
using host enzymes.

Viruses must also replicate their nucleic acid

In addition to producing molecules for the formation of new
capsids, the virus must replicate its nucleic acid to provide
genetic material for packaging into these capsids. In positive
sense ssRNA viruses such as poliovirus, a polymerase
translated from viral mRNA produces negative sense RNA
from the positive sense template, which is then transcribed
repeatedly into more positive strands. Further cycles of
transcription then occur, resulting in the production of very
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large numbers of positive strands, which are packaged into
new particles using structural proteins translated earlier from
mRNA (Fig. 3.7).

In negative sense ssRNA viruses, such as rabies virus,
transcription by viral polymerase produces positive sense RNA
strands from which new negative sense RNA is produced (Fig.
3.7). In the rabies virus this replication occurs in the host cell
cytoplasm, but in others, such as measles and influenza virus,
replication takes place within the nucleus - large numbers
of negative sense RNA molecules being transcribed for new
particles.

Nucleic acid replication follows a similar pattern in dsRNA
viruses such as rotavirus, in that positive sense RNA strands
are produced. These then act as templates in a subviral particle
for the synthesis of new negative sense strands to restore the
double-stranded condition.

Replication of viral DNA occurs in the host
nucleus - except for poxviruses, where it
takes place in the cytoplasm

Viral DNA may become complexed with host histones
to produce stable structures. With herpesviruses, mRNA
translated in the cytoplasm produces a DNA polymerase that
is necessary for the synthesis of new viral DNA; adenoviruses
use both viral and host enzymes for this purpose. With
retroviruses (e.g. HIV), synthesis of new viral RNA occurs
in the nucleus, host RNA polymerase transcribing from the
viral DNA that has become integrated into the host genome
(see Fig. 3.5). Hepatitis B virus, a partially dsDNA virus, is
unique in using an ssRNA intermediate transcribed from
its DNA in order to synthesize new DNA. Retroviruses and
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hepatitis B are the only viruses affecting humans that have
reverse transcriptase activity.

The final stage of replication is assembly and release
of new virus particles

Assembly of virus particles involves the association of
replicated nucleic acid with newly synthesized capsomeres
to form a new nucleocapsid. This may take place in the
cytoplasm or in the nucleus of the host cell. Enveloped viruses
go through a further stage before release. Envelope proteins
and glycoproteins, translated from viral mRNA, are inserted
into areas of the host cell membrane (usually the plasma
membrane). The progeny nucleocapsids associate specifically
with the membrane in these areas, via the glycoproteins, and
bud through it (Fig. 3.8). The new virus acquires the host
cell membrane plus viral molecules as an outer envelope,
and viral enzymes, such as the neuraminidase of influenza
virus, may assist in this process (see details for influenza
virus in Ch. 20). Host enzymes (e.g. cellular proteases) may
cleave the initial large envelope proteins, a process that is
necessary if the progeny viruses are to be fully infectious.
In herpesviruses, acquisition of a membrane occurs as the
nucleocapsids bud from the inner nuclear membrane. Release
of enveloped viruses can occur without causing cell death so
that infected cells continue to shed virus particles for long
periods.

Insertion of viral molecules into the host cell membrane
results in the host cell becoming antigenically different.
Expression of viral antigens in this way is a major factor in
the development of antiviral immune responses.

OUTCOME OF VIRAL INFECTION

Viral infections may cause cell lysis or be

persistent or latent

In lytic infections, the virus goes through a cycle of replication,
producing many new virus particles. These are released by cell
lysis. This host cell destruction is the typical consequence of
infection with polio or influenza viruses. With other infections,
such as hepatitis B, the cell may remain alive and continue
to release virus particles at a slow rate. These “persistent’
infections are of great epidemiological importance, as the
infected person may act as a symptomless carrier of the virus,
providing a continuing source of infection (see Ch. 17). In both
lytic and persistent infections, the virus undergoes replication.
However, in latent infections, the virus remains quiescent,
and the genetic material of the virus may:

* exist in the host cell cytoplasm (e.g. herpesvirus)
* be incorporated into the genome (retroviruses, hepatitis
B virus)

Replication does not take place until some signal triggers a
release from latency. The stimuli that result in release are
not fully understood in all cases. In herpes simplex infection,
stress can activate the virus, resulting in an active infection
seen as cold sores.

Some viruses can ‘transform’ the host cell into a
tumour or cancer cell

Lytic, persistent and latent infections involve essentially
normal host cells, although cellular metabolic and regulatory
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Figure 3.8 Release of enveloped RNA virus by budding through host
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processes can be severely disrupted. Some viruses, however,
can ‘transform’ the host cell, malignant transformation being
the change of a differentiated host cell into a tumour or
cancer cell (see Ch. 18). Transformed cells show changes in
morphology, behaviour and biochemistry. Controlled growth
patterns and contact inhibition are lost, so that cells continue to
divide and form random aggregations. They become invasive
and can form tumours if injected into animals. However, not all
transformed cells give rise to harmful tumours in vivo. Warts,
for example, may be benign growths on the skin of the hands
or feet caused by one group of papillomaviruses, or genital
warts caused by a different group of specific papillomaviruses
may lead to cervical cancer.

Cancer-inducing (oncogenic) viruses are found in several
different groups including both DNA and RNA viruses. Of
the seven oncogenic viruses affecting humans, which cause
15% of cancers, hepatitis B virus, human papillomaviruses,
Merkel cell virus and human T-cell lymphotropic virus type 1
(HTLV-1) integrate and are therefore part of the host genome.
Those that do not integrate are Epstein-Barr virus (EBV),
hepatitis C virus (HCV) and human herpesvirus 8 (HHV-8).

Cell proliferation is helped by genes called proto-oncogenes.
If these change, for example a viral integration event occurs,
the cell can become activated continuously. The changed gene,
referred to as an oncogene, causes cell overproliferation and
can lead to cancer.

Although the end results of transformation may be
similar, the mechanisms involved vary between different
viruses. It is a multiple step model and the end results of cell

transformation are similar, but the mechanisms used by these
different viruses are diverse and include inflammation, induced
expression of viral and cellular oncogenes and epigenetic
changes. High throughput, whole genome sequencing has
allowed host-pathogen sequence analysis identifying links
between viral integration and changes in gene expression.
These techniques demonstrated viral sequences in tumour
genomes that, in 2008, resulted in detecting the Merkel cell
virus causing Merkel cell carcinoma.

The mechanisms all involve interference with the normal
regulation of division and response to external growth-promoting
and growth-inhibiting factors. These epigenetic and genetic
changes come about after viral nucleic acid is incorporated
into the host genome. Finally, cancer is not always the result
of some of these infections. Papillomaviruses are present in
cervical cancer but additional cellular events are needed for
most of the other viral infections to result in tumours.

A classic example is the Rous sarcoma virus, a retrovirus that
causes cancer in chickens. 2011 was the hundredth anniversary
of Francis Rous demonstrating that this chest tumour could
be transmitted by giving tumour extracts that were cell free
to chickens related to the same brood. Transformation arises
from the introduction into the host genome of a viral oncogene,
v-src. This codes for an activated and overexpressed protein -
tyrosine kinase, an enzyme involved in the phosphorylation of
tyrosine residues in target proteins. This leads to some molecular
events and changes in phenotype in transformed host cells and
subsequent tumorigenesis as a result of the viral infection. A
urokinase-type plasminogen activator (PLAU) gene is induced
by v-src and highly up-regulated. PLAU is a protease enzyme
that lyses fibrin and breaks down the extracellular matrix,
promoting cancer cell stickiness and spread.

The first human tumour virus was discovered in 1964 when
Epstein-Barr virus (EBV) was found by electron microscopic
analysis of cells of a tumour called Burkitt’s lymphoma seen
in African patients.

More than 20 retroviral oncogenes are now known (Table
3.2). Of the retrovirus family, the human T-cell lymphotropic
virus (HTLV type 1) is a cancer-causing virus in humans
despite neither possessing a viral oncogene nor directly
activating a cellular oncogene (see below). In contrast, HIV
type 1 and 2 virus infections compromise the host’s immune
system, resulting in tumours associated with other viruses
including EBV and Kaposi’'s sarcoma herpesvirus (KSHV)
also known as human herpesvirus type 8 (HHV-8). A larger
number of retroviruses cause cancers in animals.

Tumour formation as a result of viral infection:
direct and indirect mechanisms

Viruses associated with cancer may do so by direct means, by
expressing viral oncogenes that transform the cell as mentioned
above. They may also do so indirectly by chronically infecting
the cells resulting in inflammation and mutations that result
in tumour formation. An example is hepatitis B that activates
cell signalling pathways via the HBx oncoprotein.

Viral oncogenes have probably arisen from
incorporation of host oncogenes into the viral
genome during viral replication

Oncogenes are designated by short acronyms, preceded by
‘v’ if a viral oncogene is described (e.g. v-myc) or by ‘c’ for
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Table 3.2 Oncogenes, gene products, viruses known to carry them and associated human and animal diseases

Examples of retroviral oncogenes

Class of gene product Oncogene Virus Disease
Tyrosine kinases fms FelV
ros ALV c
sre ALV arcoma
yes ALV
Serine / kinase threonine  mos MuLV Sarcoma
Examples of human oncogenic viruses
HBx Hepatitis B virus Hepatocellular carcinoma
LMP-1, BARF-1 Epstein—Barr virus Burkitt's lymphoma, B-cell lymphoma,
nasopharyngeal carcinoma
vGPCR Human herpesvirus 8 Kaposi's sarcoma, primary effusion lymphoma
E6, E7 Human papillomavirus Cervical, anal and oral cancer
T antigens Merkel cell polyomavirus  Merkel cell carcinoma
Tax Human T-cell leukaemia  Adult T-cell leukaemia / lymphoma

lymphoma virus

ALV/FelV/MuLV, avian, feline and murine leukaemia viruses; GTP, guanosine triphosphate; HBx, hepatitis B x gene; LMP-1, latent membrane protein-1; vGPCR,

virus G protein-coupled receptor.

a cellular (host) oncogene (e.g. c-myc). In HPV infection,
recurrent integration of the HPV DNA in upstream regions
of c-myc causes c-myc up-regulation, resulting in proliferation
and immortalization of cells. This recurrent integration occurs
in other oncogenes which have similar functions, such as
NOTCHI and ERBB2 and tumour suppressor genes too. The
integration events may cause instability of the genome and
resultant changes in gene expression.

Retroviral oncogene sequences can make up as much as
0.03-0.3% of the mammalian genome. Oncogene sequences
have been identified in a wide variety of animals, from humans
to fruit flies, implying that they are conserved because of some
valuable function. Which came first, host or viral oncogenes?
The fact that host oncogenes contain introns, whereas viral
oncogenes do not, and that their chromosomal positions
are fixed, implies that they, and not the viral forms, are the
original genes.

From what we now know about the gene products of
viral oncogenes, we can guess that cellular oncogenes (or
‘proto-oncogenes’) probably play an important role in host
cell growth regulation. They may code for growth factors
themselves, for cell surface receptor molecules that bind
specific growth factors, for components of intracellular
signalling systems, or for DNA-binding proteins that act as
transcription factors.

The Rous sarcoma virus src oncogene is incorporated within
the viral genome adjacent to the gene coding for viral envelope
proteins (Fig. 3.9). Unlike other strongly transforming viruses,
the Rous virus has all three genes (gag, pol and env) necessary
for replication. In the others, termed “defective’ transforming
viruses, incorporation of an oncogene results in deletion of
genetic material in the regions coding for the pol and / or env
genes, so preventing replication. This becomes possible only
with help from genetically complete helper viruses.

Rous sarcoma virus

I‘-*’

5

9ag ‘ pol ‘ env

defective transforming virus

e - |

helper virus
5 3

LTR, long terminal repeats

gag, gene coding for structural proteins
pol, gene coding for reverse transcriptase
env, gene coding for envelope proteins
onc, oncogene; (src), sarcoma oncogene

Figure 3.9 Rous sarcoma virus can transform the host cell and
replicate because it has both the oncogene src and a complete
genome. Some transforming viruses are defective — they carry the
oncogene, but lack genes for full replication. Helper viruses can supply
these genes.
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Oncogenes can be carried from one cell to another within
the same host or from one host to another. This can occur
through “vertical’ transmission, from mother to offspring,
through passage of viruses in gametes, across the placenta
or in milk. It can also occur by ‘horizontal’ transmission, the
virus passing in, for example, saliva or urine (see Ch. 14).

Transformation of a cell occurs:

* when viral oncogenes are incorporated into the host genome
(as in Rous sarcoma virus)

* when viral DNA is inserted near to a cellular oncogene
The former may be due to mutations in the oncogene sequence
while in the viral genome; single base changes in cellular
oncogenes are known to confer the ability to transform normal
cells. The latter may reflect altered expression of the host
oncogene through disturbance of normal regulatory influences.
Altered expression can occur whether the insertion is of a
retroviral oncogene or of non-oncogenic viral DNA; it can also
occur as a result of exposure to a variety of carcinogens. The
products of cellular oncogenes are normally used in series
to regulate cellular proliferation in a carefully controlled
manner. Viral oncogene products or overexpressed cellular
oncogene products short circuit and overload this complex
control system, resulting in unregulated cell division.

«  Viruses have RNA or DNA but absolutely depend on
the host to process their genetic information into new
virus particles.

» The outer surface of a virus (capsid or envelope) is
essential for host cell contact and entry, and
determines the capacity to survive in the outside
world.

- Viruses can be transmitted in droplets, in food and
water or by intimate contact.

» Replication of viral RNA or DNA is a complex process,
making use of host and/or viral enzymes.

»  RNA of retroviruses becomes integrated into the host
genome.

« New virus particles are released by cell lysis or by
budding through the host cell membrane.

«  Some viruses, such as herpesviruses, may become
latent and require a trigger to resume replication;
others replicate at a slow rate, persisting as a source of
infection in symptomless carriers.

« A number of viruses transform the host cell, by
interfering with normal cellular regulation, resulting in
the development of a cancer cell. This may be the
result of the activity of viral or cellular oncogenes.

r CONFLICTS
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Viruses have developed a cunning strategy as hardy
infectious agents as, once they have infected the host cell,
they may lie latent or integrate within the host cell
chromosome and reactivate, potentially transmitting the
infection to others. The host may not be too incapacitated,
ensuring they can infect those susceptible. In addition, the
host has to have a full immunosurveillance repertoire to
suppress all these viruses waiting to step up to the

plate. Once the defences are lowered by stress,
immunosuppression or trauma, for example, active

viral replication can occur.

Viruses may have a number of options with respect to
receptors they can attach to and subsequently infect the
host. They may be able to cross species barriers as well
and not affect the reservoir host. With respect to
transmissibility, their job description includes the ability to
exist in blood and other body fluids, to be aerosolized and
to be carried by insect vectors. The route of transmission is
crucial in order to maximize their potential for infection. If
you, the reader, thought of how you would be a successful
virus, you would want to infect as many people as
possible, either integrate or lie latent in the host cell and
kill neither the cell nor the host. You might also be musing
about preferable routes of transmission, so some may say
that EBV infection, sealed with a kiss, might be a more
desirable option.

To keep the host's immune system on its toes, most of
the RNA viruses can subtly change their genetic make-up
and drift away from the circulating strain, thus evading
the immune response. Alternatively, they may have a
number of genotypes with a different susceptibility to
antiviral agents, are not cross-protective therefore
ensuring a multivalent vaccine is required as a
preventative measure, and are associated with a different
clinical illness spectrum.

Viruses make full use of the cellular replicative
machinery and therefore an antiviral agent has difficulty
targeting the virus without affecting the host cell. As a
result, most antiviral agents can adversely affect the host.
This means that individuals taking certain antiviral agents
have to be monitored carefully, as treatment can
potentially lead to side effects including bone marrow
suppression, renal toxicity and mitochondrial disorders.

What can the host do to offset all these advantages?
Antiviral vaccines have been a major success, behavioural
changes can limit the chances of infection and,
increasingly, more precise chemotherapeutic targets are
being identified.
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The fungi

Introduction

The study of fungi is known as mycology and fungal infections are known as mycoses

Fungi are eukaryotes, but are quite distinct from plants and animals and occupy their own kingdom.
Characteristically, they have a thick carbohydrate cell wall containing chitin, glucans, mannans and
glycoproteins. They are found either as filamentous fungi (moulds) or as yeasts. Filamentous fungi
exist as multinucleate thread-like filaments (hyphae), which may show septation and which grow
longitudinally and by branching. Yeasts are unicellular, round or oval in appearance and reproduce by
budding. Other growth forms such as mushrooms also occur. Fungi are ubiquitous as free-living
organisms and are of enormous importance commercially in baking, brewing and pharmaceuticals,
producing antibiotics for example. Some form part of the body’s normal flora, and others are common
causes of local infections on skin and hair. A number of fungi are associated with significant disease
and many of these are acquired from the external environment. Pathogenic species invade tissues and
digest material externally by releasing enzymes; they also take up nutrients directly from host tissues.
In recent years, invasive fungal disease has assumed much greater prominence in clinical practice as a

result of the rise in number of severely immunocompromised patients.

MAJOR GROUPS OF DISEASE-CAUSING FUNGI

Importance of fungi in causing disease

There are more than 70000 species of fungi but only about
300 are identified as pathogens in humans and animals.
Some of these are cosmopolitan; others are found mainly
in tropical regions. Some - those that infect superficially
- cause only minor health problems but those that invade
deeper tissues can be life threatening. These systemic forms
have become much more serious problems as medical
advances have taken place (e.g. immunosuppressive and
antibiotic therapies, transplantation, invasive procedures and
AIDS) such that opportunistic infections are now significant
components of hospital-acquired infection. Only Candida and
the dermatophytes are transmitted between humans; the
remainder of disease-causing fungal infections are acquired
from the environment, including the hospital environment.

Fungal pathogens can be classified on the basis of
their growth forms or the type of infection they cause

Fungi were reclassified down to the level of order in 2007
following advances in fungal molecular taxonomy. Whilst this
has no immediate effect on the practice of clinical microbiology,
it will lead to greater understanding of the biology of the
Kingdom Fungi and the diseases its members may cause.
Examples of branched filamentous forms or yeasts are
shown in Fig. 4.1. Some show both growth forms in their
cycle, with hyphae in the environment and yeasts in humans
and are known as dimorphic fungi. In filamentous forms
(e.g. Trichophyton), a mass of hyphae forms and is termed
a mycelium. Asexual reproduction results in the formation
of sporangia, which are sacs that contain and then liberate
spores by which the fungus is dispersed; spores are a common

cause of infection after inhalation. In yeast-like forms (e.g.
Cryptococcus) the characteristic form is the single cell, which
reproduces by budding. The bud may remain attached, with
further budding leading to the formation of chains known
as pseudohyphae. Dimorphic forms (e.g. Histoplasma) form
hyphae at environmental temperatures, but occur as yeast cells
in the body, the switch being temperature induced. Candida
is an important exception in the dimorphic group, showing
the reverse and forming hyphae within the body.
Three types of infection (mycoses) are recognized:

* Superficial mycoses where the fungus grows on body
surfaces (skin, hair, nails, mouth, vagina). Examples are
tinea pedis (athlete’s foot) and vaginal candidiasis (thrush).

* Subcutaneous mycoses where nails and deeper layers of
the skin are involved. Examples are mycetoma (Madura
foot) and sporotrichosis.

* Systemic or deep mycoses with involvement of internal
organs. This category includes fungi capable of infecting
individuals with normal immunity and the opportunistic
fungi that cause disease in patients with compromised
immune systems. Examples are histoplasmosis and systemic
candidiasis.

The superficial mycoses are spread by person-to-person contact

or from animal-to-human contact (e.g. from cats and dogs);

the subcutaneous mycoses infect humans via the skin (e.g.

following skin penetration in the case of mycetoma); the deep

mycoses often result from the opportunistic growth of fungi
in individuals with impaired immune competence and are
primarily acquired via the respiratory tract (see Ch. 31), with
intravenous lines an important portal of entry for Candida.

Free-living fungi can also cause disease. This occurs indirectly

when toxins produced by fungi are present in items used
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by growth form

filamentous

growing as multinucleate,
branching hyphae, forming
a mycelium

yeasts

growing as ovoid or
spherical single cells
multiply by budding
and division

o
©

© 0

by type of infection

superficial mycoses deep mycoses

Epidermophyton Aspergillus
Microsporum Blastomyces
Trichophyton Candida
Sporothrix Coccidioides
Cryptococcus
Histoplasma

Paracoccidioides

Figure 4.1 Two ways to classify fungi that cause disease: by growth
form and by type of infection. (A) Hyphae in skin scraping from
ringworm lesion. (B) Spherical yeasts of Histoplasma. ([A] Courtesy of
DXK. Banerjee. [B] Courtesy of Y. Clayton and G. Midgley.)

Table 4.1 Summary of fungi that cause important human diseases

as food (e.g. aflatoxin, a carcinogen produced by Aspergillus
flavus) or when their spores are inhaled, an immune response
occurs and a hypersensitivity pneumonitis develops (allergic
bronchopulmonary aspergillosis).

Many of the fungi that cause disease are normally
free-living in the environment, but can survive in the body
if acquired by inhalation or by entry through wounds. Some
fungi are part of the normal flora (e.g. Candida) and are
innocuous unless the body’s defences are compromised (e.g.
by underlying malignancy, diabetes mellitus or intravenous
drug use). The filamentous forms grow extracellularly, but
yeasts can survive and multiply within macrophages and
neutrophils. Neutrophils can play a major role in controlling
the establishment of invading fungi. Species that are too large
for phagocytosis can be killed by extracellular factors released
from phagocytes as well as by other components of the immune
response. Some species, notably Cryptococcus neoformans,
prevent phagocytic uptake because they are surrounded by
a polysaccharide capsule (see Chs 25 and 31). Until recently,
Pneumocystis jiroveci, an important opportunistic infection in
AIDS patients, was classified as a protozoan, but it is now
regarded as an atypical fungus. It attaches to lung cells
(pneumocytes) and can give rise to a fatal pneumonia. The
microsporidia, previously thought to be protozoa, now turn
out to be closely related to the fungi. The major groups of
fungi causing human disease are shown in Table 4.1.

Control of fungal infection

The echinocandins inhibit glucan synthesis in the fungal cell
wall. Below the fungal cell wall lies the plasma membrane or
plasmalemma. Unlike human plasma membranes, where the
dominant sterol is cholesterol, the fungal membrane is rich
in ergosterol. Compounds that selectively bind to ergosterol
can therefore be used as effective antifungal agents. These
include the polyenes nystatin and amphotericin B. The azoles
(e.g. miconazole) and the allylamines (e.g. terbinafine) inhibit
ergosterol synthesis. The pyrimidines (e.g. flucytosine) inhibit
nucleic acid synthesis.

Important fungal diseases

Type Anatomic location Representative disease Causative organisms Growth form

Superficial Hair shaft, dead layer  Pityriasis versicolor, tinea Trichosporon, Malassezia, Exophiala Y/F

of skin nigra, piedra

Cutaneous Epidermis, hair, nails  Tinea (ringworm) Microsporum, Trichophyton, Epidermophyton — F

Subcutaneous  Dermis, subcutis Sporotrichosis Sporothrix \&
Mycetoma several genera F

Systemic Internal organs Coccidioidomycosis Coccidioides Form®
Histoplasmosis Histoplasma Y
Blastomycosis Blastomyces Y
Paracoccioidomycosis Paracoccidioides Y

Opportunistic  Internal organs Cryptococcosis Cryptococcus Y
Candidiasis Candida e
Aspergillosis Aspergillus B
Pneumocystis Pneumocystis N/A
pneumonia

“Growth from the body.

°Coccidioides has an unusual growth form with yeast-like endospores within a spherule.

“Also forms pseudohyphae.
Y, yeast; F, filamentous; N/A, Y/F forms are not applicable.



Fungi are distinct from plants and animals, have a thick
chitin-containing cell wall, and grow as filaments
(hyphae) or single-celled yeasts.

Species causing disease may be acquired from the
environment or occur as part of the normal flora.

Infections may be located superficially, in cutaneous
and subcutaneous sites, or in deep tissues.

Infections are most serious in immunocompromised
individuals.
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Fungi are versatile; the same species can be both
free-living in the external environment and cause disease.
Thus, there is always a plentiful reservoir of infection.
Fungi are physiologically versatile too and can grow at a
wide range of temperatures. Their reproductive stages
(spores) are small, can be air-borne and are easily inhaled.
As they have a resistant chitinous cell wall and may
produce antiphagocytic factors, they can be difficult for
innate defence systems to deal with. Once past the
defences of the respiratory system, many fungi change
growth form and invade deeper tissues, often forming a
network of elongate hyphae (e.g. in aspergillosis), which
are even more difficult to defend against; indeed,
immunological responses may aggravate systemic
pathology. The prevalence of infective stages in the
environment and the ability of fungi to grow rapidly in the
absence of effective defences makes fungal infection a
major hazard for immunocompromised patients. The
balance is further tipped in their favour by the difficulty in
diagnosing deep-seated mycoses and by the toxicity to
the host of some of the drugs used to treat them.
Fortunately, immunologically competent individuals
appear to deal well with what must be frequent exposure.
However, the potential for disease is always present and a
new combatant has joined the conflict.

In 2009, Candida auris was isolated in Japan from a
patient’s external ear canal. Since then it has been
responsible for bloodstream, wound and ear infections in
at least nine countries. Prolonged hospital outbreaks have
occurred. C. auris is a formidable opponent because it can
be misidentified as a different yeast; it is usually resistant
to fluconazole and is often multidrug resistant;
environmental contamination can take place in healthcare
facilities and result in secondary infections.
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The protozoa

Introduction

Protozoa are single-celled animals, ranging in size from 2 to 100 nm. Like human cells, they are
eukaryotic. Many protozoal species are free-living, but others are important parasites of humans.
Some free-living species can infect humans opportunistically. Protozoa continue to multiply in their
host until controlled by its immune response or by treatment and thus may cause particularly severe
disease in immunocompromised individuals. Protozoal infections are most prevalent in tropical and
subtropical regions, but also occur in temperate regions. Protozoa may cause disease directly (e.g. the
rupture of red cells in malaria), but more often the pathology is caused by the host’s response. Of all
parasites, malaria presents the most severe global problem and kills approximately 500000 people

each year, mostly young children.

Protozoa can infect all the major tissues
and organs of the body

Protozoa infect body tissues and organs as:

e intracellular parasites in a wide variety of cells (red cells,
macrophages, epithelial cells, brain, muscle)

* extracellular parasites in the blood, intestine or genitourinary
system.

The locations of the species of greatest importance are shown

in Fig. 5.1. Intracellular species obtain nutrients from the host

cell by direct uptake or by ingestion of cytoplasm. Extracellular

species feed by direct nutrient uptake or by ingestion of

host cells. Reproduction of protozoa in humans is usually

asexual, by binary or multiple division of growing stages

Figure 5.1 The occurrence of protozoan parasites in the body. * Can
also occur in other sites. CNS, central nervous system.

(trophozoites). Sexual reproduction is normally absent or
occurs in the insect vector phase of the life cycle, where present.
Cryptosporidium is exceptional in undergoing both asexual
and sexual reproduction in humans. Asexual reproduction
gives the potential for a rapid increase in number, particularly
where host defence mechanisms are impaired. For this reason
some protozoa are most pathogenic in the very young (e.g.
Toxoplasma in the fetus and in neonates). The AIDS epidemic
focused attention on a number of protozoa which give rise to
opportunistic infections in immunocompromised individuals.
These include Cryptosporidium, Cystoisospora and members of
the Microsporidia. New parasites continue to emerge, e.g.
Cyclospora cayetanensis, a food-borne and water-borne cause
of diarrhoea, which became recognized as a clinical problem
in the early 1990s (Fig. 5.2).

Figure 5.2 Oocyst of Cyclospora cayetanensis. Modified Ziehl-Neelsen
stain. (Courtesy of Peter Chiodini.)



SECTION ONE - The adversaries — pathogens

Table 5.1 Summary of the location, transmission and diseases caused by protozoan parasites

Features of medically important protozoa

Cystoisospora belli
Cyclospora cayetanensis
Microsporidia

Ingestion of cysts in food or water

Location Species Mode of transmission Disease

Intestinal tract Entamoeba histolytica Amoebiasis
Giardia intestinalis Giardiasis
Cryptosporidium spp. Cryptosporidiosis

Cystoisosporiasis
Cyclosporiasis
Microsporidiosis

Urogenital tract ~ Trichomonas vaginalis Sexual

Trichomoniasis

Blood and tissue  Trypanosoma spp.:

Trypanosomiasis

L. mexicana, L. (Viannia)
braziliensis

T cruzi Reduviid bug Chagas disease

T. b. gambiense, Tsetse fly Sleeping sickness

T. b. rhodesiense

Leishmania spp.: Visceral leishmaniasis (kala-azar)
L. donovani complex Cutaneous leishmaniasis

L. tropica, L. major, Sandfly Mucosal leishmaniasis

Plasmodium spp.:
P vivax, P ovale, P malariae,
P, falciparum, P knowlesi

Malaria

Anopheles mosquito

Toxoplasma gondii

Ingestion of cysts in raw meat; ingestion of ~ Toxoplasmosis
oocysts from cat faeces via environmental
contamination

Protozoa have evolved many sophisticated
strategies to avoid host responses

Extracellular species evade immune recognition of their plasma
membrane. The interface between host and extracellular
protozoa is the parasite’s plasma membrane, and examples
of strategies to avoid immune recognition of this surface
include the following;:

* Trypanosomes undergo repeated antigenic variation of
surface antigens.
* Malaria parasites show polymorphisms in dominant surface
antigens.
* Amoebae can consume complement at the cell surface.
Intracellular species evade host defence mechanisms. Although
intracellular stages are removed from direct contact with
antibody, complement and phagocytes, their antigens may
be expressed at the surface of the host cell, which can then be a
target for cytotoxic effectors. Survival within cells, particularly
within macrophages (Leishmania, Toxoplasma), involves a
variety of devices to evade or inactivate the harmful effects
of intracellular enzymes or reactive oxygen and nitrogen
metabolites.

Protozoa use a variety of routes to infect humans

Many extracellular protozoa are transmitted by ingestion of
food or water contaminated with transmission stages such as
cysts, but Trichomonas vaginalis is transmitted through sexual

activity, and the trypanosomes by insect vectors. The most
important intracellular species - Plasmodium and Leishmania
- are also insect transmitted. Trypanosoma cruzi, another
insect-transmitted protozoan which has both intracellular and
extracellular stages in humans, can additionally be transmitted
to the fetus in utero. Toxoplasma, a common and important
intracellular protozoan, can be acquired by ingestion or from
the mother in utero (Table 5.1).

+ Protozoa are single-celled animals, occurring both as
free-living organisms and as parasites. Both can cause
disease in humans.

+ The single most important protozoal disease is malaria,
which causes some 500000 deaths each year.

+ Protozoa live both outside and within cells, and have
complex ways of avoiding the responses of their hosts.

« Most infections are acquired through ingestion of
contaminated water or food, or via insect vectors. A
few are transmitted from mother to fetus.
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Malaria provides a good example of human-protozoan
conflict. After a period in the liver, the malaria parasite
spends all of its time inside the red cell. It grows, divides
and releases new parasites by rupturing the red cell.

At this stage, the parasite wins the conflict by hiding

away inside a cell, a non-nucleated cell that cannot
respond defensively. How can the host protect itself
immunologically? It has a number of difficult choices. It
can try to destroy the parasite inside the cell by producing
toxic mediators, or it can try to destroy the parasite and
the cell together by targeting antibodies against antigens
from the parasite that appear on the red cell surface,
though the parasite presents a moving target as
Plasmodium falciparum is adept at antigenic variation.
Both of these are risky strategies. Toxic mediators can
affect the host as well as the parasites, particularly if, as in
P. falciparum malaria, the parasite-infected cells are lodged
inside capillaries in vital organs. Destroying red cells can
contribute to anaemia, and the by-products of destruction
can also be toxic. A significant part of the pathology
associated with malaria is therefore a cost of the host
defending itself — game, set and match to the parasite,
although a dead host is of no further use to the parasite.
Though treatment with antimalarials can be highly
effective, if they are given late the patient may still
succumb as a result of complications despite clearance

of parasites from the blood. Furthermore, the malaria
parasite is adept at developing drug resistance, another
example of the moving target.
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The helminths

Introduction

The term ‘helminth’is used for all groups of parasitic worms. Three main groups are important in
humans: the tapeworms (Cestoda), the flukes (Trematoda) and the roundworms (Nematoda). The first
two belong to the phylum Platyhelminthes or flatworms; the roundworms are in a separate phylum:
Nematoda. Platyhelminths have flattened bodies with muscular suckers and/or hooks for attachment
to the host. Nematodes (roundworms) have long cylindrical bodies and generally lack specialized
attachment organs. Helminths are often large organisms with a complex body organization. Although
invading larval stages may measure only 100-200 pum, adult worms may be centimetres or even
metres long. Infections are commonest in warmer countries, but intestinal species also occur in

temperate regions.

Transmission of helminths occurs in four distinct ways

Transmission routes are summarized in Fig. 6.1. Infection
can occur after:

e swallowing infective eggs or larvae via the faecal-oral
route

* swallowing infective larvae in the tissues of another host
* active penetration of the skin by larval stages

¢ the bite of an infected blood-sucking insect vector.

The greater frequency of helminths in tropical and subtropical
regions reflects the climatic conditions that favour survival of
infective stages, the socioeconomic conditions that facilitate

Figure 6.1 How helminth parasites enter the body.

faecal-oral contact, the practices involved in food preparation
and consumption, and the availability of suitable vectors.
Elsewhere, infections are commonest in children, in individuals
closely associated with domestic animals and in individuals
with particular food preferences.

Many helminths live in the intestine, whereas others live
in the deeper tissues. Almost all organs of the body can be
parasitized. Flukes and nematodes actively feed on host tissues
or on the intestinal contents; tapeworms have no digestive
system and absorb predigested nutrients.

The majority of helminths do not replicate within the
host, although certain tapeworm larval stages can reproduce
asexually in humans. In most, sexual reproduction results in
the production of eggs, which are released from the host in
faecal material. In others, reproductive stages may accumulate
within the host, but do not mature. The nematode Strongyloides
is exceptional in that eggs produced in the intestine can hatch
there, releasing larvae which can mature to the infective stage
and re-invade the body - the process of “autoinfection” (Fig. 6.2).

Figure 6.2 Filariform larvae, the infective stage of Strongyloides
stercoralis. (Courtesy of Peter Chiodini.)
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The outer surfaces of helminths provide the primary
host-parasite interface

In tapeworms and flukes, the surface is a complex plasma
membrane and in both there are protective mechanisms to
prevent the host damaging the outer surface. The nematode
outer surface is a tough collagenous cuticle, which, although
antigenic, is largely resistant to immune attack. However,
smaller larval stages may be damaged by host granulocytes
and macrophages. Worms release large amounts of soluble
antigenic material in their excretions and secretions, and this
plays an important role both in immunity and in pathology.

LIFE CYCLES

Many helminths have complex life cycles

In direct life cycles, reproductive stages produced by sexually
mature adults in one host are released from the body and
can develop directly to adult stages after infection of another
host via the faecal-oral route (Ascaris) or by direct penetration
(hookworm). Indirect cycles are those where reproductive
stages must undergo further development in an intermediate
host (tapeworms) or vector (filarial worms) before sexual
maturity can be achieved in the final host.

The larvae of flukes and tapeworms must pass
through one or more intermediate hosts, but
those of nematodes can develop to maturity
within a single host

Most flukes are hermaphrodites, except the schistosomes,
which have separate sexes. The reproductive organs of
tapeworms are replicated along the body (the strobila) in
a series of identical segments or ‘proglottids’. The terminal
gravid proglottids become filled with mature eggs, detach

and pass out in the faeces. The eggs of both flukes and
tapeworms develop into larvae that must pass through one
or more intermediate hosts and develop into other larval stages
before the parasite is again infective to humans. The dwarf
tapeworm Hymenolepis nana, which is occasionally found in
humans, is exceptional as it can go through a complete cycle
from egg to adult in the same host.

In nematodes, the sexes are separate. Most species liberate
fertilized eggs, but some release early-stage larvae directly into
the host’s body. Development from egg or larva to adult can be
direct and occur in a single host, or may be indirect, requiring
development in the body of an intermediate host. Classification
of nematodes is complex, and for practical purposes only two
categories of human-specific nematodes are considered here:

* those that mature within the gastrointestinal tract, some of
which may migrate through the body during development
(e.g. Ascaris, hookworms, Trichinella, Strongyloides, Trichuris)

e those that mature in deeper tissues (e.g. the filarial
nematodes).

In addition, humans can be infected with the larvae of species

that mature in other hosts (e.g. the dog parasites Toxocara

canis and Ancylostoma brasiliense).

HELMINTHS AND DISEASE

Adult tapeworms are acquired by eating undercooked
or raw meat containing larval stages

Tapeworms frequently infect humans, but the adult tapeworms
are relatively harmless despite their potential for reaching a
large size. Humans can also act as the intermediate hosts for
certain species, and the development of larval stages in the
body can cause severe disease (Table 6.1).

Table 6.1 Summary of the location, transmission and other hosts used by tapeworms that infect humans

Human tapeworm infections

Species Acquired from Other hosts Site in humans
Adult worms

Taenia saginata Larvae in beef None Intestine

Taenia solium Larvae in pork None Intestine

Diphyllobothrium latum Larvae in fish

Fish-eating mammals  Intestine

echinococcosis; alveolar hydatid
disease)

Hymenolepis nana Eggs; or larvae in beetles Rodents Intestine

Hymenolepis diminuta* Larvae in insects Rats, mice Intestine

Dipylidium caninum* Larvae in fleas Dogs, cats Intestine

Larval worms

Taenia solium (cysticercosis) Eggs in food or water Pigs Brain, eyes
contaminated with human feces

Echinococcus granulosus (cystic Eggs passed by dogs Sheep Liver, lung, brain

echinococcosis; cystic hydatid disease)

Echinococcus multilocularis* (alveolar Eggs passed by carnivores Rodents Liver

Pseudophyllidean tapeworms* Larvae in other hosts

(sparganosis)

Many vertebrates Subcutaneous tissues, eyes

Taenia multiceps* Eggs passed by dogs

Sheep Brain, eye, subcutaneous tissue

*Rare infections.



The most important flukes are those
causing schistosomiasis

Several species of fluke can mature in humans, developing
in the intestine, lungs, liver and blood vessels. The most
important, both in terms of prevalence and pathology, are
the blood flukes or schistosomes, the cause of schistosomiasis,
also known as bilharzia. Three main species - Schistosoma
haematobium, S. japonicum and S. mansoni - infect many millions
and are responsible for severe disease (Table 6.2). Like all
flukes, schistosomes have an indirect life cycle involving
stages of larval development in the body of a snail, in this
case freshwater aquatic snails. Humans become infected when
they come into contact with water containing infective larvae

SECTION ONE - The adversaries — pathogens

released from the snails, the larvae penetrating the skin. Other
important species are Clonorchis sinensis, the oriental liver fluke,
and Paragonimus westermani, the lung fluke, transmitted by
eating infected freshwater fish or freshwater crabs, respectively.

Certain nematodes are highly specific to humans;
others are zoonoses

Several of the many species of nematode that infect humans
are highly specific and can mature in no other host. Others
have much lower host specificity, being acquired accidentally
as zoonoses, with humans acting as either the intermediate
or the final host after picking up infection from domestic
animals or in food (Table 6.3).

Table 6.2 Summary of the location and transmission of flukes that infect humans

Human fluke infections

Species Acquired from

Site in humans

Schistosoma haematobium,
S. japonicum,

Penetration of skin by larval stages released from snails

Blood vessels of bladder
Blood vessels of intestine

S. mansoni Blood vessels of intestine
Clonorchis sinensis Ingesting fish infected with larval stages Liver

Fasciola hepatica Ingesting vegetation (e.g. watercress) infected with larval stages Liver

Paragonimus westermani Ingesting freshwater crabs infected with larval stages Lungs

Table 6.3 Summary of the location and transmission of nematodes that infect humans

Human nematode infections

Species Acquired by

Site in humans

Transmitted person to person

Ascaris lumbricoides Ingestion of eggs

Small intestine

Enterobius vermicularis Ingestion of eggs

Large intestine

Hookworms:
Ancylostoma duodenale Skin penetration by infective larvae
Necator americanus Skin penetration by infective larvae

Small intestine
Small intestine

Strongyloides stercoralis Skin penetration by infective larvae; autoinfection

Small intestine (adults), general tissues (larvae)

Trichuris trichiura Ingestion of eggs

Large intestine

Transmitted person to person via arthropod vector

Brugia malayi Bite of mosquito carrying infective larvae

Lymphatics (adults), blood (larvae)

Onchocerca volvulus Bite of Simulium fly carrying infective larvae

Skin (larvae, adults), eye (larvae)

Wuchereria bancrofti Bite of mosquito carrying infective larvae

Lymphatics (adults), blood (larvae)

Loa loa Bite of deer fly-carrying infective larvae

Subcutaneous tissues (adults), blood (larvae)

Zoonoses transmitted from animals

Angiostrongylus cantonensis  Ingestion of larvae in snails, crustaceans

CNS (larvae)

Anisakis simplex Ingestion of larvae in fish

Stomach, small intestine (larvae)

Capillaria philippinensis Ingestion of larvae in fish

Small intestine (adults, larvae)

Toxocara canis* Ingestion of eggs passed by dogs

Tissues, eye, CNS (larvae)

Trichinella spiralis* Ingestion of larvae in pork, meat of wild mammals

Small intestine (adults), muscles (larvae)

*These species are the commonest in this group.
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Survival of helminths in their hosts

Many helminth infections are long lived, the worms surviving
in their hosts for many years, despite living in parts of the
body where there are effective immune defences. How this is
achieved has been worked out in several species. Some, such
as the schistosomes, disguise themselves from the immune
system by acquiring host molecules on their outer surface,
so they are less easily recognized as foreign invaders. Others
actively suppress the host’s immune responses by releasing
factors that interfere with, or divert, protective responses. For
example, the human host shows a degree of immune tolerance
to hookworm infection. The ability of worms to do this is
being actively investigated as a potential therapeutic approach
to the control of immunologically mediated conditions such
as coeliac disease and inflammatory bowel disease. It may
one day be possible to protect patients at risk from these
conditions by giving them a parasite infection!

+ Helminths are multicellular worms that parasitize many
organs of the body, most commonly the
gastrointestinal tract.

- Transmission may be direct, through swallowing
infective stages or by larvae penetrating the skin, or
indirect via intermediate hosts or insect vectors.

«  The most serious helminth infection is schistosomiasis,
caused by infection with blood flukes. The pathology is
primarily due to hypersensitivity reactions to eggs as
they pass through tissues.

r CONFLICTS
ol

Helminths are typically large parasites, often covered

by a protective outer layer, so they are difficult for the
immune system to deal with - too big for phagocytosis
or cytotoxic T cells and unaffected by direct antibody
activity. They are often active and mobile and can move
away from host defences, damaging host tissues as they
do so. Many disguise their outer surfaces or produce
immunosuppressive factors. Because they are long lived
and able to survive despite immune responses, they can
produce chronic disease, either as a consequence of their
activity or because of misdirected and pathological host
immune responses. Reliance on direct infection through
faecal-oral contact, or transmission by vectors, makes it
difficult to avoid infection when climate and low
standards of hygiene combine to tilt the balance in favour
of the parasite. Treatment with anthelminthics works
against many intestinal worms, but re-infection is almost
routine in areas of poor sanitation, necessitating regular
re-treatment programmes. Those living in the tissues are
much more difficult to deal with; for example, hydatid
cysts may require major surgery as well as antiparasitic
drugs and there are still no effective drugs for the
treatment of Guinea worm.
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The arthropods

Introduction

The phylum Arthropoda is the largest in the animal kingdom. It is remarkably diverse and arguably
the most successful single group of animals. Arthropods are characterized by having an exoskeleton
composed of a rigid cuticle which contains chitin, a segmented body, and jointed appendages.
Examples with which most people will be familiar are crustaceans, centipedes, insects, ticks and mites.

The latter three are the most relevant to human disease.

Members of the class Insecta have segmented bodies with a head, thorax and abdomen and three
pairs of legs. They usually have wings, but some insects are wingless.
Ticks are members of the class Arachnida, which includes spiders. Adult ticks have four pairs of legs;

larvae have three pairs.

Mites are also in the class Arachnida. Adults have one to four pairs of legs, usually four; larvae have

a maximum of three pairs.

Many of these arthropods have adapted to live on humans or use humans as sources of food
(blood and tissue fluid). Linked with these feeding habits is the ability of many arthropods to transmit
a very wide variety of microbial pathogens. Others, acting as intermediate hosts, may transmit
helminth parasites when eaten, and yet other species can inflict dangerous bites and stings.

Many arthropods feed on human blood
and tissue fluids

Blood feeders include mosquitoes, midges, biting flies, bugs,
fleas and ticks. Some mites also feed in this way - chiggers,
the larvae of trombiculid mites, being a familiar example.
Contact may be temporary or permanent. Mosquitoes are
temporary ectoparasites, feeding for only a few minutes; ticks
feed for much longer. The louse Pediculus humanus and the crab
louse Phthirus pubis spend almost all of their lives on humans,
feeding on blood and reproducing on the body or in clothing.
The scabies mite Sarcoptes scabiei (Fig. 7.1) lives permanently
on humans, burrowing into the superficial layers of skin to
feed and lay eggs. Heavy infections can build up, particularly
on individuals with reduced immune responsiveness, causing
a severe inflammatory condition (see Ch. 27). In tropical and

Figure 7.1 Sarcoptes scabiei, the scabies mite. (Courtesy of Peter Chiodini.)

subtropical regions the larvae (or maggots) of certain flies
enter the skin and develop into boil-like lesions under the
skin, a condition known as myiasis. One remarkable way in
which this occurs is exemplified by Dermatobia hominis, the
human botfly from Central and South America, the adult
female of which attaches her eggs to mosquitoes. When the
mosquito bites, larvae leave the mosquito and enter human
skin at the sites of the mosquito bites.

Arthropod infestation carries the additional hazard
of disease transmission

Arthropods transmit pathogens of all major groups, from
viruses to worms and some (e.g. mosquitoes and ticks) transmit
a wide variety of organisms (Table 7.1). The ability to transmit
infections acquired from animals to humans poses a constant
threat of acquiring zoonoses. Some vector-borne infections,
such as yellow fever, have been known for centuries, whereas
others, such as the viral encephalitides and Lyme disease, have
been recognized more recently (1920s and 1975, respectively).
Mosquito-transmitted West Nile virus has become a significant
threat in North America, with sporadic cases and outbreaks
reported from Europe (see Ch. 28).

+ Arthropods of importance in human disease are those
that feed on blood or body tissues (insects, ticks, mites)
and those that transmit other infections, particularly
viruses, bacteria and protozoa.

- Insecticide resistance is a major threat to the success of
malaria control and eradication programmes.
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Table 7.1 Summary of infectious diseases transmitted by arthropods

Infectious diseases transmitted by arthropods

Encephalitides
Hemorrhagic fevers

Disease Arthropod vector
Viruses
Arboviruses Zika virus Mosquitoes
Dengue fever Mosquitoes
Yellow fever Mosquitoes

Mosquitoes, ticks
Ticks, mosquitoes

Bacteria
Yersinia pestis Plague Fleas
Borrelia recurrentis Relapsing fever Soft ticks
Borrelia burgdorferi Lyme disease Hard ticks
Rickettsias:
Orientia tsutsugamushi Scrub typhus Larval mites
R. prowazekii Epidemic typhus Lice, (ticks)
R. mooseri Endemic (murine) typhus Fleas
R. rickettsii Spotted fever Ticks
R. akari Rickettsial pox Mites
Protozoa

Trypanosoma cruzi

American trypanosomiasis (Chagas disease)

Reduviid bugs

T. b. rhodesiense . o ) ) )

T b, gambiense ] African trypanosomiasis (sleeping sickness) Tsetse flies
Plasmodium spp. Malaria Mosquitoes
Leishmania spp. Leishmaniasis Sandflies
Worms

Wuchereria and Brugia Lymphatic filariasis Mosquitoes
Onchocerca Onchocerciasis Simulium flies
Loa loa Loiasis (eye worm) Chrysops flies

r CONFLICTS
ok

Prevention of human infection with insect-transmitted + by recognizing the presence of the insecticide and
organisms depends very heavily on bite avoidance, as only moving away from it where possible.
yellow fever is readily prevented by vaccination. Insect bite
avoidance relies on barrier methods (e.g. mosquito nets),
insect repellents and insecticides.

The insects have fought back and are capable of
becoming resistant to insecticides in a variety of ways:

Since the year 2000, substantial gains have been made in
combating malaria using long-lasting insecticidal nets and
indoor residual spraying. However, these advances are
threatened by the emergence of resistance among
Anopheles mosquitoes. World Health Organization
« by changing their metabolism so that their enzyme information for the years 2010 to 2015 shows 60 countries

systems detoxify, destroy or excrete the insecticide more having reported anopheline resistance to at least one

rapidly insecticide class, and 49 of them with resistance to two or
more classes. Given the presence of multidrug resistance in
the malaria parasite Plasmodium falciparum, we can be sure
that the conflict with this insect-transmitted infection will be
long and arduous; and there are many other battles
between humans and insects where insecticide resistance
threatens the outcome.

« by modifying the site at which the insecticide acts, to
prevent its binding or interacting there

» by developing barriers to penetration in their outer
cuticle, thus slowing absorption of the insecticide into
their tissues
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Prions

Introduction

Prions are infectious proteins that acquire alternative conformations and are associated with a number
of human, animal and fungal diseases. In humans they can cause degenerative changes in the brain:
the transmissible spongiform encephalopathies. Kuru is the classic example of such a condition,
epidemiological studies confirming human—-human transmission due to cannibalistic rituals among
the Fore people of Papua New Guinea. Prions lack a nucleic acid genome and are highly resistant to all
conventional forms of disinfection processes. They are small proteinaceous particles that are modified
forms of a normal cellular protein, and cause disease by converting normal protein into further
abnormal forms. Prion-related conditions can arise endogenously by mutation (and be inherited), or
be acquired exogenously during medical procedures or by ingestion of contaminated material. The
prion diseases are part of a spectrum of neurodegenerative disorders in which soluble proteins are
modified and accumulate as insoluble beta-sheet rich amyloid fibrils. The other neurogenerative
disorders that include different types of dementia are not infectious but are sporadic or inherited,
sharing a common pathogenesis. Endogenous sporadic Creutzfeldt-Jakob disease (CJD) has been
known for some time, as have Gerstmann-Straussler-Scheinker disease, fatal familial insomnia and
kuru. However, in the 1990s another form of this disease (variant CJD, vCJD) was associated with
eating beef from cattle infected with the prion that causes bovine spongiform encephalopathy (BSE).

‘ROGUE PROTEIN’ PATHOGENESIS

Prions are unique infectious agents

There are a number of human and animal diseases - the
spongiform encephalopathies - whose pathology is
characterized by the development of large vacuoles in
the central nervous system (CNS). These include kuru
and Creutzfeldt-Jakob diseases (CJD) in humans, bovine
spongiform encephalopathy (BSE) in cattle and scrapie in
sheep. Sporadic CJD is the most common prion disease in
humans worldwide and the incidence is approximately 1.5 per
million people. For a long time, these diseases were thought
to be caused by so-called unconventional slow viruses, but
it is now known that the agents concerned are prions: small,
proteinaceous infectious particles. Their characteristics include:

e small size (<100 nm, therefore filterable)

* lack of a nucleic acid genome

* extreme resistance to heat, disinfectants and irradiation (but
susceptible to high concentrations of phenol, periodate,
sodium hydroxide and sodium hypochlorite)

* slow replication - typically diseases have a long incubation
period and usually appear late in life; incubation periods of
up to 35 years have been recorded in humans, but variant
CJD can produce symptoms much more rapidly

¢ cannot be cultured in vitro

e do not elicit immune or inflammatory responses.

Prions are host-derived molecules

Studies on scrapie, a fatal transmissible spongiform
encephalopathy of sheep and goats, gave some insight into

the nature of prions and their role in disease. In the 1960s, it
had been proposed that proteins could be infectious pathogens
and were thought to be involved in scrapie. It was not until
20 years later that Stanley Prusiner demonstrated that the
infectious particles purified from hamster brains, having been
infected with scrapie, were proteinaceous infectious particles
that were called prions. The infectious agent is a host-derived
30-35 kDa glycoprotein (termed PrP™, prion protein scrapie)
that is associated with the characteristic intracellular fibrils seen
in diseased tissue. PrP* is derived from a naturally occurring
cellular prion protein (PrP), a membrane glycoprotein
expressed predominantly on the surface of nerve cells in
the CNS, but is also found in non-neurological tissues and
organs. PrP° is encoded by the prion protein gene PRNP found
on chromosome 20 and may have a role in oxidative stress
reduction, signal transduction apoptosis and forming and
maintaining synapses. This means that it is involved in key
physiological processes in the nervous and immune systems.

Mice with the PrP¢ gene disrupted are resistant to scrapie,
and they show no gross abnormalities. The two proteins
have a similar sequence, but differ in structure and protease
resistance; PrP* is globular and enzyme resistant; PrP¢ is linear
and enzyme susceptible. The association of PrP* with PrP¢
results in conversion of the latter into the abnormal form, the
change being largely conformational, from alpha helices to
beta-pleated sheets. This conformational change explains why
PrP* forms compact protein aggregates that accumulate in the
brain. Affected cells produce more PrP“ and the process is then
repeated, the accumulating PrP* aggregating into amyloid
fibrils and plaques (Fig. 8.1). PrP* continues to accumulate
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Figure 8.1 How prions may damage cells. (1) Normal cells express PrP
at the cell membrane as linear proteins. (2) PrP* exists as a free globular
glycoprotein, which can interact with PrP. (3) PrP is released from the
cell membrane and is converted into PrP*. (4) Cells produce more PrP*
and the cycle is repeated. (5) PrP* accumulates as plagues, and is
internalized by cells.

replacing the normal PrPS, resulting in neurodegeneration.
Replication can lead to very high titres of infectious particles
and up to 10%-10° / g of brain tissue have been recorded.

Evidence that the interaction of PrP* with PrP“ causes
these events is based on extensive experiments in sheep and
mice, the main conclusions being:

* Scrapie infectivity in material co-purifies with PrP*.

o Purified PrP* confers greater scrapie activity.

* Mice lacking the PrP¢ gene do not develop disease when
injected with prions.

e Introduction of a PrP transgene from a prion donor species
(e.g. hamster) into a recipient species (e.g. mouse) facilitates
cross-species transmission, suggesting that homology
between the PrP genes of donor and recipient is the main
molecular determinant of such transmission.

e In vitro, PrP* can convert PrP¢ into PrP*, with the transfer
of biochemical characteristics.

The development of scrapie in sheep shows strong genetic

influences, some breeds being much more resistant than

others, and similar genetic effects have been shown in mice.

In humans, homozygosity for methionine at codon 129 of the

prion protein gene is a major determinant of susceptibility to

sporadic, iatrogenic and variant CJD. There is also variation in
prions, different strains being described. These combinations
of host and prion variation result in a spectrum of disease
onset and severity. Animal prion diseases (Box 8.1) include

Figure 8.2 A cow with bovine spongiform encephalopathy jumping
over a minor step. (Crown copyright 2003. Courtesy of Dr Timm Konold.
Reproduced with permission of the Animal and Plant Health Agency.)

Box 8.1  Animal and human prion diseases

ANIMAL (SPORADIC OR ACQUIRED)  HUMAN

Scrapie Kuru (sporadic and acquired)
Chronic wasting disease CJD (sporadic, inherited or

Bovine spongiform acquired)
encephalopathy GSS syndrome (inherited or
Transmissible mink sporadic)

Fatal familial insomnia
(inherited or sporadic)
VPSPr (sporadic or familial)

encephalopathy
Feline spongiform

encephalopathy
Exotic ungulate

encephalopathy

CJD=Creutzfeldt-Jakob disease; GSS=Gerstmann-Straussler-Scheinker
syndrome; VPSPr=variably protease-sensitive prionopathy.

scrapie, chronic wasting disease (CWD) and bovine spongiform
encephalopathy (BSE) (Fig. 8.2), all of which are sporadic
or acquired. CWD affects some North American deer (Fig.
8.3) and Rocky Mountain elk and moose populations.
These animals are all hunted and eaten, so the concern is
that although CWD has not been transmitted to humans,
there is the possibility that this could happen after eating
infected meat.

DEVELOPMENT, TRANSMISSION AND
DIAGNOSIS OF PRION DISEASES

PrP is a modified host protein and the gene is located on
chromosome 20. The normal form of the prion protein is
referred to as PrPC. PrP* is an abnormal isoform of PrP
and accumulates in brain tissue. It differs from PrP¢ only
by having an increased beta-sheet content, which makes it
more stable and is responsible for the ability of PrP* to form
aggregates, which then form amyloid fibrils. In addition, it




is quite resistant to proteolysis. The normally folded protein
PrPC is converted to an abnormal conformation by direct
contact with the misfolded form PrP*. If the load of the
latter increases it can lead to a rapid neurodegenerative
phenotype. PrP* can be built into different structures and
so these PrP* species can result in a variety of human prion
diseases (Box 8.1) that include sporadic and acquired kuru,
sporadic, inherited or acquired CJD and sporadic or inherited
Gerstmann-Straussler-Scheinker (GSS) syndrome. There is
some evidence that people have a genetic predisposition for
sporadic CJD. There is a naturally occurring polymorphism at
codon 129 of the PrP° gene on chromosome 20 and this codes
for the amino acid methionine or valine. Compared with the
unaffected population, people with sporadic CJD are many
times more likely to be methionine homozygous at this locus.

With the exception of those cases where prions arise by
mutation, transmission and spread of prion disease require
exposure to the infective agent. Ways in which this could occur
include eating contaminated food material, use of contaminated
medical products (blood, hormone extracts, transplants), the
introduction of prions from contaminated instruments during

Figure 8.3 A deer with chronic wasting disease. (Courtesy of Professor
Jason Bartz, Department of Medical Microbiology and Immunology,
Creighton University School of Medicine, Omaha, Nebraska, USA.)
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surgical procedures, as prions bind strongly to metal surfaces,
and possibly mother-fetus transmission during pregnancy
(although none of the hundreds of infants born to mothers
with kuru developed the disease). The disease kuru was
transmitted by eating the brains of dead humans in funeral
rites, and vCJD is associated with eating contaminated beef
products. In these cases, prions survive digestion and are
taken up across the intestinal mucosa. They are then carried
in lymphoid cells, eventually being transferred into neural
tissues and entering the CNS.

Prions can cross species boundaries

Although prions from one species are more effective in
transmitting disease to the same species, transmission can
occur between different species (Fig. 8.4). An example of
this is the transfer of prions from cattle infected with BSE
to humans through consumption of infected meat, which
was associated with outbreaks of vCJD. BSE itself arose as
a result of transfer to cattle of prions from sheep infected
with scrapie, and in 1996 it became clear that human vCJD
and BSE were caused by the same prion strain. Unlike CJD
itself, vCJD caused disease in younger individuals (14 years
and upwards) with a much shorter incubation period. The
number of human infections likely to arise from the UK
epidemic of BSE in cattle (thought to have affected more
than 2 million animals) is still controversial, though some
believe the potential to be quite small. CJD surveillance was
started in the United Kingdom in 1990 in order to identify the
number of human infections arising from the UK epidemic of
BSE in cattle that was thought to have affected more than 3
million animals. This estimate was based on the likely number
of asymptomatic animals and the clinical diagnosis of BSE
made in over 180000 cattle. vCJD was first reported in the
UK in 1996 by the National CJD Surveillance Unit. Those
affected had a clinical and pathological phenotype distinct
from sporadic CJD and were homozygous for methionine at
codon 129. Again, this demonstrated a genetic predisposition
for vCJD. vCJD is the only prion disease affecting humans that
can be acquired from another species and is caused by BSE.
This has also been shown by animal transmission studies in
which the infectious agent associated with vCJD was shown
to have the same biological properties as that causing BSE.

scrapie
sheep, goats no
] [ \X/
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le d mink cattle domestic antelopes humans
muUeSAeer encephalopathy encephalopathy cats UK new variant CJD
USA mink farms in UK UK Z00S
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kuru; spread
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Figure 8.4 The spread of scrapie agents between species. Nearly all have been transmitted to laboratory rodents and primates. (* Infections
transferred by scrapie-infected sheep materials present in foodstuff. Most of these infectious agents have mutations at amino acid residue 129 of the
prion protein, which are thought to cause conversion of the protein into the pathogenic form.)
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Epidemiological studies suggest that the most likely route of
transmission is the oral route, the affected individual having
eaten beef contaminated with the BSE agent. PrP* has been
found in the lymphoreticular system including the tonsils and
spleen as well as neurological tissues, and the prion may be
carried in the blood by lymphocytes.

Overall, by July 2010, 220 people had developed vC]D in
11 countries around the world, 171 of whom were diagnosed
in the UK. By 2016, 178 people in the UK in total had died of
vCJD. That number was much lower than had been predicted
by mathematical modellers in the 1990s. As the incubation
period can be very long, it is unclear how many people could
be at risk and asymptomatic. Issues surrounding diagnostic
tests include assay sensitivity and specificity, resulting in
difficulty in comparing studies. A large study was carried
out in the UK investigating more than 32000 anonymized
tonsil tissues for disease-related prion protein referred to as
PrPY® from people who underwent an elective tonsillectomy.
Of these, 12753 were from the 1961-1985 birth cohort that
included the time most vCJD cases had arisen and 19908 were
from the 1986-1995 cohort that would potentially have been
exposed to BSE-contaminated meat products. PrPY® was not
detected in any samples.

Prion diseases are difficult to diagnose

Because prions cannot be cultured, and as there is no
immune response, prion disease in its early stages cannot
be diagnosed easily. Clinical appearances usually indicate
the probable occurrence of prion disease and this can be
confirmed histologically post mortem. Tonsillar tissue is a
good source of PrP* in clinical cases and these prions can
be identified by immunoblotting or immunohistochemistry.
Tonsillar and other tissue homogenates can also be tested
for the presence of the abnormal prion protein by enzyme
immunoassays. These have been used in a number of studies
and the development of diagnostic tests is important not
only to make a diagnosis but also from a public health
standpoint to prevent infection, as transmission by blood
and blood products has been reported. Clinical diagnostic
criteria include brain imaging and specific biomarkers in
the cerebrospinal fluid. Assays such as protein misfolding
cyclic amplification (PMCA) based on PrP* polymerization
were developed, but there were false positive and negative
results. The amyloid seeding assay (ASA), a marker of amyloid
formation, was more sensitive but strain dependent. However,
the test demonstrating most promise in making the preclinical
diagnosis of prion diseases was the brilliantly named real-time
quaking-induced conversion (RT-QuIC) assay. The sample was
added to recombinant PrP, an amyloid-sensitive fluorescent
dye and a chaotropic agent and the incubated plate vigorously
shaken (quaked) and fluorescence measured as fibrils formed.
Femtogram amounts of PrP* could be detected.

Lessons from kuru

Kuru is a condition that was identified with cannibalistic
behaviour in Papua New Guinea. There were more than 2700
infections between 1957 and 2004, the incubation period of

the disease being estimated at more than 50 years. The fatality
rate fell from over 200 per year in the late 1950s to 6 per year
in the early 1990s. This reduction followed the prohibition of
cannibalistic behaviour in the 1950s. A study investigating
suspected kuru cases between 1996 and 2004 identified 11
infected individuals. The minimum estimated incubation
periods in this group ranged from 34 to 41 years, the range
in males being from 39 to at least 56 years. Analysis of the
prion protein gene (PRNP) showed that most patients with
kuru were heterozygous at codon 129.

PREVENTION AND TREATMENT
OF PRION DISEASES

Prion diseases are incurable

Although, as of 2017, there is neither an effective treatment
nor vaccine, chemotherapeutic strategies involve stopping
the conversion of the normal form of prion protein to the
abnormal form PrP*. However, little success has been reported
using a number of different agents including antimalarials
and antibiotics that had been shown to reduce the growth
of abnormal prion protein deposits in vitro.

Humanized versions of antibodies that bind to PrP that
had activity on prion-infected nerve cells growing in vitro
have been prepared for a clinical trial. The hypothesis was
that the normal form of PrP required for prions to grow
could be removed. Extended survival time was reported when
prion-infected mice were treated.

Understanding the nature of the interactions between
PrP* and PrP“ may eventually offer some hope of regulating
the development of disease by reducing or destabilizing
the formation of PrP%. Immunomodulation and mucosal
immunization may be potential therapeutic and preventative
approaches, especially as the alimentary tract is likely to be
the main route of transmission.

+ Prions are unusual infectious agents, causing diseases
characterized by changes in the brain (spongiform
encephalopathies) and motor disturbances.

« Prions are host-derived glycoproteins and lack a
nucleic acid genome. They are extremely resistant to
disinfection procedures.

« Transmission of prions is usually by ingestion of
contaminated tissues, but can occur via medical
procedures.

- Diseases in humans caused by prions include kuru,
Creutzfeldt-Jakob disease (CJD), variant CJD (vCJD)
and bovine spongiform encephalopathy (BSE).

« The prion diseases are difficult to diagnose, but assays
are being developed that may help make a preclinical
diagnosis.
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Of all the pathogens covered in this book, prions win the
human-pathogen conflict. However, one could argue that
they may win the battle but lose the war, as they kill the
host and cannot be transmitted further. They are resistant
to almost all disinfectant procedures and elicit minimal
immune responses. They are never exposed to the outside
world and cannot therefore be intercepted. They have no
nucleic acids and no metabolic systems, so cannot be
targeted by antimicrobial drugs. Prions can arise by
mutation and hijack normal protein-folding control,
producing abnormal molecules that are resistant to
enzymes. Prions can cross from one species to another,
and have crossed from animals to humans. Infection is
therefore possible from meat-based food products. The
presence of prions in meat is hard to detect; once
ingested, prions can travel from the intestine to lymphoid
and then to nervous tissues, ultimately causing profound
and usually fatal changes in the CNS. Genetic
characteristics of potential hosts seem to play an
important role in determining the course of disease after
exposure. Examples of prion-induced diseases are
Creutzfeldt-Jakob disease, variant CJD (linked to ‘mad cow
disease’) and kuru. These diseases can be diagnosed but
there is currently no effective treatment.

SECTION ONE - The adversaries — pathogens
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The host—parasite relationship

Introduction

Historically, the study of the host-pathogen (parasite) interrelationship has relied on information
gained from the study of specific organisms examined under laboratory conditions. However,
advances in molecular biology and DNA sequencing have revealed the existence of microorganisms in
the host which cannot be cultured or directly observed. This has led to a quest to understand more
completely the full range of microorganisms present in the host, collectively referred to as the
microbiota and its genetic content - the microbiome. Analysis of the microbiome is an aspect of what
is generally referred to as metagenomics: the study of genomic content and diversity in a given
environment. In 2007 a concerted large-scale effort in this regard began as The Human Microbiome
Project, a 5-year initiative of the United States National Institutes of Health (NIH). As a result, the terms
microbiota and microbiome are largely replacing the phrase ‘normal flora’ although the latter will still
be used on occasion in this book. Preceding book chapters have focused primarily on organisms that
are disease agents. Small numbers may be found in healthy individuals, but their presence in large
numbers is usually associated with pathological changes. The first section of this chapter considers
members of the microbiota found in the normal healthy individual, in some cases necessary for
normal functioning of the human body but able to cause disease under certain circumstances (e.g. in
the newborn or in stressed, traumatized or immunocompromised individuals). Their relationship with
the host makes an interesting comparison with that of species that are considered as true parasites or
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pathogens discussed later in this chapter in the broader context of symbiotic relationships and the

evolution of host-parasite relationships.

THE MICROBIOTA AND MICROBIOME

Identifying and understanding the microbiota
and microbiome

It has been estimated that humans have approximately 10"
cells in the body and something like 10" bacteria (and 100x
more genes) associated with them, the majority in the large
bowel. Studies of the microbiota and microbiome rely on
advances in high-throughput DNA sequencing and extensive
DNA sequence databases. Thus, microbial DNA samples can
be analysed for (1) the presence of known or new species by
comparison with species-specific sequences in a 16S ribosomal
gene (see Fig. 2.19) database and (2) potential gene function by
comparison of all gene sequences with a database of known
genes. Although bacteria are the major contributors to the
microbiome, viruses, fungi and protozoa are also regularly
found in healthy individuals, but are far less frequent.
The microbiome content is a consequence of different body
areas (e.g. the skin, nose and mouth and intestinal and
urogenital tracts) exposed to, or communicating with, the
external environment.

The microbiome is acquired rapidly during and shortly
after birth and changes continuously throughout life

The organisms present at any given time are influenced by
the age, nutrition and environment of the individual. For

example, the bowel microbiome of children in developing
countries is quite different from that of children in developed
countries. In addition, breast-fed infants have lactic acid
streptococci and lactobacilli in their gastrointestinal tracts,
whereas bottle-fed children show a much greater variety of
organisms. Thus, the human body can be thought of as a
complex of microenvironments with characteristic differences
in microbial composition. In this context, organisms present at
a given body site of least 95% of individuals are considered to
represent a core microbiome whereas more minor fluctuating
organisms represent the variable microbiome.

The skin is an example of a complex microbiome due
to multiple microenvironments

Exposed dry areas are not a good environment for bacteria
and consequently have relatively few resident organisms on
the surface, whereas moister areas (axillae, perineum, between
the toes, scalp) support much larger populations. Staphylococcus
epidermidis is one of the commonest species, making up some
90% of the aerobes and occurring in densities of 10°>~10* / cm?
Staph. aureus may be present in the moister regions.

Anaerobic diphtheroids occur below the skin surface in
hair follicles, sweat and sebaceous glands, Propionibacterium
acnes being a familiar example. Changes in the skin occurring
during puberty often lead to increased numbers of this species,
which can be associated with acne.
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Figure 9.1 Examples of organisms that occur as members of the skin microbiota and their location. (Reproduced with permission from Belkaid Y,
Segre JA: Dialogue between skin microbiota and immunity. Science 346(6212), 954-959 (Nov 2014), doi: 10.1126/science.1260144.)

A number of fungi, including Candida, occur on the scalp
and around the nails. They are infrequent on dry skin, but can
cause infection in moist skinfolds (intertrigo). An overview of
the diversity found in the skin microbiome is shown in Fig. 9.1.

Both the nose and mouth can be heavily
colonized by bacteria

The majority of bacteria here are anaerobes. Common species
colonizing these areas include streptococci, staphylococci,
diphtheroids and Gram-negative cocci. Some of the aerobic
bacteria found in healthy individuals are potentially pathogenic
(e.g. Staph. aureus, Streptococcus pneumoniae, Strep. pyogenes,
Neisseria meningitidis); Candida is also a potential pathogen.

The mucous membranes of the mouth can have the same
microbial density as the large intestine, numbers approaching
10" / g wet weight of tissue.

Dental caries is one of the most common infectious
diseases in developed countries

The surfaces of the teeth and the gingival crevices carry large
numbers of anaerobic bacteria. Plaque is a film of bacterial
cells anchored in a polysaccharide matrix, which the organisms
secrete. When teeth are not cleaned regularly, plaque can
accumulate rapidly and the activities of certain bacteria,
notably Streptococcus mutans, can lead to dental decay (caries),
as acid fermented from carbohydrates can attack dental enamel.
The prevalence of dental decay is linked to diet.

The pharynx and trachea carry their own microbiota

Microorganisms in the pharynx and trachea may include
both o- and B-haemolytic streptococci as well as a number
of anaerobes, staphylococci (including Staph. aureus), Neisseria
and diphtheroids. The respiratory tract is normally quite sterile,
despite the regular intake of organisms by breathing. However,
substantial numbers of clinically normal people may carry the
fungus Pneumocystis jirovecii (previously known as P. carinii)
in their lungs.

In the gut the density of microorganisms increases
from the stomach to the large intestine

The stomach normally harbours only transient organisms,
its acidic pH providing an effective barrier. However, the
gastric mucosa may be colonized by acid-tolerant lactobacilli
and streptococci. Helicobacter pylori, which can cause gastric
ulcers (see Ch. 23), is carried without symptoms by large
numbers of people, the bacterium being in mucus and
neutralizing the local acidic environment. The upper intestine
is only lightly colonized (10* organisms / g), but populations
increase markedly in the ileum, where streptococci, lactobacilli,
Enterobacteriaceae and Bacteroides may all be present. Bacterial
numbers are very high (estimated at 10"/ g) in the large
bowel, and many species can be found (Fig. 9.2). The vast
majority (95-99%) is anaerobes, Bacteroides being especially
common and a major component of faecal material; E. coli is
also carried by most individuals. Bacteroides and E. coli are
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Figure 9.2 Examples of organisms that occur as members of
the microbiota of the human gastrointestinal tract and their
location. (Redrawn after J.AWisnewsky, J. Doré and K. Clement.

small intestine:
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stomach:
acid production,
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among the species capable of causing severe disease when
transferred into other sites in the body. Harmless protozoans
can also occur in the intestine (e.g. Entamoeba coli) and these
can be considered as part of the variable microbiota, despite
being animals.

The urethra is lightly colonized in both sexes,
but the vagina supports an extensive presence
of bacteria and fungi

The urethra in both sexes is relatively lightly colonized,
although Staph. epidermidis, Strep. faecalis and diphtheroids
may be present. In the vagina, the composition of bacterial
and fungal microbiota undergoes age-related changes:

* Before puberty, the predominant organisms are
staphylococci, streptococci, diphtheroids and E. coli.

* Subsequently, lactobacilli predominate, fermenting glycogen
for the maintenance of an acid pH, which prevents
overgrowth by other vaginal organisms.

A number of fungi occur, including Candida, which can

overgrow to cause the pathogenic condition ‘thrush’ if the

vaginal pH rises and competing bacteria diminish. The
protozoan Trichomonas vaginalis may also be present in healthy
individuals.

Advantages and disadvantages of the microbiota

Studies of the microbiome have confirmed the benefit
of various species to the host

The contribution of such species to host health is directly
shown in instances of dysbiosis, the disruption or disturbance
of the microbiota. Broad-spectrum antibiotic therapy can
drastically reduce the presence of beneficial microbiota,
and the host may then be over-run by introduced pathogens
or by overgrowth of organisms normally present in small
numbers. After treatment with clindamycin, overgrowth

by Clostridium difficile, which survives treatment, can give
rise to antibiotic-associated diarrhoea or, more seriously,
pseudomembranous colitis.

Ways in which the microbiota inhibits potential pathogens
include the following;:

* Skin bacteria produce fatty acids, which discourage other
species from invading.

* Gut bacteria release a number of factors with antibacterial
activity (bacteriocins, colicins) as well as metabolic waste
products that help prevent the establishment of other
species.

* Vaginal lactobacilli maintain an acid environment, which
suppresses growth of other organisms.

* The sheer number of bacteria present in the microbiota
of the intestine means that almost all of the available
ecological niches become occupied; these species therefore
out-compete others for living space.

Gut bacteria also release organic acids, which may have some
metabolic value to the host; they also produce B vitamins and
vitamin K in amounts that are large enough to be valuable if
the diet is deficient. The antigenic stimulation provided by
the intestinal flora helps to ensure the normal development
of the immune system.

Studies of germ-free animals underscore the
importance of the microbiota

Germ-free animals tend to live longer, presumably because
of the complete absence of pathogens, and develop no caries
(see Ch. 19). However, humans acquire microbiota during
and immediately after birth, with the accompaniment of
intense immunological activity. Thus, the immune system
of germ-free animals is less well developed and they are
vulnerable to introduced microbial pathogens, underscoring
the important interaction between the microbiota and immune
response (see Ch. 13).



Problems arise if members of the microbiota spread
into previously sterile parts of the body

Examples of this include:

* when the intestine is perforated or the skin is broken
* during extraction of teeth (when Streptococcus viridans may
enter the bloodstream)
* when organisms from the perianal skin ascend the urethra
and cause urinary tract infection.
Members of the microbiota may cause hospital-acquired
infection when patients are exposed to treatments that
are invasive or that reduce the host’s capacity for immune
response. Patients suffering burns are also at risk.
As noted earlier, overgrowth by potential pathogens can
occur when the composition of the microflora changes (e.g.
after antibiotics) or when:

¢ the local environment changes (e.g. increases in stomach
or vaginal pH)

* the immune system becomes ineffective (e.g. AIDS, clinical
immunosuppression).

Under these conditions, the potential pathogens take advantage

of the opportunity to increase their population size or invade

tissues, so becoming harmful to the host. An account of

diseases associated with such opportunistic infections is

given in Chapter 31.

SYMBIOTIC ASSOCIATIONS

All living animals are used as habitats by other organisms;
none is exempt from such invasion - bacteria are invaded
by viruses (bacteriophages) and protozoans have their own
microbiota - for example, amoebas are natural hosts for
Legionella pneumophila infection. As evolution has produced
larger, more complex and better-regulated bodies, it has
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increased the number and variety of habitats for other
organisms to colonize. The most complex bodies, those of
birds and mammals (including humans), provide the most
diverse environments and are the most heavily colonized.
Relationships between two species - interspecies associations
or symbiosis - are therefore a constant feature of all life.

As the microbiota demonstrates, disease is not the inevitable
consequence of interspecies associations between humans and
microbes. Many factors influence the outcome of a particular
association, and organisms may be pathogenic in one situation
but harmless in another. To understand the microbiological
basis of infectious disease, host-microbe associations that can
be pathogenic need to be placed firmly in the context of other
symbiotic relationships, such as commensalism or mutualism,
where the outcome for the host does not normally involve
any damage or disadvantage.

Commensalism, mutualism and parasitism are
categories of symbiotic association

All associations in which one species lives in or on the
body of another can be grouped under the general term
‘symbiosis’ (literally ‘living together’). Symbiosis has no
overtones of benefit or harm and includes a wide diversity
of relationships. Attempts have been made to categorize types
of association very specifically, but these have failed because
all associations form part of a continuum (Fig. 9.3). Three
broad categories of symbiosis - commensalism, mutualism
and parasitism - can be identified on the basis of the relative
benefit obtained by each partner. None of these categories of
association is restricted to any particular taxonomic group.
Indeed, some organisms can be commensal, mutualist or
parasitic depending upon the circumstances in which they live
(Fig. 9.4).

none
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Figure 9.3 The relationships among symbiotic associations. Most species are independent of other species or rely on them only temporarily for food
(e.g. predators and their prey). Some species form closer associations termed ‘symbioses’ and there are three major categories — commensalism,
mutualism and parasitism — though each merges with the other and no definition separates one absolutely from the others.
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commensalism - large intestine of humans

Bacteroides spp.

Host provides environment. Bacteria
ferment digested food. Present in large
numbers (10"°/g) but usually harmless.
May be harmful if tissues damaged
(surgery), gut flora changes (antibiotics),
or immunity reduced.

mutualism -rumen of cattle

Bacteroides spp.

Host provides environment. Bacteria
metabolize host food to fatty acids and
gases. Host uses fatty acids as energy
source.

parasitism - large intestine of humans

Entamoeba histolytica

Host provides environment.
Protozoa feed on mucosa causing
ulcers and dysentery.

Figure 9.4 Examples of commensalism, mutualism and parasitism.
These examples show how difficult it is to categorize any organism as
entirely harmless, entirely beneficial or entirely harmful.

Commensalism

In commensalism, one species of organism lives
harmlessly in or on the body of a larger species

At its simplest, a commensal association is one in which one
species of organism uses the body of a larger species as its
physical environment and may make use of that environment
to acquire nutrients.

Like all animals, humans support an extensive commensal
microbiota on the skin, in the mouth and in the alimentary
tract. The majority of these microbes are bacteria, and their
relationship with the host may be highly specialized, with
specific attachment mechanisms and precise environmental
requirements. Normally, such microbes are harmless, but
they can become harmful if their environmental conditions
change in some way (e.g. Bacteroides, E. coli, Staph. aureus).
Conversely, the ability of the intestinal microbiota to prevent
colonization by more pathogenic species could also be considered
mutualistic. Thus, the normal definition of commensalism is
not very exact, as the association can merge into mutualism or
parasitism.

Mutualism

Mutualistic relationships provide reciprocal benefits
for the two organisms involved

Frequently, the relationship is obligatory for at least one
member, and may be for both. Good examples are the bacteria
and protozoa living in the stomachs of domestic ruminants,
which play an essential role in the digestion and utilization
of cellulose, receiving in return both the environment and the
nutrition essential for their survival. The dividing line between
commensalism and mutualism can be hard to draw. In humans,
good health and resistance to colonization by pathogens can
depend upon the integrity of the normal commensal enteric
bacteria, many of which are highly specialized for life in
the human intestine, but there is certainly no strict mutual
dependence in this relationship.

Parasitism

In parasitism, the symbiotic relationship benefits
only the parasite

The terms “parasites’ and ‘parasitism” are sometimes thought
to apply only to protozoans and worms, but all pathogens
are parasites. Parasitism is a one-sided relationship in which
the benefits go only to the parasite, the host providing
parasites with their physicochemical environment, their
food, respiratory and other metabolic needs, and even the
signals that regulate their development. Although parasites are
thought of as necessarily harmful, this is a view coloured by
human and veterinary clinical medicine, and by the results of
laboratory experimentation. In fact, many ‘parasites’ establish
quite innocuous associations with their natural hosts but
may become pathogenic if there are changes in the host’s
health or they infect an unnatural host; the rabies virus, for
example, coexists harmlessly with many wild mammals but
can cause fatal disease in humans. This state of “balanced
pathogenicity’ is sometimes explained as the outcome of
selective pressures acting upon a relationship over a long
period of evolutionary time. It may reflect selection of an
increased level of genetically determined resistance in the host
population and decreased pathogenicity in the parasite (as has
happened with myxomatosis in rabbits). Alternatively, it may
be the evolutionary norm, and ‘unbalanced pathogenicity” may
simply be the consequence of organisms becoming established
in “unnatural’ (i.e. new) hosts. Thus, like the other categories
of symbiosis, parasitism is impossible to define exclusively
except in the context of clear-cut and highly pathogenic
organisms. The belief that the ability to cause harm is a
necessary characteristic of a parasite is difficult to sustain in
any broader view (though it is a convenient assumption for
those working with infectious diseases) and the reasons for
this are discussed in more detail below.

THE CHARACTERISTICS OF PARASITISM

Many different groups of organisms are parasitic
and all animals are parasitized

Parasitism as a way of life has been adopted by many different
groups of organisms. Some groups, such as viruses, are
exclusively parasitic (see below), but the majority include
both parasitic and free-living representatives. Parasites
occur in all animals, from the simplest to the most complex,
and are an almost inevitable accompaniment of organized




animal existence. We can see, then, that parasitism has been
an evolutionary success; as a way of life, it must confer very
considerable advantages.

Parasitism has metabolic, nutritional and
reproductive advantages

The most obvious advantage of parasitism is metabolic. The
parasite is provided with a variety of metabolic requirements
by the host, often at no energy cost to itself, so it can devote
a large proportion of its own resources to replication or
reproduction. This one-sided metabolic relationship shows
a broad spectrum of dependence, both within and between
the various groups of parasites. Some parasites are totally
dependent upon the host, whereas others are only partly
dependent.

Viruses are completely dependent upon the host for
all their metabolic needs

Viruses are at one extreme of the ‘parasite dependency’
spectrum. They are obligate parasites, possessing the genetic
information required for production of new viruses, but none
of the cellular machinery necessary to transcribe or translate
this information, to assemble new virus particles or to produce
the energy for these processes. The host provides not only
the basic building blocks for the production of new viruses,
but also the synthetic machinery and the energy required.
Retroviruses go one stage further in dependence, inserting
their own genetic information into the host’s DNA in order to
parasitize the transcription process. Viruses therefore represent
the ultimate parasitic condition and are qualitatively different
from all other parasites in the nature of their relationship
with the host (see Ch. 3).

The basis for the fundamental difference between viruses
and other parasites is the difference between virus organization
and the cellular organization of prokaryotic and eukaryotic
parasites. Non-viral parasites have their own genetic and
cellular machinery, and multienzyme systems for independent
metabolic activity and macromolecular synthesis. The degree
of reliance on the host for nutritional requirements varies
considerably and follows no consistent pattern between the
various groups, nor does it follow that smaller parasites tend
to be more dependent (e.g. some of the largest parasites,
the tapeworms, are wholly reliant upon the host’s digestive
machinery to provide their nutritional needs). All, of course,
receive nutrition from the host but, whereas some use
macromolecular material (proteins, polysaccharides) of host
origin and digest it using their own enzyme systems, others
rely on the host for the process of digestion as well, being
able to take up only low-molecular-weight materials (amino
acids, monosaccharides). Nutritional dependence may also
include host provision of growth factors that the parasite is
unable to synthesize itself. All internal parasites rely upon the
host’s respiratory and transport systems to provide oxygen,
although some respire anaerobically in either a facultative
or obligate manner.

Parasite development can be controlled by the host

The advantage that parasitism confers in reproductive terms
makes it vital to coordinate parasite development with the
availability of suitable hosts. Indeed, one of the characteristic
features of parasites is that their development may be
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controlled partly or completely by the host, the parasite having
lost the ability to initiate or to regulate its own development.
At its simplest, host control is limited to providing the cell
surface molecules necessary for parasite attachment and
internalization. Many parasites, from viruses to protozoa,
rely on the recognition of such molecular signals for their
entry into host cells, and this process provides the trigger
for their replicative or reproductive cycles.

Other parasites, primarily the eukaryotes, require more
comprehensive and sophisticated signals, often a complex of
signals, to initiate and regulate their entire developmental
cycle. The complexity of the signal required for development
is one of the factors determining the specificity of the host-
parasite relationship. Where the availability of one of the
signals entails that parasite development can occur in only
one species, host specificity is high. Where many host species
are capable of providing the necessary signals for a parasite,
specificity is low.

Disadvantages of parasitism

The most obvious disadvantage of parasitism arises from the
fact that the host controls the development of the parasite.
No development is possible without a suitable host, and
many parasites will die if no host becomes available. For
this reason, several adaptations have evolved to promote
prolonged survival in the outside world and so maximize
the chances of successful host contact (e.g. virus particles,
bacterial spores, protozoan cysts and worm eggs). The prolific
replication of parasites is another device to achieve the same
end. Nevertheless, where parasites fail to make contact
with a host, their powers of survival are ultimately limited.
Adaptation to host signals can therefore have a reproductive
cost (i.e. the loss of many potential parasites).

THE EVOLUTION OF PARASITISM

As so many organisms are parasitic and every group of
animals is subject to invasion by parasites, the development
of parasitism as a way of life must have occurred at an early
stage in evolution and at frequent intervals thereafter. How
this occurred is not fully understood, and it may well have
been different in different groups of organisms. In many,
parasitism most probably arose as a consequence of accidental
contacts between organism and host. Of many such contacts,
some would have resulted in prolonged survival and, under
favourable nutritional circumstances, prolonged survival
would have been associated with enhanced replication, giving
the organism a selective advantage within the environment.
Many parasites of humans and other mammals may have
originated via the route of accidental contact, but it is clear
that others have become adapted to these hosts after initially
becoming parasitic in other species. For example, parasites of
blood-feeding arthropods have ready access to the tissues of
the animals on which the arthropods feed. Where the parasite
becomes specialized for the non-arthropod host it may lose
the ability to be transmitted by blood feeding. Where the
arthropod host is retained in the life cycle the parasite is
faced by competing demands for survival in each host, which
probably explains why, for example, arboviruses are restricted
to only a few families of RNA viruses and a single DNA
virus, African swine fever virus.
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Figure 9.5 The evolution of mitochondria. Many lines of evidence suggest that mitochondria of modern eukaryote cells evolved from bacteria that

established symbiotic (mutualistic) relationships with ancestral cells.

Bacterial parasites evolved through accidental contact

In the case of bacteria, it is easy to see how accidental contact
in environments rich in free-living bacteria could lead to
successful invasion of external openings such as the mouth
and eventual colonization of the gastrointestinal tract. Initially,
the organisms concerned would have had to be facultative
parasites, capable of life both within or outside host organisms
(many pathogenic bacteria still have this property, e.g.
Legionella, Vibrio), but selective pressures would have forced
others into obligatory parasitism. Such events are of course
speculative, but are supported by the close relationship of
enteric bacteria such as E. coli with free-living photosynthetic
purple bacteria.

Many bacterial parasites have evolved
to live inside host cells

Bacteria that became parasitic by accidental contact would
have lived outside host cells at first and would not have had
the advantages of being intracellular. The evolution of the
intracellular habit required further modifications to allow
survival within host cells, but could easily have been initiated

by passive phagocytic uptake. Subsequent survival of the
pathogen would depend upon the possession of surface or
metabolic properties that prevented digestion and destruction
by the host cell. The success of intracellular life can be measured
not only by the large number of bacteria that have adopted
this habit, but also by the extent to which some organisms
have integrated their biology with that of the host cell. The
end point of such integration is perhaps to be seen in the
evolution of the eukaryote mitochondrion, which may have
evolved from symbiotically associated heterotrophic purple
bacteria (Fig. 9.5).

The pathway of virus evolution is uncertain

Clearly, parasitism by bacteria, which are undoubtedly
ancient organisms (they can be traced back 3-5 billion
years in the fossil record), depended upon the evolution of
higher organisms to act as hosts. Whether the same is true
of viruses is open to question, and depends upon whether
viruses are considered primarily or secondarily simple.
If viruses evolved from cellular ancestors by a process of
secondary simplification, then parasitism must have evolved



long after the evolution of prokaryotes and eukaryotes. If
viruses are primitively non-cellular then it is possible that
they became parasitic at a very early stage in the evolution
of cellular life, at some point when, because of environmental
change, independent existence became impossible. A third
alternative is that viruses were never anything other than
fragments of the nuclear material of other organisms and
have in effect always been parasitic. Modern viruses may,
in fact, have arisen by all three pathways.

Eukaryote parasites have evolved through
accidental contact

The evolution of parasitism by eukaryotes is likely to have
arisen much as it may have done in prokaryotes (i.e. through
accidental contact and via blood-feeding arthropods). Examples
can be found among protozoan and worm parasites to support
this view:

* There are protozoa such as the free-living amoeba Naegleria
which can opportunistically invade the human body and
cause severe and sometimes fatal disease.

e There are several species of nematode worms that can live
either as parasites or as free-living organisms, Strongyloides
stercoralis being the most important in humans.

¢ [Itis likely that trypanosomes (the protozoans responsible
for sleeping sickness) were primarily adapted as parasites of
blood-feeding flies and only secondarily became established
as parasites of mammals, though most retain the arthropod
in their life cycle.

Parasite adaptations to overcome host
inflammatory and immune responses

We can view the evolution of parasitism and the adaptations
necessary for life within another animal as being exactly
analogous to the adaptations necessary for life within any
other specialized habitat: the environment in which parasites
live is merely one of the many to which organisms have
become adapted in evolution (comparable with life in soil,
fresh water, salt water, decaying material and so on). However,
it is always necessary to remember that in one major respect
parasitism is quite different from any other specialist mode
of life. This difference is that the environment in which a
parasite lives, the body of the host, is not passive; on the
contrary, it is capable of an active response to the presence
of the parasite.

Table 9.1 Evasion strategies of parasites
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The attractiveness of animal bodies as environments for
parasites means that hosts are under continual pressures from
infection, and these pressures are increased when hosts live:

* close together

* in insanitary conditions

* in climates that favour the survival of parasite stages in
the external world.

Pressure of infection has been a major influence
in host evolution

Pressure of infection has been a major selective influence in
evolution, and there is little doubt that it has been largely
responsible for the development of the sophisticated
inflammatory and immune responses we see in humans
and other mammals. In evolutionary terms, all infection has
its costs to the host because it diverts valuable resources
from the activities of survival and reproduction; there has
therefore been pressure to develop means of overcoming
infection whether or not it causes disease. Of course, this
is not the focus of clinical microbiology, which legitimately
places emphasis on the costs of infection in terms of frank
disease, but it should be remembered because it explains more
fully the nature of the continuing battle between host and
parasite - the former attempting to contain or destroy, the latter
attempting to evade or suppress - and why the emergence of
new, and the return of old, infectious diseases are a constant
threat.

Parasites are faced with the problems not only of surviving
within the environment they experience initially, but also of
surviving in that environment as it changes in ways that are
likely to be harmful to them. The inflammatory and immune
responses that follow the establishment of infection are the
most important means by which the host can control infections
by those organisms able to penetrate its natural barriers and
survive within its body. These responses represent formidable
obstacles to the continued survival of parasites, forcing them
to evolve strategies to cope with harmful changes in their
environment. The successful parasite is therefore one that
can cope with, or evade, the host’s response in one of the
ways shown in Table 9.1.

All of these adaptations are known to exist within different
groups of parasites and they are well documented in the case
of some of the major human pathogens. Indeed, they are often
the very reason why such organisms are major pathogens.

Evasion strategies

Strategy Example

Elicit minimal response

Herpes simplex virus — survives in host cells for long periods in a latent stage — no pathology

Evade effects of response

Mycobacteria — survive unharmed in granulomas designed to localize and destroy infection

Depress host's response

HIV — destroys T cells; malaria — depresses immune responsiveness

Antigenic change

Viruses, spirochaetes, trypanosomes — all change target antigens so host response is ineffective

Rapid replication

Viruses, bacteria, protozoa — producing acute infections before recovery and immunity

Survival in weakly responsive
individuals

Genetic heterogeneity in host population means some individuals respond weakly or not at all,
allowing organism to reproduce freely; examples in all groups
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Table 9.2 Lifestyle changes and infectious diseases

Social and behavioural changes and infectious diseases

The causes The results

Altered environments (e.g. air conditioning)

Water in cooling systems provides growth conditions for Legionella

Changes in food production and food-handling
practices

Intensive husbandry under antibiotic protection leads to drug-resistant bacteria;
deep-freeze, fast-food and inadequate cooking allow bacteria and toxins to
enter body (e.g. Listeria, Salmonella)

Routine use of antibiotics in medicine

Emergence of antibiotic-resistant bacteria as hazards to hospitalized patients
(e.g. MRSA — methicillin-resistant Staphylococcus aureus)

Routine use of immunosuppressive therapy

Development of opportunistic infections in patients with reduced resistance
(e.g. Pseudomonas, Candida, Pneumocystis)

Altered sexual habits
herpes, AIDS)

Promiscuity increases sexually transmitted diseases (e.g. gonorrhoea, genital

Breakdown of filtration systems, overuse of
limited water supplies

Transmission of animal infections leading to diarrhoeal and other infections
(e.g. cryptosporidiosis, giardiasis, leptospirosis)

Increase in ownership of pets, particularly exotic

species Toxocara)

Transmission of animal infections (e.g. Chlamydia, Salmonella, Toxoplasma,

Increased frequency of journeys to tropical and
subtropical countries

Exposure to exotic organisms and vectors (e.g. malaria, viral encephalitis)

Nevertheless, transmission and survival of many parasites
depends upon the existence of particularly susceptible host
individuals (e.g. children) to provide a continuing reservoir
of infective stages.

Changes in parasites create new problems for hosts

From what has been said above, it can be appreciated that
there is no such thing as a static host-parasite relationship,
and that concepts of unchanging “pathogenicity” or ‘lack of
pathogenicity” cannot be justified. Each relationship is an ‘arms
race’; changes in one member being countered by changes
in the other. Quite subtle changes in either can completely
change the balance of the relationship, towards greater or
lesser pathogenicity, for example.

One of the most important and dramatic illustrations
of this situation has been the explosive appearance of HIV
infections. This group of viruses was originally restricted
to non-human primates, but changes in the virus permitted
extensive infections in humans. Similarly, changes in the
SARS coronavirus allowed human infection from bats and
there is concern about the avian virus H5N1, which is able
to spread to humans from infected poultry. Of a different
nature, but relevant to the general theme, is the acquisition
of drug resistance in bacteria, viruses and protozoa (see
Ch. 34). Although the underlying genetic and metabolic
changes do not by themselves influence pathogenicity, the
expression of such changes in the face of intense and selective
chemotherapy certainly does, allowing overwhelming infection
to occur with major concerns regarding diminished therapeutic
options.

Host adaptations to overcome changes in parasites

Changes in the host can also alter the balance of a host-parasite
relationship. A particularly dramatic example is the intense

selection for resistant genotypes in rabbit populations exposed
to the myxomatosis virus, which took place concurrently with
selection for reduced pathogenicity in the virus itself (see Ch.
13). There are no exactly equivalent examples in humans, but
in evolutionary time there have been major selective influences
on populations prompting changes to permit survival in the
face of life-threatening infections. A good example is the
selective pressure exerted by falciparum malaria, which has
been responsible for the persistence in human populations
of many alleles associated with haemoglobinopathies (e.g.
sickle cell haemoglobin). Although these abnormalities are
detrimental to varying degrees, they persist because they
are (or were) associated with resistance to malarial infection.
Studies suggest that malaria may change the frequency of
certain HLA antigens in areas where infection is severe.

Social and behavioural changes can be as important
as genetic changes in altering host-parasite relations

Social and behavioural changes can alter host-parasite relations
both positively and negatively (Table 9.2). Although many
bacterial infections of the intestine have declined in importance
with changes in human lifestyle, there are other contemporary
microbiological problems in the resource-rich world whose
onset can be traced directly to sociological, environmental and
even medical change. A particularly good example is disease
arising from domestication of pets (e.g. toxoplasmosis) because
it illustrates that human freedom from some infections arises
primarily because of lack of contact with the organisms and
not from any innate resistance to the establishment of the
infection itself. Diseases arising from contact with infected
animals or animal products (zoonotic infections) constitute
a constant threat that can be realized by behavioural or
environmental changes that alter established patterns of
human-animal contact.



The body is colonized by many organisms (the
microbiota), which can be positively beneficial. They
live on or within the body without causing disease,
and play an important role in protecting the host from
pathogenic microbes.

The microbiota is predominantly made up of bacteria,
but includes fungi and protozoa.

Members of the microbiota can be harmful if they
enter previously sterile parts of the body. They can also
be causes of hospital-acquired infections.

The usual relationship between the microbiota and the
body is an example of beneficial symbiosis; parasitism
(in the broad sense, covering all pathogenic microbes)
is a harmful symbiosis.

The biological context of host—parasite relationships,
and the dynamics of the conflict between two species
in this relationship, provide a basis for understanding
the causes and control of infectious diseases.

Changes in medical practice, in human behaviour and,
not least, in infectious organisms, are broadening the
spectrum of organisms responsible for disease.

SECTION ONE - The adversaries — pathogens
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SECTION TWO « The adversaries — host defences

Introduction

The innate defences of the body

The immune system has a challenge. It needs to defend us against pathogens that range in size from
the smallest viruses to the large helminth worms. These pathogens may also infect us by different
routes, including by aerosol, by ingestion, through the skin, or through sexual contact. In the
preceding chapters, we have outlined some of the fundamental characteristics of the many types of
microparasites and macroparasites (here collectively called pathogens) that may infect the body. We
now turn to consider the ways in which the body seeks to defend itself against infection by these
organisms, starting with the innate immune responses that are the first line of defence.

The body has both ‘innate’ and ‘adaptive’
immune defences

When an organism infects the body for the first time, the
defence systems already in place may well be adequate
to prevent replication and spread of the infectious agent,
thereby preventing development of disease. These established
mechanisms are referred to as constituting the ‘innate” immune
system. However, should innate immunity be insufficient to
deal with the invasion by the infectious agent, the ‘adaptive’
immune system then comes into action, although it takes time
to reach its maximum efficiency (Fig. 10.1). When it does take
effect, it generally eliminates the infective organism, allowing
recovery from disease.

The main feature distinguishing the adaptive response from
the innate mechanism is that specific memory of infection is
imprinted on the adaptive immune system, so that should

infection re-infection
I'1 I'1
innate adaptive spedife
immunity ﬁ immunity :> |mrr:g:%ro»?|c
disease recovery no disease

Figure 10.1 Innate and adaptive immunity. An infectious organism
first encounters the cells and molecules of the innate immune system. If
these do not prevent infection, the adaptive immune system is needed
with its specific and specialized cells and mediators. Following recovery,
specific immunological memory will prevent re-infection.

there be a subsequent infection by the same agent a particularly
effective response comes into play with remarkable speed. It
is worth emphasizing, however, that there is close synergy
between the two systems, with the adaptive mechanism
greatly improving the efficiency of the innate response and
vice versa, and that innate immunity does show some evidence
of ‘memory’.

The contrasts between these two systems are set out in
Table 10.1. On the one hand, the soluble factors such as
lysozyme and complement, together with the phagocytic
cells, contribute to the innate system, while on the other
the T- and B-lymphocyte-based mechanisms that produce
cytokines and toxicity or antibodies are the main elements of
the adaptive immune system. Not only do these lymphocytes
provide improved resistance by repeated contact with a given
infectious agent, but also the memory with which they become
endowed shows very considerable specificity to that infection.
For instance, infection with measles virus will induce a memory
to that microorganism alone and not to another virus such as
rubella.

DEFENCES AGAINST ENTRY INTO THE BODY

A variety of biochemical and physical barriers operate
at the body surfaces

Before an infectious agent can penetrate the body, it must
overcome biochemical and physical barriers that operate at
the body surfaces. One of the most important of these is
the skin, which is normally impermeable to the majority of
infectious agents. Many bacteria fail to survive for long on
the skin because of the direct inhibitory effects of lactic acid
and fatty acids present in sweat and sebaceous secretions and
the lower pH to which they give rise (Fig. 10.2). However,
should there be skin loss, as can occur in burns, for example,
infection becomes a major problem.

The membranes lining the inner surfaces of the body secrete
mucus, which acts as a protective layer outside the epithelium,



inhibiting the adherence of bacteria to the epithelial cells,
thereby preventing them from gaining access to the body.
Microbial and other foreign particles trapped within this
adhesive mucus may be removed by mechanical means such
as ciliary action, coughing and sneezing. The flushing actions
of tears, saliva and urine are other mechanical strategies that
help to protect the epithelial surfaces. In addition, many of the
secreted body fluids contain microbicidal factors (e.g. the acid
in gastric juice, spermine and zinc in semen, lactoperoxidase
in milk, and lysozyme in tears, nasal secretions and
saliva).

Harmless commensal organisms that are part of our
microbiome (see Ch. 9) also protect us through microbial
antagonism. These commensal organisms suppress the
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Figure 10.2 Exterior defences. Most of the infectious agents
encountered by an individual are prevented from entering the body by
a variety of biochemical and physical barriers. The body tolerates a
huge number of commensal, harmless, organisms, now collectively
called the microbiome; these organisms may prevent pathogens from
invading through competition, and also have a major impact on
immune function.
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growth of many potentially pathogenic bacteria and fungi
at superficial sites, first by virtue of their physical advantage
of previous occupancy, especially on epithelial surfaces,
second by competing for essential nutrients, and third by
producing inhibitory substances such as acid or colicins. The
latter are a class of bactericidins that have a number of modes
of action including binding to the negatively charged surface of
susceptible bacteria and forming a voltage-dependent channel
in the membrane, which kills by destroying the cell’s energy
potential.

DEFENCES ONCE THE MICROORGANISM
PENETRATES THE BODY

Despite the general effectiveness of the various barriers,
microorganisms can often successfully penetrate the body.
When this occurs, two main defensive strategies come into
play, based on:

¢ the destructive effect of soluble antimicrobial factors, such
as defensins and cathelicidin

e the mechanism of phagocytosis, involving engulfment
and killing of microorganisms by specialized cells, the
‘professional phagocytes’.

There are two types of antimicrobial molecules secreted by

epithelial cells as well as by phagocytic cells. The defensins,

which are small cationic peptides, are directly toxic to not

only bacteria but also fungi and encapsulated viruses; some

are made by epithelial cells in mucosa and Paneth cells in the

gut, others by neutrophils and cytotoxic T cells. Cathelicidin is

another useful molecule with antibacterial effects (see Ch. 15).

Phagocytosis

The innate immune system has an efficient way of removing
and killing pathogens - phagocytosis. Phagocytes engulf the
pathogen, and if we are lucky, kill them. The phagocytes
consist of two major cell families, as originally defined by
Elie Metchnikoff, the Russian zoologist (Box 10.1; Fig. 10.3):

¢ the larger macrophages, which are resident in tissues that
develop from monocytes circulating in the blood

Table 10.1 Comparison of innate and adaptive effector immune systems

Innate immune system

Adaptive immune system

Major elements

Soluble factors

Lysozyme, complement, acute phase proteins, e.g.
C-reactive protein, interferon, other cytokines

Antibody
Cytokines

Cells Phagocytes

Innate lymphoid cells including natural killer cells

T lymphocytes
B lymphocytes

Response to microbial infection

First contact +

+

Second contact +

+++

Broad specificity; no specific memory
Resistance not improved by repeated contact

Antigen specificity; specific memory
Resistance improved by repeated contact

Innate immunity is sometimes referred to as ‘natural;, and adaptive as ‘acquired’ The two systems are bridged by innate lymphoid cells, and innate immunity is
needed for an effective adaptive immune response. Humoral immunity due to soluble factors uses antibody (made by B cells) to provide specific protection
whereas cellular immunity relies on antigen-specific T cells. If the same organism persists or is encountered a second time, a more effective specific adaptive
response to its antigens is induced. Although this immunological memory largely relies on memory B cells and memory T cells, some cells of the innate
immune system can show a form of memory although this lacks the antigen specificity shown by T and B cells.
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Box 10.1  Lessons in Microbiology

Elie Metchnikoff - the father of phagocytosis

Metchnikoff (1845-1916) was a Russian zoologist who
became fascinated by how cells deal with bacteria. He
observed that if he introduced a rose thorn into a
transparent starfish larva the thorn became surrounded
by motile cells. He then went on to investigate
mammalian leukocytes, showing that they could engulf
microorganisms, which he termed phagocytosis. He
defined two types of circulating phagocytes: the smaller
microphage (now called a polymorphonuclear leukocyte)
and the larger macrophage. We now know that
phagocytosis is further enhanced when the humoral
components antibody and complement are present.

Figure 10.3 Elie Metchnikoff, the father of phagocytosis.
(Courtesy of the Wellcome Institute Library, London.)

®

Figure 10.4 Phagocytic cells. (A) Blood monocyte and (B)
polymorphonuclear neutrophil, both derived from bone marrow stem
cells. (Courtesy of PM. Lydyard.)

¢ the smaller neutrophils, which are generally referred to as
polymorphs or neutrophils (polymorphonuclear leukocytes,
PMNs) because their cytoplasmic granules do not stain
with haematoxylin and eosin (Fig. 10.4).

As a very crude generalization, the PMNs provide the major

defence against pyogenic (pus-forming) bacteria, whereas the

macrophages are best at combating organisms capable of

living within the cells of the host. Neutrophils are closely
related to eosinophils and basophils but are more phagocytic.

Most monocytes in the blood are termed ‘classical’
monocytes; a small subset that express both the CD14 and
CD16 markers patrol the endothelial surfaces. Dendritic cells,
particularly immature dendritic cells, can also phagocytose
microorganisms, but less efficiently.

Pathogens can be opsonized or coated by the binding of
plasma proteins from the complement system. Opsonization
increases the efficiency of uptake of the particle or pathogen.
This process becomes even more efficient if specific antibodies
are around and can bind to Fc receptors on the macrophage
surface. The phagocytes have receptors for the C3a and C5a
complement components. These complement components are
examples of molecules that recognize pathogen-associated
molecular patterns or PAMPs. Other phagocytic receptors
include dectin-1, the mannose receptor and a group of
receptors called scavenger receptors. As well as internalizing
the pathogen, other G-protein coupled receptors on phagocytes
sense bacteria and trigger killing mechanisms such as
production of reactive oxygen species. Once the pathogen
is contained within a membrane vesicle called a phagosome
that contains the external phagocyte membrane on the inside,
the phagosome can fuse with lysosomes that contain an
unpleasant mix of digestive enzymes that need an acidic pH
to function effectively. So, rather cleverly, some pathogens
such as Mycobacterium tuberculosis have developed ways of
blocking phagosome-lysosome fusion and acidification of
the phagolysosome.

Macrophages are widespread throughout the tissues

The majority of tissue-resident macrophages originate during
embryogenesis and enter the tissue, where they differentiate
into a macrophage that has properties dependent on the site
they have entered (Fig. 10.5). They are particularly concentrated
in the lung (alveolar macrophages), liver (Kupffer cells) and the
lining of lymph node medullary sinuses and splenic sinusoids
(Fig. 10.6), where they are well placed to filter out foreign
material. Other examples are the brain microglia, kidney
mesangial cells, synovial A cells and osteoclasts in bone. These
tissue macrophages are long-lived cells that depend upon
mitochondria for their metabolic energy and show elements
of rough-surfaced endoplasmic reticulum (Fig. 10.7) related
to the formidable array of different secretory proteins that
these cells generate.

It is also possible for bone marrow promonocytes to develop
into circulating blood monocytes (Fig. 10.4), which finally
become mature macrophages, which are enriched in tissues
in states of disease and inflammation. Collectively these cells
are termed the ‘mononuclear phagocyte system’ (Fig. 10.5).

Macrophages live much longer than neutrophils or
monocytes. But they have other interesting properties.
If the cytokine interferon gamma (IFNY) is around, they
can become activated, becoming more efficient at killing
intracellular pathogens. This is another example of where
innate cell function is enhanced by adaptive immunity, as
a subset of T cells as well as the innate natural killer (NK)
cells make IFNY. These IFNy-activated macrophages are called
classically activated or M1 macrophages. Other cytokines
such as interleukin (IL)-4 and IL-13 drive the development
of alternatively activated or M2 macrophages (Fig. 10.8). These
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Press.)
Figure 10.5 The mononuclear phagocyte system. Most tissue
macrophages are derived very early in life and differentiate in the organs
to which they have homed. (The numbers relate to those in Fig. 10.6.)
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Figure 10.8 Classically and alternatively activated macrophages.
Macrophages can be activated in two ways to form activated
macrophages that can kill different types of pathogens. IFNy derived
from NK cells, ILCT cells or Th1 T cells and Toll-like receptor (TLR) ligands
will induce classically activated (M1) macrophages; IL-4 and IL-13 from
Th2 T cells will induce alternatively activated (M2) macrophages.
Alternatively activated macrophages also play a role in tissue repair.

two macrophage subsets play particular roles in our defence
against intracellular infections and against helminth infections,
as discussed in Chapter 15.

Polymorphs possess a variety of

enzyme-containing granules

The polymorph is the dominant white cell in the bloodstream
and, like the macrophage, shares a common haemopoietic
stem cell precursor with the other formed elements of the
blood. It has no mitochondria, but rather uses its abundant
cytoplasmic glycogen stores for its energy requirements;
therefore, glycolysis enables these cells to function under
anaerobic conditions, such as those in an inflammatory
focus. The polymorph is a non-dividing, short-lived cell,
with a segmented nucleus; the cytoplasm is characterized
by an array of granules, which are illustrated in Fig. 10.9
and Table 10.2. Polymorphs can also produce IL-8 as well as
other chemokines and cytokines. Polymorphs provide a major
defence against extracellular and acute bacterial infections
such as with staphylococci or streptococci, but also play a
role in chronic infections - in tuberculosis, a very chronic
intracellular bacterial infection, there are huge numbers of
polymorphs in the lungs that have phagocytosed mycobacteria.

Phagocytosis and killing

How do phagocytes sense infection?

Before the professional phagocyte can phagocytose a
microorganism, it must first attach to the phagocyte surface.
Pattern recognition receptors (PRRs) on the phagocyte surface

bind repeating pathogen-associated molecular patterns
(PAMPs) (Fig. 10.10).

Figure 10.9 The neutrophil. The multi-lobed nucleus and primary
azurophilic, secondary specific and tertiary lysosomal granules are well
displayed. There is an overlap in the contents between some of the
granules. Typical conventional lysosomes with acid hydrolase are also
seen. (Courtesy of D. McLaren.)

Table 10.2 Cytoplasmic granules

Primary Secondary Tertiary
azurophilic specific granules  granules
granules

Lysozyme Lysozyme Lysozyme

Myeloperoxidase  Cytochrome bssg Cytochrome bssg

Gelatinase (MMP9)

Elastase OH phosphatase

Cathepsins Lactoferrin

Acid hydrolases  Collagenase matrix
metalloproteinase

(MMP8)

Defensins

Bactericidal
permeability
increasing
protein (BPI)

The “Toll-like receptors’ (TLRs) are a major family of PPRs.
The TLRs are so called because of their similarity to the Toll
receptor in the fruit fly, Drosophila, which, in the adult fly,
triggers an intracellular cascade generating the expression of
antimicrobial peptides in response to microbial infection. A
series of cell surface TLRs acting as sensors for extracellular
infections have been identified (Fig. 10.11) which are activated
by microbial elements such as peptidoglycan, lipoproteins,
mycobacterial lipoarabinomannan, yeast zymosan and flagellin.

Other PRRs displayed by phagocyte on the cell surface
include the cell-bound ‘C-type (calcium-dependent) lectins’, of
which the macrophage mannose receptor is an example, and
‘scavenger receptors’, which recognize a variety of anionic
polymers and acetylated low-density proteins. Some TLRs
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Figure 10.10 Phagocytosis. (A) Phagocytes attach to microorganisms
(blue icon) via their cell surface receptors, which recognize pathogen-
associated molecular patterns (PAMPs) such as lipopolysaccharide. (B) If
the membrane now becomes activated by the attached infectious
agent, the pathogen is taken into a phagosome by pseudopodia, which
extend around it. (C) Once inside the cell, the various granules fuse with
the phagosome to form a phagolysosome. (D) The infectious agent is
then killed by a battery of microbicidal degradation mechanisms, and
the microbial products are released.

(TLR 3,7 and 9) are also found in the endosomal environment
and here they recognize PAMPs such as the unmethylated
guanosine-cytosine (CpG) sequences of bacterial DNA and
double-stranded RNA from RNA viruses. There are also
cytoplasmic PRRs that can recognize pathogens (Fig. 10.11).

The phagocyte is activated through PAMP recognition

Signals are sent through the phagocyte’s receptors to initiate
the ingestion phase by activating an actin-myosin contractile
system, which sends arms of cytoplasm around the particle
until it is completely enclosed within a vacuole (phagosome;
Fig. 10.12; see also Fig. 10.10). Shortly afterwards, the
cytoplasmic granules fuse with a phagosome and discharge
their contents around the captive microorganism.

The internalized pathogen is the target for a fearsome
array of killing mechanisms

As phagocytosis is initiated, the attached microbes also
signal through one of the PRRs to engineer an appropriate
defensive response to the different types of infection through
a number of nuclear factor (NF)-kB-mediated responses. This
activation of a unique plasma membrane reduced nicotinamide
adenine dinucleotide phosphate (NADPH) oxidase reduces
oxygen to a series of powerful microbicidal agents, namely
superoxide anion, hydrogen peroxide, singlet oxygen and
hydroxyl radicals (Box 10.2; see also Ch. 15). Subsequently,
the peroxide, in association with myeloperoxidase, generates a
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potent halogenating system from halide ions, which is capable
of killing both bacteria and viruses.

As superoxide anion is formed, the enzyme superoxide
dismutase acts to convert it to molecular oxygen and hydrogen
peroxide, but in the process consumes hydrogen ions. Therefore
initially there is a small increase in pH, which facilitates the
antibacterial function of the families of cationic proteins
derived from the phagocytic granules. These molecules
damage microbial membranes by the proteolytic action of
cathepsin G and by direct adherence to the microbial surface.
The defensins have an amphipathic structure, which allows
them to interact with and disrupt the structure and function
of microbial membranes. These antibiotic peptides reach
extraordinarily high concentrations within the phagosome
and act as disinfectants against a wide spectrum of bacteria,
fungi and enveloped viruses. Other important factors are:

* lactoferrin, which complexes iron to deprive bacteria of
essential growth elements

* lysozyme, which splits the proteoglycan cell wall of bacteria

* nitric oxide, which together with its derivative, the
peroxynitrite radical, can also be directly microbicidal.

The pH now falls so that the dead or dying microorganisms

are extensively degraded by acid hydrolytic enzymes, and

the degradation products released to the exterior.

NF-kB activation can also lead to the release of
proinflammatory mediators. These include the antiviral
interferons, the small protein cytokines IL-1B, IL-6, IL-12 and
tumour necrosis factor alpha (TNFa, a proinflammatory
cytokine produced by macrophages and other cell types),
which activate other cells through binding to specific receptors,
and chemokines such as IL-8, which represent a subset of
chemoattractant cytokines.

Phagocytes are mobilized and targeted onto the
microorganism by chemotaxis

Phagocytosis cannot occur unless the bacterium first attaches
to the surface of the phagocyte, and clearly this cannot happen
unless both have become physically close to each other.
There is therefore a need for a mechanism that mobilizes
phagocytes from afar and targets them onto the bacterium.
Many bacteria produce chemical substances, such as formyl
methionyl peptides, which directionally attract leukocytes - a
process known as ‘chemotaxis’. However, this is a relatively
weak signalling system, and evolution has provided the body
with a far more effective ‘magnet’ that uses a complex series
of proteins collectively termed ‘complement’.

Activation of the complement system

Complement resembles blood clotting, fibrinolysis and kinin
formation in being a major triggered enzyme cascade system.
Such systems are characterized by their ability to produce
a rapid, highly amplified response to a trigger stimulus
mediated by a cascade phenomenon in which the product
of one reaction is the enzymic catalyst of the next. The most
abundant and most central component is C3 (complement
components are designated by the letter ‘C” followed by a
number), and the cleavage of this molecule is at the heart of
all complement-mediated phenomena.

In normal plasma, C3 undergoes spontaneous activation
at a very slow rate to generate the split product C3b. This
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Figure 10.11 Recognition of PAMPs by a subset of pattern recognition receptors (PRRs) termed Toll-like receptors (TLRs). TLRs reside within plasma
membrane or endosomal membrane compartments, as shown. All TLRs have multiple N-terminal leucine-rich repeats forming a horseshoe-shaped
structure which acts as the PAMP-binding domain. Upon engagement of the TLR ectodomain with an appropriate PAMP (some examples are shown),
signals are sent that ultimately activate the activation protein 1 (AP-1), nuclear factor-kB (NF-kB) and/ or interferon-regulated factor (IRF) transcription

factors, as shown. NF-kB and IRF transcription factors then direct the expression of numerous antimicrobial gene products such as cytokines and
chemokines, as well as proteins that are involved in altering the activation state of the cell. There are also cytosolic PPRs that can sense bacterial
peptidoglycan (NOD-like receptors), viral RNA (RIG-like receptors) and cytosolic DNA sensors. MyD88 is a signalling adaptor that is part of the
supramolecular organizing centre; TRAF6 is a ubiquitin ligase; TAK1 phosphorylates the mitogen-activated protein (MAP) kinases; the IKK complex
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Figure 10.12 Electron micrographic study of phagocytosis. These two
micrographs show human phagocytes engulfing latex particles (Lt). (A)
%x3000; (B) x4500. (Courtesy of CHW. Horne.)

can complex with another complement component, factor
B, which is then acted upon by a normal plasma enzyme,
factor D, to produce the C3-splitting enzyme C3bBb. This C3
convertase can then split new molecules of C3 to give C3a (a
small fragment) and further C3b. This represents a positive
feedback circuit with potential for runaway amplification;
however, the overall process is restricted to a slow turn-over
rate by powerful regulatory mechanisms, which break the
unstable soluble-phase C3 convertase into inactive cleavage
products (Fig. 10.13).

In the presence of certain molecules, such as the
carbohydrates on the surface of many bacteria, the C3
convertase can become attached and stabilized against
breakdown. Under these circumstances, there is active
generation of new C3 convertase molecules, and what is
known as the “alternative’ complement pathway is activated
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Figure 10.13 Activation of complement by microorganisms. C3b is
formed by the spontaneous breakdown of C3 complexes with factor B to
form C3bB, which is split by factor D to produce a C3 convertase C3bBb
capable of further cleaving C3. The convertase is heavily regulated by
factors H and | but can be stabilized on the surface of microbes and
properdin. The horizontal bar indicates an enzymically active complex.
iC3b, inactive C3b.
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(see Ch. 15). Complement can also be activated by another
innate pathway (the lectin pathway), which involves binding
to carbohydrates on lectins like mannan-binding lectin and
ficolins. A third pathway, the classical pathway, is mainly
known as the pathway for acquired immunity but even here
there are innate initiators, such as C-reactive protein (CRP)
or natural antibody.

Complement synergizes with phagocytic cells to
produce an acute inflammatory response

Activation of the alternative complement pathway with the
consequent splitting of very large numbers of C3 molecules
has important consequences for the orchestration of an
integrated antimicrobial defense strategy (Fig. 10.14). Large
numbers of C3b produced in the immediate vicinity of the
microbial membrane bind covalently to that surface and act
as opsonins (molecules that make the particle they coat more
susceptible to engulfment by phagocytic cells; see below).
This C3b, together with the C3 convertase, acts on the next
component in the sequence, C5, to produce a small fragment,
Cb5a, which, together with C3a, has a direct effect on mast
cells to cause their degranulation (Fig. 10.15). This results in
the release not only of mediators of vascular permeability,
but also of factors chemotactic for polymorphs (Table 10.3).
The circulating equivalent of the tissue mast cell, the basophil,
is also shown in Fig. 10.15.

The vascular permeability mediators increase the
permeability of capillaries by modifying the intercellular forces
between the endothelial cells of the vessel wall. This allows
the leakage or exudation of fluid and plasma components,

including more complement, to the site of the infection. These
mediators (Table 10.3) also up-regulate molecules such as
intercellular adhesion molecule-1 (ICAM-1) and E-selectin,
which bind to specific complementary molecules on the
polymorphs and encourage them to stick in stages to the
walls of the capillaries, a process termed ‘margination’.

The chemotactic factors, on the other hand, provide a
chemical gradient that attracts marginated polymorphs from
their intravascular location, through the walls of the blood
vessels, to the site of the C3b-coated bacteria that initiated
the whole activation process. Polymorphs have a receptor for
C3b on their surface, and as a result, the opsonized bacteria
adhere very firmly to the surface of these newly arrived cells.

The processes of capillary dilation (erythema), exudation of
plasma proteins and of fluid (oedema) due to hydrostatic and
osmotic pressure changes, and the accumulation of neutrophils
are features of the ‘acute inflammatory response’, and result
in a highly effective way of focusing phagocytic cells onto
complement-coated microbial targets.

The macrophage can also be stimulated by certain bacterial
toxins such as the lipopolysaccharides (LPS), by the action of
Cba, and by the phagocytosis of C3b-coated bacteria, to secrete
other potent mediators of acute inflammation, independently
of the mast-cell-directed pathway (Fig. 10.16).

C9 molecules form the ‘membrane attack complex;
which is involved in cell lysis
We have already introduced the idea that following the

activation of C3 the next component to be cleaved is C5;
the larger C5b fragment that results becomes membrane

Figure 10.14 The defensive strategy of the
acute inflammatory reaction initiated by

bad;num 1 initiation
C3b

9 <
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bacterial activation of the alternative -
complement pathway. Activation of the C3bBb
(3 convertase by the bacterium (1) leads to the
generation of C3b (2) (which binds to the
bacterium [3]), C3a and C5a (4), which recruit
mast cell (MC) mediators. These in turn cause
capillary dilation (5), exudation of plasma
proteins (6), and chemotactic attraction (7) and
adherence of polymorphs to the C3b-coated
bacterium (8). Note that C5a itself is also
chemotactic. The polymorphs are then
activated for phagocytosis and the final kill (9).




SECTION TWO - The adversaries — host defences

¢

Figure 10.15 Electron micrographs of mast cells and basophils. These show (A) the resting rat peritoneal mast cell with its electron-dense granules
(x6000) and (B) a granule in the process of exocytosis (x30000). The morphology of a circulating human basophil is shown in (C) which shows a
typical basophil with its deep violet-blue granules in a blood film stained with Wright's stain (x1500) and in (D) an electron micrograph shows the
ultrastructure of a basophil in guinea pig skin showing the nuclei (N) and characteristic randomly distributed granules (G) (x6000). ([A,B] Courtesy of

T.S.C. Orr; [C,D] Courtesy of D. McLaren.)

bound. This subsequently binds components C6, C7 and
C8, which form a complex capable of inducing a critical
conformational change in the terminal component C9. The
unfolded C9 molecules become inserted into the lipid bilayer
and polymerize to form an annular ‘membrane attack complex’
(MAC) (Figs 10.17,10.18). This behaves as a transmembrane
channel that is fully permeable to electrolytes and water;
because of the high internal colloid osmotic pressure of cells,
there is a net influx of sodium (Na*) and this frequently leads
to cell lysis.

Inflammasomes

Within the cytoplasm of phagocytes, special complexes of
cytoplasmic proteins called inflammasomes recruit and
activate critical enzymes such as caspases. The enzyme
caspase 1 cleaves a precursor molecule to produce the
cytokines IL-1oe and II-1B, which act synergistically with
TNFo. Different types of inflammasomes are activated by
different bacterial components, for example the NLRP3

inflammasome recognizes the PAMPs discussed above,
bacterial flagellin activates the NLRP4 inflammasome and
the AIM2 inflammasome senses cytoplasmic viral DNA.
Once activated, a form of proinflammatory cell death called
pyropoptosis occurs in which the cell swells up in size, lyses
and releases its cytoplasmic contents. Special proteins from
the gasdermin family are needed to induce this form of cell
death, which can release bacteria from macrophages that can
then be phagocytosed and killed by neutrophils. Of course
the inflammasomes themselves then have to be regulated,
through a series of regulator proteins.

Acute phase proteins

Certain proteins in the plasma, collectively termed ‘acute
phase proteins’, increase in concentration in response to early
‘alarm’ mediators such as the cytokines IL-1, IL-6 and TNF,
released as a result of infection or tissue injury. Many acute
phase reactants such as mannose-binding lectin and CRP
increase dramatically during inflammation (Fig. 10.19). Like
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Table 10.3 The major inflammatory mediators that control blood supply and vascular permeability or modulate cell movement

Inflammatory mediators

Mediator Main source

Actions

Histamine Mast cells, basophils

Increased vascular permeability, smooth muscle
contraction, chemokinesis

5-hydroxytryptamine (SHT —
serotonin)

Platelets, mast cells (rodent)

Increased vascular permeability, smooth muscle
contraction

Platelet activating factor (PAF)

Basophils, neutrophils, macrophages

Mediator release from platelets, increased vascular
permeability, smooth muscle contraction, neutrophil
activation

Interleukin-8 (IL-8, CXCL8)
and lymphocytes

Mast cells, endothelium, monocytes

Polymorph and monocyte localization

C3a Complement C3 Mast cell degranulation, smooth muscle contraction

C5a Complement C5 Mast cell degranulation, neutrophil and
macrophage chemotaxis, neutrophil activation,
smooth muscle contraction, increased capillary
permeability

Bradykinin Kinin system (kininogen) Vasodilation, smooth muscle contraction, increased

capillary permeability, pain

Fibrinopeptides and fibrin Clotting system

breakdown products

Increased vascular permeability, neutrophil and
macrophage chemotaxis

Prostaglandin E, (PGE,)
cells

Cyclo-oxygenase pathway, mast

Vasodilation, potentiates increased vascular
permeability produced by histamine and bradykinin

Leukotriene B, (LTB,)

Lipoxygenase pathway, mast cells

Neutrophil chemotaxis, synergizes with PGE; in
increasing vascular permeability

Leukotriene D, (LTD,) Lipoxygenase pathway

Smooth muscle contraction, increasing vascular
permeability

Other mediators are generated from the coagulation process. Chemotaxis refers to directed migration of granulocytes up the concentration gradient of the
mediator, whereas chemokinesis describes randomly increased motility of these cells.
(Reproduced from Male D, Brostoff J., Roth D.B,, Roitt I. Immunology, 7th edition, 2006. Mosby Elsevier, with permission.)

the professional phagocytes, both use pattern recognition
receptors to bind to molecular patterns on the pathogen
(PAMPs) to generate defensive effector functions. Other acute
phase reactants show more moderate rises, usually less than
fivefold (Table 10.4). This response involves a considerable
energy and resource cost for the host and these proteins have
a wide range of roles that include homeostatic roles as well
as pathogen defence. Acute phase proteins like CRP can be
used clinically as a marker of inflammation.

Other extracellular antimicrobial factors

There are many microbicidal agents that operate at short range
within phagocytic cells, but also appear in various body fluids
in sufficient concentration to have direct inhibitory effects on
infectious agents. For example, lysozyme is present in fluids
such as tears and saliva in amounts capable of acting against
the proteoglycan wall of susceptible bacteria. Other proteins
such as collectins bind to carbohydrates on microbial surfaces
(see Ch. 15). Whether agents that normally act over a short
range, such as reactive oxygen metabolites or TNFo,, can reach
concentrations in the body fluids that are adequate to allow
them to act at a distance from the cell producing them will
be discussed in Chapter 15.

Interferons are a family of broad-spectrum
antiviral molecules

Interferons (IFNs) are widespread throughout the animal
kingdom and are again discussed further in Chapter 15. They
were first recognized by the phenomenon of viral interference,
in which a cell infected with one virus is found to be resistant
to superinfection by a second, unrelated virus. Leukocytes
produce many different alpha interferons (IFNo), whereas
fibroblasts and probably all cell types synthesize IFNB. A
third type (IFNy) is made by natural killer (NK) cells and
other innate lymphoid cells (see below) as well as by the Th1
subset of T cells (see Ch. 15). When cells are infected by a
virus, they synthesize and secrete IFNs o and 3, which bind
to specific receptors on nearby uninfected cells. The bound
IFN exerts its antiviral effect by facilitating the synthesis of
two new enzymes, which interfere with the machinery used
by the virus for its own replication. The mechanism of action
of IFN is discussed more fully in Chapter 15; the net result is
to set up a cordon of infection-resistant cells around the site
of virus infection, so restraining its spread (Fig. 10.20). IFN
is highly effective in vivo, as supported by experiments in
which mice injected with an antiserum to murine IFN were
found to be killed by several hundred times less virus than



Figure 10.16 A role for the macrophage (Mg)
in the initiation of acute inflammation.
Stimulation induces macrophage secretion of
mediators. Blood neutrophils stick to the
adhesion molecules on the endothelial cell and
use them to provide traction as they force their
way between the cells, through the basement
membrane (with the help of secreted elastase)
and up the chemotactic gradient. During this
process they become progressively activated
by neutrophil-activating peptide 2 (NAP-2).
PGE,, prostaglandin E; LTB,, leukotriene By; IL-1,
interleukin-1; IL-8, interleukin-8; NAP-1,
neutrophil-activating peptide 1; PMN,
polymorphonuclear neutrophil; TNFor, tumour
necrosis factor alpha; ELAM-1, endothelial cell
leukocyte adhesion molecule 1; ICAM-1,
intercellular adhesion molecule 1.

Figure 10.17 Assembly of the C5b-9
membrane attack complex (MAC). (1)
Recruitment of a further C3b into the C3bBb
enzymic complex generates a C5 convertase,
which cleaves C5a from C5 and leaves the
remaining C5b attached to the membrane. (2)
Once C5b is membrane bound, C6 and C7
attach themselves to form the stable complex

C5b67, which interacts with C8 to yield C5b678.

(3) This unit has some effect in disrupting the
membrane, but primarily causes the
polymerization of C9 to form tubules traversing
the membrane. The resulting tubule is referred
to as a MAC. (4) Disruption of the membrane
by this structure permits the free exchange of
solutes, which are primarily responsible for cell
lysis.
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Figure 10.18 Electron micrograph of the membrane attack complex.
The funnel-shaped lesion (arrowed) is due to a human C5b-9 complex
that has been re-incorporated into lecithin liposomal membranes
(x234000). (Courtesy of J. Tranum-Jensen and S. Bhakdi.)
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Figure 10.19 Acute phase proteins, here exemplified by C-reactive
protein (CRP), are serum proteins that increase rapidly in concentration
(sometimes up to 100-fold) following inflammation induced by
infection (graph). They are important in innate immunity to infection.
CRP recognizes and binds in a calcium (Ca*)-dependent fashion to
molecular groups found on a wide variety of bacteria and fungi. In
particular, it uses its pattern recognition to bind the phosphocholine
moiety of pneumococci. The CRP acts as an opsonin and activates
complement with all the associated sequelae. Mannose-binding protein
reacts with not only mannose but also several other sugars, enabling it
to bind to a wide variety of Gram-negative and -positive bacteria,
yeasts, viruses and parasites, subsequently activating the complement
system and phagocytic cells. The structurally related ficolins typically
recognize PAMPs containing N-acetylglucosamine and can also activate
the lectin complement pathway.
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Figure 10.20 The action of interferon (IFN). A virus infecting a cell
induces the production of IFNo./ . This is released and binds to IFN
receptors on other cells. The IFN induces the production of antiviral
proteins, which are activated if virus enters the second cell, and
increased synthesis of surface MHC molecules, which enhance
susceptibility to cytotoxic T cells (see Ch. 11). NK, natural killer cell;
MHC, major histocompatibility complex.

Table 10.4 Acute phase proteins produced in response to
infection in the human

Acute phase reactant Function

Dramatic increases in concentration

C-reactive protein Fixes complement, opsonizes

Mannose-binding lectin Fixes complement, opsonizes

SpLA2 Kills Gram-positive bacteria

Serum amyloid A protein Unknown

Moderate increases in concentration

o, proteinase inhibitors Inhibit bacterial proteases

o, anti-chymotrypsin Inhibits bacterial proteases

o acid glycoprotein Unknown but binds many

drugs/lipophilic compounds

(3, C9, factor B Increase complement function

Ceruloplasmin O, scavenger

Fibrinogen Coagulation
Angiotensin Blood pressure
Haptoglobin Binds haemoglobin
Fibronectin Cell attachment
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Figure 10.21 Electron micrograph of an natural killer (NK) cell killing a
tumour cell (TC). NK cells bind to and kill IgG antibody-coated (see Fig.
10.13) and non-coated tumour cells. It is essential for the membranes of
the two cells to be in contact in order for the NK cell to deliver the ‘kiss
of death’ (x4500). (Courtesy of P. Lydyard.)

was needed to kill the controls. It should be emphasized,
however, that IFN seems to play a significant role in recovery
from, rather than prevention of, viral infections.

Natural killer cells attach to virally infected cells,
allowing them to be differentiated from normal cells

Viruses need to infect host cells to utilize the host cell’s
machinery in order to replicate. Clearly, it is in the interests
of the host to try to kill such infected cells before the virus
has had a chance to reproduce. NK cells are cytotoxic cells
that appear to have evolved to carry out just such a task.
These are large granular lymphocytes (LGLs) (Fig. 10.21)
that recognize virus-infected or stressed cells and allow
them to be differentiated from normal cells; this clever
discrimination is mediated by activating receptors on the
NK cells such as NKG2D, which recognize ligands on the
infected cell that are related to MHC class I molecules, and
inhibitory receptors which bind to MHC class I molecules on
normal cells, generating signals that counteract those from
the activating receptors. Activation of the NK cell results in
the extracellular release of its granule contents into the space
between the target and effector cells. These contents include
perforin molecules, which resemble C9 in many respects,
especially in their ability to insert into the membrane of the
target cell and polymerize to form annular transmembrane
pores, like the MAC. This permits the entry of another granule
protein, granzyme B, which leads to death of the target cell
by apoptosis (programmed cell death), a process mediated
by a cascade of proteolytic enzymes termed caspases, which
terminates with effector caspases that process the cell for
clearance including the ultimate fragmentation of DNA by
a Ca-dependent endonuclease (Fig. 10.22).

Subsidiary mechanisms that can activate the caspase
pathway include engagement of Fas on the target cell by
Fas ligand, and binding of tumour necrosis factor released
from the NK granules to surface receptors. TNF was first

NK cell nucleus

granules

nucleus <:l death signal

@ virally induced structures ﬂ membrane-bound perforin

target cell

@ granzyme B
® TNFo

O fluid phase perforin

“ NK cell receptor

Figure 10.22 Schematic model of lysis of virally infected target cell by
a natural killer (NK) cell. As the NK cell receptors bind to the surface of
the virally infected cell, and if signals from activation receptors exceed
those from the inhibitory receptors that recognize normal MHC class |
molecules, there is exocytosis of granules and release of cytolytic
mediators into the intercellular cleft. A calcium (Ca®*)-dependent
conformational change in the perforin enables it to insert and
polymerize within the membrane of the target cell to form a
transmembrane pore, which allows entry of granzyme B into the target
cell, where it causes programmed cell death (apoptosis). A back-up
cytolytic system using engagement of the Fas receptor with its ligand
(FasL) can also trigger apoptosis, as can binding of granule-derived
tumour necrosis factor alpha (TNFou) to its receptor. Unlike the
PRR-mediated activation of phagocytes by intracellular components —
so-called danger-associated molecular patterns (DAMPs) — released on
necrotic cell death typically caused by tissue trauma, burns and other
non-physiological stimuli, cells undergoing apoptotic death do not
activate the immune system because they express surface molecules
such as phosphatidyl serine, which mark them out for phagocytic
removal before they release their intracellular DAMPs.

recognized as a product of activated macrophages known
to be capable of killing certain other cells, particularly some
tumour cells.

Innate lymphoid cells (ILCs)

The NK cells discussed above are one of a group of ILCs
(Fig. 10.23). As we will see in Chapter 11, in many ways ILCs
duplicate the functions of the subsets of T cells; however,
they lack the specific antigen receptors expressed by T cells
and do not have pattern recognition receptors. Instead they
respond to tissue damage in terms of cytokines, alarmins and
inflammatory mediators secreted by myeloid or epithelial
cells. ILCs are derived from bone marrow precursors and,
apart from the circulating NK cells, are resident in the tissues
including skin, lung and intestine. There are three main groups
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prostaglandin D2
112 leukotriene D4 IL-23
IFNy IL-5, IL-13 IL-17, 1L-22

Figure 10.23 Innate lymphoid cells. There are three main groups of
innate lymphoid cells (ILC1, 2 and 3) that respond to different signals of
inflammation or tissue damage and that produce particular cytokines
including those illustrated. Natural killer cells are part of the group 1
ILCs. IFNY, interferon gammay; IL, interleukin.

of ILCs: Group 1 ILCs including NK cells make IFNYy, Group
2 ILCs make IL-5 and IL-13, and Group 3 ILCs make IL-17
and IL-22, although, as we will see later for T cells, there can
be some “plasticity” where exposure to particular cytokines
will alter the cytokines produced by ILCs.

Eosinophils act against large parasites

It takes little imagination to realize that professional phagocytes
are far too small to be capable of physically engulfing larger
parasites such as helminths. An alternative strategy, such as
killing by an extracellular surface attack of the type discussed
above would seem to be a more appropriate form of defence.
Eosinophils appear to have evolved to fulfil this role. These
polymorphonuclear relatives of the neutrophil have distinctive
cytoplasmic granules, which stain strongly with acidic dyes
(Fig. 10.24) and have a characteristic ultrastructural appearance.
The core of the granule contains a major basic protein (MBP),
while the matrix contains an eosinophilic cationic protein, a
peroxidase and a perforin-like molecule. Eosinophils have
surface receptors for C3b and when activated generate copious
amounts of active oxygen metabolites.

Many helminths can activate the alternative complement
pathway but, although resistant to C9 attack, their coating
with C3b allows adherence to the eosinophils through their
C3b surface receptors. Once activated, the eosinophil launches

Figure 10.24 The eosinophil granulocyte is capable of extracellular
killing of parasites (e.g. worms) by releasing its granule contents.

(A) Morphology of the eosinophil. This blood smear enriched for
granulocytes shows an eosinophil with its multilobed nucleus

and heavily stained cytoplasmic granules. Leishman's stain (x1800).
(B) Electron micrograph showing the ultrastructure of a guinea pig
eosinophil. The mature eosinophil contains granules (G) with central
crystalloids (x8000). ([A] Courtesy of P. Lydyard; [B] Courtesy of D.
MclLaren.)

its extracellular ammunition, which includes the release of
major basic proteins and the cationic protein to damage the
parasite membrane, with a possibility of a further ‘chemical
burn’ from the oxygen metabolites and ‘leaky pore” formation
by the perforins.
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Figure 10.25 Mobilization of defensive components of innate immunity. Microbes, either through complement activation or through direct effects
on macrophages (Mo), release mediators that increase capillary permeability to allow transudation of plasma bactericidal molecules, and
chemotactically attract plasma polymorphs from the bloodstream to the infection site. PMN, polymorphonuclear neutrophil.

« The innate system of immune defence consists of a
formidable barrier to entry, followed by a second line of
defence by phagocytes and circulating soluble factors.
Colonization of the body by normally non-pathogenic
(‘opportunistic’) microorganisms occurs whenever there
is a hereditary or acquired deficiency in any of these
functions.

«  There are mechanisms to recognize and respond to
pathogens in extracellular, cell surface and intracellular
compartments.

« The main phagocytic cells are polymorphonuclear
neutrophils and macrophages. Receptor-mediated
phagocytosis and vacuole fusion lead to oxygen-
dependent and oxygen-independent microbicidal
mechanisms.

. ‘Complement’ consists of a series of components that are
cleaved by enzymes in an amplifying cascade. The C3a
and C5a components bind to receptors on neutrophils
and monocytes as well as on basement membranes, but
also induce further cytokine release and cell and fluid
extravasation. As well as inducing inflammation,
complement components improve phagocytosis through
opsonization and can cause direct lysis of bacteria or cells
through punching holes in their membranes.

» Inflammation can also be initiated by tissue macrophages
as signalling by bacterial toxins, C5a or by C3b-coated
bacteria causes the release of TNFo, LTB,, PGE,, the

neutrophil chemotactic factor, IL-8, and a neutrophil-
activating peptide.

«  Other humoral defences include the acute phase proteins
such as CRP, and the type 1 IFNs, which can block viral
replication.

- Virally infected cells can be killed by NK cells, following
increased recognition by activation receptors that
overcomes inhibitory signals from normal MHC class |
recognition. NK cells are one of the group 1 innate
lymphoid cells, which are activated by IL-12. Group 2 ILCs
secrete IL-5 and IL-13, and group 3 ILCs secrete IL-17. ILCs
lack the ability to sense pathogens directly, but respond
to tissue damage and inflammation.

» Extracellular killing can also be effected by C3b-bound
eosinophils, which may be responsible for the failure of
many large parasites to establish a foothold in potential
hosts.

« Engulfment and killing by phagocytic cells is the
mechanism used to dispose of the majority of microbes,
and the mobilization and activation of these cells by
orchestrated responses such as the acute inflammatory
response (Fig. 10.25) is a key feature of innate immunity.
However, not every organism is readily susceptible to
phagocytosis or even to killing by complement or
lysozyme, which explains why the additional specificity of
the adaptive immune response is needed, which is
explored in Chapter 11.
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bring specificity

Introduction

Adaptive immune responses

How to recognize an extensive repertoire of foreign antigens in an efficient way

To protect us against pathogens, those that we have never been exposed to as well as those we have
met before, the immune system needs to be permanently on stand-by but in an effective and efficient
way. There are many instances where the cells and molecules of innate immunity are insufficient to
cope effectively with these infections, and a greater degree of specificity is needed. Cells that defend
us against different types of infections and that have specialized functions are needed. This is where
the antigen-specific T and B lymphocytes come to our defence.

However, the immune system faces the same challenge as many armies. How to defend the body
when it doesn’t know what the next threat will be or where an attack will be launched? Will it need
specialized marines, pilots or ground troops and where should they be based? It has solved this
dilemma by having cells recirculate through the body and by sending out signals to attract its troops

to the site of attack.

LYMPHOID TISSUES PRIMARY AND SECONDARY

The cells that provide the immune system with its exquisite
antigen specificity are lymphocytes (Fig. 11.1). When not
activated, T and B cells have a small rim of cytoplasm, and are
often referred to as ‘resting’. Once activated they become larger
and more granular, and are called lymphoblasts. Producing the
T and B cells that are needed is a more complex process than
the maturation of innate immune cells in the bone marrow.

Although resting T and B cells look similar, luckily, they
(and many other cell types) can be distinguished by the
surface antigens they express, often referred to as markers.
Most of these have been given CD numbers - CD stands for
‘cluster of differentiation’, a designation to allow antibodies
that recognize different epitopes on the same molecule to be
grouped together (Table 11.1).

The tissues of the immune system divide into those where
the lymphocytes develop - the primary lymphoid organs - and
the secondary lymphoid organs where immune responses are
initiated and where the mature cells wait while on stand-by
(Fig. 11.2).

Like the cells of the innate immune system, B lymphocytes
or B cells develop in the bone marrow (although chickens
have a specialized organ for this called the bursa of Fabricius).
Each mature B cell expresses antibody of one specificity
on its surface, formed by splicing different variable and
constant region genes together, and the first stages of these
gene rearrangements take place in the bone marrow. B cells
that recognize self-antigens are deleted at this stage as these
cells would only cause autoimmunity. The bone marrow also
contains the precursors of T lymphocytes or T cells. The
presence of these and many other precursor stem cells in
the bone marrow explains why bone marrow transplants

work so well to replace damaged cells. The bone marrow is
critical for both production and replacement of the cells of
the immune system.

Immature T cells have a specialized organ in which they
develop, called the thymus. The thymus carries out two
important roles, giving positive survival signals to immature
cells to keep them alive but also carrying out negative selection
to remove cells that might cause damage by recognizing
our own cells or “self’. T-cell maturation is therefore a more
complicated process than the production of a useful repertoire
of antigen recognition receptors in B cells.

Once the cells needed for innate and acquired immunity
are mature they circulate via the blood and lymph, which
also allows them to enter the specialized secondary lymphoid
organs such as spleen, lymph nodes and the lymphoid tissues
associated with the gut (gut-associated lymphoid tissue, GALT)
and the mucosa (mucosa-associated lymphoid tissue, MALT).
When needed, the cells of the immune system can reach
anywhere in the body particularly if there is inflammation.

The thymus is a highly specialized
organ producing mature T cells

In the thymus, T cells develop from immature pre-T cells
or thymocytes into mature T cells (Fig. 11.3). In the outer
cortex the immature thymocytes first receive maturation
signals including interleukin 7 (IL-7) produced by cortical
epithelial cells. They already express the main T-cell marker
antigen CD3 but now also start to express both CD4 and CDS,
two surface markers that will later identify the CD4 and CD8
T-cell subsets. If the thymus is absent, as in the congenital
DiGeorge syndrome in humans, or in nude (athymic) mice,
no mature T cells develop. The thymus decreases in size as
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Figure 11.1 Lymphocytes and plasma cells. (A) Small Band T
lymphocytes have a round nucleus and a high nuclear:cytoplasmic
ratio. (B) A large granular lymphocyte with a lower nuclear:cytoplasmic
ratio, an indented nucleus and azurophilic cytoplasmic granules. Fewer
than 5% of T helper cells, and 30-50% of cytotoxic T cells, 3 T cells and
natural killer (NK) cells have this morphology. (C) Antibody formed
when B cells differentiate into plasma cells, here stained with
fluoresceinated anti-human IgM (green) and rhodaminated anti-human
IgG (red) showing extensive intracytoplasmic staining. Note that plasma
cells produce only one class of antibody as the distinct staining reveals.
(A and B, stained with Giemsa, courtesy of A. Stevens and J. Lowe;

C, adapted from: Zucker-Franklin A. et al. [1988] Atlas of Blood Cells:
Function and Pathology, 2nd edn, Vol. 11, Milan: EE Ermes; Philadelphia:

Lea and Febiger.)
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Figure 11.2 Organized lymphoid tissue. Stem cells (S) arising in the
bone marrow differentiate into immunocompetent B and T cells in the
primary lymphoid organs. These cells then colonize the secondary

lymphoid tissues where immune responses are organized. MALT,
mucosa-associated lymphoid tissue; GALT, gut-associated lymphoid

tissue.

Table 11.1 Useful CD markers that can be used to identify different cell types

CD molecule

Cell expression

Function

polymorphs

CD3 (8, v, e-chains) AllT cells Signal transduction from T-cell antigen
receptor (TCR)

CD4 CDAT cells Binds to MHC I

CD8 (o, B-chains) CD8T cells Binds to MHC |

CD14 Monocytes/macrophages, dendritic cells, Binds LPS-LPS binding protein complex

CD160a. (FCRINA)

NK cells, macrophages

Fc receptor for IgG, phagocytosis, ADCC

CcD19 B cells B-cell activation

CD20 B cells B-cell activation?

CD25 (o-chain) Activated T and B cells; Tregs Binds IL-2

CD45R RA on naive T cells, RO on antigen- Splice variant of common leukocyte antigen
experienced/memory T cells (also on B cells)

CD69 Activated T cells, B cells, NK cells Early activation marker

CD158 (killer Ig-like receptor, KIR)

NK cells, T cell subset

Activation/inhibition of NK cells (interaction
with MHC 1)

CD15%a (NKG2D)

NK cells

Activation/inhibition of NK cells (interaction
with MHC 1)

CD206 (mannose receptor)

Monocytes/macrophages

Phagocytosis of microorganisms

CD, cluster of differentiation (antibodies that recognize the same chain or molecule); LPS, lipopolysaccharide; MHC, major histocompatibility class; NK, natural

killer; Treg, regulatory T cell.
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medulla

circulation

Figure 11.3 Structure and function of the thymus. The bi-lobed
thymus is subdivided into lobules by fibrous trabeculae. The most
immature thymocytes are found in the outer cortex, where gene
rearrangement to form the T-cell receptor (TCR) occurs. Following
positive and negative selection once in the medulla the T cells start to
express only CD4 or CD8, before entering the circulation via blood
vessels. CD, cluster of differentiation.

we age, but is still capable of producing some new T cells
in adults.

The next step involves complicated genetic rearrangements,
similar to those that occur in B cells as they differentiate
(see below). The repertoire or number of potential shapes
or antigens that need to be recognized by T cells is very
large but the T-cell receptor (TCR) repertoire is generated
in a very efficient way, by combining or splicing different
gene segments together, just as for the antibody molecule
described below. The alpha (cr)-chain contains variable (V),
and joining (J) gene segments that are combined with a
constant or C region (Fig. 11.4). The second beta (B)-chain
combines V, diversity (D) and ] gene segments as well as its
own C regions. Further diversity results from reading the D
segments of the B-chain in all three reading frames, and from
adding N and P nucleotides to the V-D and D-] junctions
of the a-chain and the V-] junctions of the -chain. A subset
of T cells expresses a Y0-TCR rather than an off-TCR, but
if the o-chain is expressed this results in the deletion of the
V3§ region, committing the cell to express an o}-TCR. Again
similar to the antibody molecule, the most variable regions
are in the complementarity-determining region hypervariable
loops on the o— and B-chains. But the TCR does have important
differences from immunoglobulin - it is not secreted, it does
not change its C regions, and there is no somatic mutation
to further increase the repertoire of antigens that can be
recognized.

Two further selection processes take place in the thymus.
First, only those T cells whose TCR can recognize self-major
histocompatibility complex (MHC) molecules presenting
self-peptides are given a survival signal in a process that
is called positive selection. Any T cells unable to recognize
antigens presented by the individual’s MHC molecules would
be useless and only occupy valuable space, so are better
deleted. A final step of maturation in the thymus involves
negative selection, through which any T cell whose TCR

alpha chain

beta chain

immature T cell

l

Vo Jo Co

B

VB DB JB CB

mature T cell

Figure 11.4 T-cell receptor (TCR) rearrangement. Rearrangements of
the gene segments for the o— and B-chains (or y— and 8-chains) of the
TCR is similar to that for the immunoglobulin heavy and light chains.
Spliced transcribed RNA codes for the individual o— and B-chains that
are expressed on the T-cell surface with specificity for a peptide
presented in the peptide-binding groove of MHC. The combination of
V, J and C gene segments for the o-chain and of V, D, J and C gene
segments for the B-chain provides even greater total diversity in
antigen recognition than for the immunoglobulin molecule.

binds too strongly to the self-MHC molecules are deleted
by apoptosis (programmed cell death) as these cells could be
dangerous, inducing autoimmunity (i.e. an immune response
against the body or self). From the combinations of gene
segments and chains there is a T-cell repertoire even larger than
that of the starting B-cell repertoire; however, this repertoire
does not expand further in the periphery owing to mutation,
as is the case for antibodies.

During these selection processes the T cells express the
signature T-cell antigen CD3, and are also positive for both
the CD4 and CDS8 antigens. In the medulla the T cells then
become either CD4 or CD8 positive and start expressing more
of the CD3 antigen. The T cells that enter the circulation are
mature CD3" T cells expressing a functional TCR and CD4 or
CD8. However, in immunology speak they are still ‘naive’ T
cells as they have not yet been activated by the signals they
receive when they recognize antigen presented by self-MHC.
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Figure 11.5 Recirculation of T and B cells. The lymphocytes move
through the circulation and enter the lymph nodes via the specialized
endothelial cells of the postcapillary venules (HEVs). They leave through
the efferent lymphatic vessels and pass through other lymph nodes,
finally entering the thoracic duct, which empties into the circulation at
the left subclavian vein (in humans). Lymphocytes enter the white pulp
areas of the spleen in the marginal zones; they pass into the sinusoids
of the red pulp and leave via the splenic vein. (Adapted from: Roitt, .M.,
Brostoff, J,, Male, D. [2002] Immunology, 6th edn. London: Elsevier
Science.)

The thymus medulla also contains structures called Hassall's
corpuscles, formed of epithelial cells whose function is still
not understood.

Once they are ready the naive T cells join the naive B
cells (and innate immune cells) in the blood. They can then
enter the secondary lymphoid organs (spleen, lymph nodes
and the mucosa and gut-associated lymphoid tissue) and
recirculate around the body through the lymphatic vessels
and the blood (Fig. 11.5). They can also enter other tissues.
And most importantly they can go to sites of infection and
inflammation when they are needed.

SECONDARY LYMPHOID ORGANS

Lymphoid organs like the lymph nodes and spleen are
compartmentalized into T-cell and B-cell areas. In the lymph
node B cells are found in B-cell follicles, surrounded by T-cell
zones where T cells respond to antigens brought there by
dendritic cells (Fig. 11.6). B and T cells both enter through
the high endothelial venules but are then directed to their
respective B- and T-cell zones by particular chemokines. T
cells express CCR7, which binds to CXCL19 and CXCL21
expressed by stromal cells in the T-cell regions. B cells are
attracted to the B-cell follicles where the CXCR5 on their
surface binds to CXCL13 on the surface of follicular dendritic
cells. The B-cell primary follicles develop into germinal centres
where B cells are activated and proliferate following antigen
stimulation; once they become mature plasma cells that secrete
large quantities of antibody they move into the medulla. In
the spleen B cells are again found in follicles, in this case in
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the white pulp, surrounded by T cells in an area called the
periarteriolar lymphoid sheath.

The mucosal-associated lymphoid tissue also contains foci
of lymphocytes in Peyer’s patches, where lymphocytes can
respond to antigens from the environment, and particularly
to the heavy bacterial load in the intestine, by producing IgA
antibodies for mucosal secretions. The lymphocytes that form
the MALT recirculate between these mucosal tissues using
specialized homing receptors (Fig. 11.7). There are further
fat-associated lymphoid clusters in the pleural, pericardial
and peritoneal cavities.

SUBSETS OF T CELLS

Just as there are subsets of innate lymphoid cells, subsets of
T cells also develop specialized functions.

T cells can be subdivided by function (for example as
helper, cytotoxic and regulatory T cells), and by production
of particular cytokines or cytotoxic mediators. CD4 T cells
are generally referred to as T-helper (Th) cells and CD8 T
cells as T-cytotoxic cells, although both CD4 and CD8 T cells
can have a variety of functions. The initial division of CD4
helper T cells into Th1 and Th2 T cells, making the defining
cytokines interferon gamma (IFNY) and IL-4 respectively,
has been expanded to include Th17 T cells making IL-17,
Th9 T cells making IL-9, and regulatory T cells (Treg) that
make the immunosuppressive cytokines transforming growth
factor-f (TGF) and IL-10 (Fig. 11.8). Another T-cell subset,
follicular helper T cells (Tfh) provides specialized help to
B cells. Further markers such as CD69 and CD25 identify
activated T cells, and finally more markers can distinguish
naive T cells (CD45RA+) from antigen-stimulated effector
cells or memory cells (CD45RO+) that will provide better and
faster protection if we meet the same infection again. Within
the cell there are signalling cascades and transcription factors
associated with these functions. As more sophisticated ways
of analysing individual T cells are developed, it has become
clear that the immune system does not always keep T cells
in these clearly defined subsets, and that T cells can show the
ability to change from one subset to another, a phenomenon
known as plasticity. This is presumably another way in which
the immune system can generate more T cells of the type it
needs to defend the body against a particular infection, as
and when they are needed.

Like CD4 T cells, CD8 T cells can make cytokines such as
IFNy and IL-4, but are also good at killing virus-infected ‘target’
cells. The CD8 T cell recognizes viral peptides derived from
cytoplasmic viruses that presented by MHC class I molecules
on the host cell surface. Once activated, the T cell can punch
holes in the infected target cell membrane using molecules
such as perforin with structural similarities to the C9 terminal
complement component. Natural killer (NK) cells can also
Kkill target cells using perforin. Other ways cytotoxic T cells
can kill include using granzyme, a molecule that is delivered
into the target cells but that can kill some pathogens directly,
and by inducing apoptosis (programmed cell death) through
Fas-FasL interactions (Fig. 11.9).

Why do we need so many types of T cell?

Firstly the immune system has to defend us from a range
of pathogens: bacteria, viruses and parasites. This requires
specialized immune cells, but within the complexity of all

83



CHAPTER
Adaptive immune responses bring specificity

subcapsular connective @
(A)  afferent g Marginal  tissue
lymphatics sinus capsule Secondary

follicle with

mantle of small IE @
B lymphocytes

and germinal
centre
medullary
cords

outer cortex
(B-cell area) @
paracortical

(T-cell area)

lymph
\

L. node artery
efferent L. node vein
lymphatics

mantle

SPLEEN .
germinal

centre

splenic arteriole 2
artery —
m T-cell area

/\%Q%Q -

N
~ \\ 7 splenic cords

marginal (E)

zone
(B-cell area)

venous sinusoids

©

@ TBM

Figure 11.6 Structure of a lymph node and spleen. (A) Diagrammatic representation of section through a whole lymph node. The cortex is
essentially a B-cell region where differentiation within the germinal centres of secondary follicles to antibody-forming plasma cells and memory cells
occurs. (B) Diagrammatic representation of spleen showing B- and T-cell areas. (C) Structure of a secondary follicle. A large germinal centre (GC) is
surrounded by the mantle zone (Mn). (D) Distribution of B cells in lymph node cortex. Immunochemical staining of B cells for surface
immunoglobulin shows that they are concentrated largely in the secondary follicle, germinal centre (GC), mantle zone (Mn), and between the
capsule and the follicle — the subcapsular zone (SC). A few B cells are seen in the paracortex (P), which contains mainly T cells. (E) Follicular dendritic
cells in a secondary lymphoid follicle. This lymph node follicle is stained with enzyme-labelled monoclonal antibody to demonstrate follicular
dendritic cells. (F) Germinal centre macrophages. Immunostaining for cathepsin D shows several macrophages localized in the germinal centre (GC)
of a secondary follicle. These macrophages, which phagocytose apoptotic B cells, are called tingible body macrophages (TBM). (Courtesy of A.
Stevens and J. Lowe; C-F reproduced from Male D, Brostoff J, Roth D.B,, Roitt I. Immunology, 7th edition, 2006. Mosby Elsevier, with permission.)
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Figure 11.7 Mucosa-associated lymphoid
tissue (MALT). Lymphoid cells which are
stimulated by antigen in Peyer’s patches (or the
bronchi or another mucosal site) migrate via
the regional lymph nodes and thoracic duct
into the bloodstream and thence to the lamina
propria (LP) of the gut or other mucosal
surfaces which might be close to or distant
from the site of priming. Thus lymphocytes
stimulated at one mucosal surface may
become distributed selectively throughout the
MALT system. This is mediated through specific
adhesion molecules on the lymphocytes and
the mucosal high-walled endothelium of the
postcapillary venules. (Adapted from: Roitt .M.,
Brostoff J., Male D. [2002] Immunology, 6th edn.
London: Elsevier Science.)
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Figure 11.8 CD4 T-cell subsets. CD4 helper T cells can develop into a
number of CD4 T-cell subsets in response to stimulation with particular
cytokines; using particular transcription factors and gene regulators
these T cells then produce particular cytokines that carry out distinct
functions. IFN, interferon; IL, interleukin; TGF, transforming growth factor;
Th, T-helper cell; Treg, regulatory T cell.

these subsets there is also redundancy where evolution has
resulted in not only Th2 CD4 T cells but also type 2 CD8 T
cells, but there are parallels in cytokine production between
the Th1l and Th2 subsets and innate lymphoid cell types ILC1
and ILC2 (Fig. 11.10).

ANTIBODY STRUCTURE AND FUNCTION

The antibody molecule is the B cell’s antigen recognition
molecule. The term ‘antigen” was given to the parts of foreign
microorganisms that were antibody generating. Antibodies are
expressed on the surface of the B cells where they can bind
to parts of an antigen directly, but they can also be secreted
by the B cell as soluble antibodies.

All antibodies have the same four-chain structure, with
two longer “heavy’ chains and two shorter ‘light’ chains

virally infected cell

viral gene

m:>

protein
@
e O

!

post-Golgi vesicle peptide fragments

Ao
% »

MHC complex |
molecule

T-cell receptor

activation ;
cytotoxic T cell

Figure 11.9 Cytotoxic T lymphocytes are activated when their specific
cell surface receptors recognize an infected cell by binding to a surface
MHC class | molecule that is associated with a peptide fragment
derived from a degraded intracellular viral protein. CD, cluster of
differentiation; MHC, major histocompatibility complex.

(Fig. 11.11). Their specificity is determined by the sequences
of three hypervariable regions on both the heavy chain and
the light chain that together form the Fab (or fragment antigen
binding) region. These hypervariable regions are also called
complementarity-determining regions, as their sequence is
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Figure 11.10 Parallels between the main CD4 T-cell
subsets and innate lymphoid cell (ILC) subsets. ILCT,
ILC2 and ILC3 cells use the same transcription factors
and produce similar cytokines to the CD4 Th1, Th2 and
Th17 subsets. Thus both ILCT and Th1 cells provide
protection against intracellular pathogens, ILC2 and
Th2 help with defence against helminths and ILC3 and
Th17 help with protection against fungi. Natural killer
(NK) cells can be grouped with ILC1; they also make
IFNy but do not depend on the transcription factor
T-bet. The ILC subsets develop from a precursor in the
bone marrow; the CD4 subsets develop from naive
CD4T cells. CD, cluster of differentiation; GATA, GATA
transcription factor; IFN, interferon; IL, interleukin; ROR,
RAR-related orphan receptor; Th, T helper.
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Figure 11.11 The structure of immunoglobulins. The basic structure of immunoglobulins is a unit consisting of two identical light polypeptide
chains and two identical heavy polypeptide chains linked together by disulphide bonds (black bars). Each chain is made up of individual globular
domains. Different antibodies have different V, and V,; domains, the highly variable regions of the light and heavy chains, respectively. This
hypervariability is confined to three loops on the V, and three on the V; domains. These make up the antigen-binding site (highlighted in red). In
contrast, the remaining domains (C;, C1, etc.) are relatively constant in amino acid structure. Cleavage of human immunoglobulin G (IgG) by pepsin
induces a divalent antigen-binding fragment, F(ab”), and a pFc” fragment composed of two terminal C,,;3 domains. Papain produces two univalent
antigen-binding fragments, Fab, and an Fc portion containing the Cy2 and Cy;3 heavy chain domains. Polymerization of the basic immunoglobulin
units to form IgM and IgA is catalysed by the J (joining) chain. The portion of the transporter (which transfers IgA across the mucosal cell to the

lumen) which remains attached to the IgA is termed the ‘secretory piece’



complementary to the antigen. The molecule has a flexible
hinge joint where the Fab region joins the constant or Fc
region. How strongly the single antigen-binding site binds
to the antibody defines the affinity.

Just as for the T-cell receptor, the chains of the antibody
molecule are put together by splicing variable, diversity,
joining and constant region gene segments together (Fig.
11.12). The heavy chains are formed from splicing V, D, J and
C region genes together, while the light chains have V, J and
C genes. All of this requires recombination signal sequences, a
number of enzymes and epigenetic changes to the chromatin.
This generates a huge repertoire of antibodies, enabling the
immune system to have antibodies able to recognize the many
pathogenic threats we may face.

The antigen-binding sites at the end of the two arms of
the antibody molecule recognize three-dimensional shapes
or antigens. These can be formed by the three-dimensional
shape of a molecule or a linear sequence of amino acids.
Antibodies can also recognize sugars, lipids and nucleic acids
as antigens - it is the shape that determines how well they
bind to, or recognize, an antigen. The strength of the binding
of the bivalent basic IgG antibody molecule (or the four-valent
secretory IgA or the ten binding sites of the pentavalent IgM
antibody molecule) defines the overall strength of binding
or avidity. High affinity and avidity binding is important to
prevent the antibody from dissociating from its antigen, as
this binding is not irreversible. During an immune response
the affinity of the antibodies made can increase owing to
somatic mutation in the Fab (variable) region and selection
of higher affinity antibodies.

Antibodies come in different classes and subclasses,
with different structures and functions

B cells initially make IgD, with two heavy and two light
chains, which is expressed on the surface of naive B cells.
The clever thing is that this basic antibody molecule can
retain its antigen specificity, but change its other properties
encoded in the sequence of the Fc region. This class switching
involves switching the constant or C regions of the heavy and
light chains, but fusing them to the same antigen-binding
sequences that give the antibody its antigen specificity.
Alternative splicing then combines the same Fab regions
with the Fc region for IgM, which forms a pentameric IgM
antibody that is particularly good at agglutinating bacteria
and binding complement, and then immunoglobulin G
(IgG). The IgG molecule itself comes in different subclasses,
with different functions (IgGl, IgG2, IgG3 and IgG4 in
humans). The bivalent secretory IgA molecules protect
mucosal surfaces and IgE antibodies help defend us against
helminth parasites as well as causing unwanted allergies
(Table 11.2).

The process of stimulating B cells to proliferate, so that
useful B-cell clones expand, with further increases in the affinity
of the antibodies they make, due to somatic hypermutation,
and class switching and differentiation of B cells into plasma
cells, takes place in the germinal centres of the lymph nodes
and spleen. Some memory B cells are also exported to provide
better protection against future attacks by the same pathogen,
as discussed in Chapter 12.

The antibody molecules themselves are part of a
‘superfamily” of molecules that include not only the antibodies,
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heavy chain genes

light chain genes

immature B cell
germline configuration of heavy and light chain DNA

differentiating B cell
with rearranged variable region receptor DNA

l

slgMm

immunocompetent B cell
spliced transcribed RNA codes for individual IgMm
monomer, which is expressed on the surface (slgMm)
and displays the unique specific binding site for antigen

Figure 11.12 Differentiation events leading to the expression of
unique slgM monomers on the surface of an immunocompetent B
lymphocyte. There are 45 germline V; genes encoding the major
portion of the variable region, with 23 minigene segments encoding
the D segment and 6 for the J region. As the cell differentiates, Vy, D
and J gene segments on one chromosome randomly fuse to generate
lymphocytes with a very wide range of individual heavy chain variable
domains. There are separate loci for the genes encoding the kappa and
lambda light chains. Variable region light chain domains are formed by
random V| to J recombination — there are 35 and 30 kappa and lambda
V genes with 5 and 4 J regions for each. Finally, the variable and
constant region genes, respectively, recombine to encode a single
antibody molecule which is expressed on the mature B-cell surface as
an slgM antigen receptor. When activated for antibody production, the
transmembrane segment of IgM, which normally holds the molecule
on the surface is spliced out at the RNA stage and the soluble form of
the IgM is secreted. Subsequently, heavy chain constant region gene
switching can occur to generate the various immunoglobulin classes,
IgG, IgA, etc. Leader sequences have been omitted for simplicity.
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Table 11.2 Biological properties of major immunoglobulin (Ig) classes in the human

Designation IgG IgA*® IgM IgD IgE
Major characteristics Most abundant  Protects external ~ Very efficient Mainly lymphocyte  Initiates inflammation
internal Ig surfaces against bacteria  receptor raised in parasitic

infections; causes
allergy symptoms

Valency” 1 1/2 5 1 1

Antigen binding SPar ++ aPar ++ ++

Complement fixation ++ - +++ + -

(classical)

Cross placenta ++ - - = -

Fix to homologous mast ~ — - - = ++

cells and basophils

Binding to macrophages +++ + - - +

and polymorphs

“Dimer in external secretion carries secretory piece; IgA dimer and IgM contain J-chains.

“Valency or number of four-chain molecules, each with two antigen-binding sites.
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Figure 11.13 Members of the immunoglobulin
N superfamily. A number of important molecules
including the immunoglobulins and the T-cell
receptor have a similar overall structure containing

ccC ccC C C ccC

¢ KIR
N a number of domains with B—pleated sheets held
C together by disulphide bonds. All these V and C
c fo domains originally evolved from a single gene
precursor. CD, cluster of differentiation; ICAM,
C C intercellular adhesion molecule-1; KIR, killer Ig-like
receptor; MHC, major histocompatibility complex;
C C TCR, T-cell receptor.
1
C C

the T-cell receptor and MHC molecules but also a number of
other molecules found in the plasma membranes of the cell,
that also have similar domain structures and transmembrane
portions (Fig. 11.13).

Subsets of B cells

There are also subsets of B cells. The main B-cell subset
responsible for the most effective antibodies, that undergoes
both class switching and somatic mutation of the antibodies
they make, are the follicular B cells, but these require “help’
from T cells, which will be discussed further in Chapter
12. These B cells can develop into plasma cells, and into
memory B cells (see Fig. 12.9). Marginal zone B cells can
respond to antigens without help from T cells, but produce
only short-lived plasma cells; similar B-1 cells are found in
mucosal tissues. These B cells derive from precursors in the
liver rather than the bone marrow.

RECIRCULATION OF T AND B CELLS

Naive T and B cells can move from the thymus and the bone
marrow into the secondary lymphoid organs where they are
activated, while activated effector T and B cells can migrate into
tissues and to sites of inflammation and tissue injury. Migration

requires adhesion to endothelial cells in the post-capillary
venules. Adhesion needs selectins, adhesion molecules that
bind carbohydrates, and integrins, a larger family of 30
adhesion molecules. Naive T and B cells use L-selectin and
the integrin leukocyte function associated antigen 1 (LFA-1) to
reach the secondary lymphoid organs (naive T cells also use
LFA-4). To enter sites of inflammation and infection, effector
and memory T cells use LFA-1, very late antigen 4 (VLA-4) and
the integrin o.B;, while the tissue-homing central memory T
cells also use L-selectin to enter tissues. The ligand for LFA-1 is
intercellular adhesion molecule 1 (ICAM-1), which is expressed
on cytokine-activated endothelial cells. VL.A-4 binds to vascular
cell adhesion molecule 1 (VCAM-1) (Table 11.3). Some T cells
remain in tissues once there, as tissue-resident T cells; for
example memory T cells for Epstein-Barr virus (EBV) are
retained in the tonsils by local production of the cytokine IL-15
that down-regulates the sphingosine-1-phosphate molecule
they need to exit the tonsil.

Chemokines also play a key role in attracting T and B cells
to the right place. Naive T cells are directed to the T-cell areas
of lymphoid organs by the chemokines CCL19 and CCL21,
which bind to CCR7 on the naive T-cell surface. B cells are
attracted into the white pulp in the spleen and into germinal



Table 11.3 Important adhesion molecules
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Family Molecule Distribution Ligand Cell types bound
Selectins L-selectin Neutrophils, monocytes, naive and Sialyl Lewis X Endothelium
central memory T cells, naive B cells
E-selectin Activated endothelium Sialyl Lewis X Neutrophils, monocytes, effector
and memory T cells
P-selectin Activated endothelium Sialyl Lewis X Neutrophils, monocytes, effector
and memory T cells
Integrins LFA-1 Neutrophils, monocytes, naive and ICAM-T1, ICAM-2 Endothelium*
central memory T cells, naive B cells
Mac-1 Neutrophils, monocytes, dendritic cells ICAM-1, ICAM-2 Endothelium*
VLA-4 Monocytes, T cells VCAM-1 Endothelium*
o, Monocytes, gut-homing T and B cells VCAM-1, MadCAM-1 Gut endothelium

*Up-regulated when activated by cytokines.

ICAM, intercellular adhesion molecule; LFA, leukocyte function-associated antigen; VCAM, vascular cell adhesion molecule; VLA, very late antigen.

centres by the chemokine CXCL13, which binds to CXCR5
on the B-cell surface. Mature plasma cells move out of the
lymphoid organs and enter particular tissues based on the
antibody they produce, for example, IgA-producing plasma
cells move to mucosal sites as they express the integrin o.3;,
and the chemokine receptors CCR9, and CCR10, which bind
to MadCAM-1, CCL25, and CCL28 on mucosal epithelial cells.

+  The lymphoid system has primary lymphoid organs, the
thymus and bone marrow, where the T and B cells
develop, and secondary lymphoid organs such as the
lymph nodes and spleen, where the mature T and B cells
are activated to carry out their functions.

» The cells of the immune system recirculate through the
body in the blood and lymph, and are attracted to sites
of infection by mechanisms that sense pathogens and
markers of inflammation.

« The cells of the adaptive immune system, the T cells and
B cells, are antigen specific — each T cell or B cell has a
single receptor on its surface that recognizes antigen.
These antigen receptors are made up of splicing a
number of gene segments together, allowing a large
repertoire of antigens to be recognized.

As well as this increased adhesion and attraction to
lymphoid tissues, T and B cells are also attracted to sites
of inflammation and infection by chemotaxis in response to
signals alerting the body that there are invaders about, or
that tissue damage is occurring, as for the cells of the innate
immune system.

« T cells recognize only antigens presented in the groove
of an MHC molecule by an antigen-presenting cell,
whereas the antibody that forms the antigen recognition
molecule on a B cell can recognize and bind to free
antigen or to whole pathogens.

« There are subsets of both T cells and B cells that carry out
specialized functions; some of these functions are similar
to those seen in the cells of the innate immune system.

- Once the body has its armies of antigen-specific T cells
and B cells as well as the cells of the innate system, it is
ready to defend us against a range of pathogens in an
efficient and effective way.
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Introduction

Cooperation leads to effective
iImmune responses

Once the immune system has a full arsenal of innate and antigen-specific adaptive immune responses
at its disposal, it needs to exploit these effectively in defending the body against pathogens. To deliver
a protective immune response the various players have to work together. Antigens are ‘presented’ to T
cells by professional antigen-presenting cells (APCs), more than one signal is needed to activate T cells,
and although B-cell activation is simpler, it also requires cascades of intracellular events. Activated
effector cells can act directly through cell-to-cell contact to kill an infected cell, but also produce
soluble cytokines as messengers that act on other cells. And once the immune response has
successfully dealt with an invader, it needs to be shut down. This chapter will discuss the many ways in
which the cells of the innate and adaptive immune system, and their products, interact to provide

effective immunity against infections.

COOPERATION MEANS GREATER EFFICIENCY

Antibodies on their own can serve useful functions, such
as blocking the activity of toxins, but combining antibodies
with the phagocytes of the innate immune system delivers
more effective phagocytosis through opsonization. Additional
activation of the complement system will further enhance
removal of pathogens, and result in beneficial inflammation
and lysis of infected cells.

T cells recognize processed antigen presented by
antigen-presenting cells, unlike the B cells that can recognize
free antigen or antigens on the surface of a pathogen.
Nevertheless to deliver effective antibody responses, T
cells need to provide ‘help’ to B cells, through a specialized
subset of T follicular helper cells. Subsets of CD4 T helper
cells also provide help to cytotoxic CD8 T cells, and can
activate macrophages, making them more effective at killing
intracellular organisms. Many of these interactions involve
cell-to-cell contact and signalling but others are mediated
by cytokines delivered into the cell-cell contact zone or
immunological synapse.

As both T cells and B cells have antigen-specific receptors,
they can be increased in number as required through
clonal expansion. Although the rapid expansion of large
numbers of antigen-specific T and B cells is beneficial, once
the infection has been dealt with an excess of these cells
would only occupy valuable space, and so the numbers
are reduced by apoptosis. In case we are threatened by the
same pathogen again, the immune system maintains highly
specialized elite troops on standby - these antigen-specific
memory cells are ready to be deployed but are already
trained to kill or to secrete antibodies or cytokines. Finally,
all these troops must be kept from getting out of control, so
regulatory T cells and mechanisms of immune suppression are
needed.

OPSONIZATION BY ANTIBODY ENHANCES
PHAGOCYTOSIS AND LEADS TO
COMPLEMENT ACTIVATION

Although antibodies can by themselves carry out useful
functions such as blocking toxins from binding to their
receptors, they work best when cooperating with phagocytes.
Opsonization of a microbe when antigen-specific antibodies
bind to its surface antigens will make it easier for the phagocyte
to phagocytose the microbe. The Fc portion of the antibody
molecule can bind to Fc receptors expressed on the phagocyte
(Fig. 12.1). As noted in Chapter 11, some antibody classes and
subclasses are good at activating the complement cascade,
and additional opsonization with C3b, which then binds to
the C3b receptor, further enhances phagocytosis (Fig. 12.2).
Antibody-coated bacteria can also bind complement leading to
lysis. The combined presence of complement and antibodies
has a dramatic effect on survival of extracellular bacteria (Fig.
12.3). This illustrates how the innate and adaptive immune
systems work together to deal with the removal of microbes.

BENEFICIAL INFLAMMATORY REACTIONS CAN
ALSO BE ENHANCED BY ANTIBODIES

As well as increasing the rate of removal of pathogens,
antibodies and complement enhance inflammation, with release
of cytokines from macrophages. Activation of complement, as
well as certain proinflammatory cytokines and mediators such
as chemokines, increases vascular permeability, thus enabling
greater numbers of circulating monocytes as well as other
leukocytes to access the site of an infection. Other cytokines
will attract and activate neutrophils. Adhesion molecules will
then enhance binding to the vascular endothelium.

Mast cells express receptors for IgE antibodies. Cross-linking
of these receptors will result in signalling and mast cell
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Figure 12.1 The binding of a microbe to a phagocyte by more than
one antibody cross-links the antibody (Fc) receptors on the phagocyte
surface and triggers phagocytosis of the microorganism, which is
engulfed by the extending cytoplasmic projections.
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Figure 12.2 The antibody adaptor molecule. Antibodies (anti-foreign
bodies) are produced by host lymphocytes on contact with invading
microbes, which act as antigens (i.e. generate antibodies). Each
antibody (see Fig. 11.11) has a recognition site (Fab) enabling it to bind
antigen, and a backbone structure (Fc) capable of some secondary
biological action such as activating complement and phagocytosis.
Thus, in the present case, antibody bound to the microbe activates
complement and initiates an acute inflammatory reaction. The C3b
generated fixes to the microbe and, together with the antibody
molecules, facilitates adherence to Fc and C3b receptors on the
phagocyte and thence microbial ingestion.

degranulation, also leading to increased polymorph chemotaxis
and vascular permeability (Fig. 12.4).

ACTIVATION OF T CELLS INVOLVES
ANTIGEN-PRESENTING CELLS AND ADDITIONAL
CO-STIMULATORY SIGNALS

Once a T cell is mature, it enters the circulation, expressing a
T-cell receptor (TCR) on its surface. This receptor is designed
to recognize antigen, or rather short linear peptides, presented
in the groove of a major histocompatibility complex (MHC)
molecule. The peptides are ‘presented” to the T cells by highly
efficient professional antigen-presenting cells called dendritic
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Figure 12.3 The slow rate of phagocytosis of uncoated bacteria
(innate immunity) is increased many times by acquired immunity
through coating with antibody and then C3b (opsonization). Killing may
also take place through the C5-9 terminal complement components.
This is a hypothetical but realistic situation; the natural proliferation of
the bacteria has been ignored.
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Figure 12.4 Degranulation of mast cells by interaction of microbial
antigen with specific antibodies of the IgE class, which bind to special
receptors on the mast cell surface. The cross-linking of receptors caused
by this interaction leads to the release of mediators, which induce an
increase in vascular permeability and attract polymorphs (i.e. they
provoke an acute inflammatory reaction at the site of the microbial
antigen).
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Figure 12.5 Migration and maturation of
interdigitating dendritic cells (IDC). The
precursors of the IDCs are derived from bone
marrow stem cells. They travel via the blood to
non-lymphoid tissues. These immature IDCs
(e.g. Langerhans cells in skin) are specialized for
antigen uptake. Subsequently, they travel via
the afferent lymphatics to take up residence
within secondary lymphoid tissues, where they
express high levels of major histocompatibility
complex (MHC) class Il and co-stimulatory
molecules such as B7. These cells are highly
specialized for the activation and differentiation
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of naive T cells which are effected through
three signals: (1) T-cell receptor (TCR) binding
to MHC/peptide complex, (2) B7-CD28
co-stimulation and (3) cytokine release.
(Reproduced with minor additions with
permission from: Roitt .M., Delves PJ. [2001]
Roitt’s Essential Immunology, 10th edn. Oxford:
Blackwell Science.)
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cells (Fig. 12.5) within the T-cell areas of the secondary
lymphoid organs. The dendritic cells found in lymphoid organs
express greater numbers of the MHC molecules on their surface
compared with those found resident in tissues. The dendritic
cells also need to be good at providing co-stimulatory signals
(see below). Macrophages and even B cells can also present
antigens to T cells, but although macrophages are better at
phagocytosis than dendritic cells, both macrophages and
B cells have lower expression of MHC and co-stimulatory
molecules than do the dendritic cells in lymphoid tissues,
although following activation this can be increased.

CDA4 T cells recognize and respond to peptides presented by
MHC class Il molecules, that are derived from the degradation
of proteins from phagocytosed organisms; the CD8 T cells
recognize peptides derived from antigens in the cytoplasm that
are presented by MHC class I molecules. The peptide-binding
cleft or groove of the MHC class I molecule is closed at the
ends and so binds only short peptides of 8-9 amino acids in
length (Fig. 12.6), whereas the MHC class II molecules have
clefts that are open at the ends so the peptides can be up
to 30 amino acids long. These MHC molecules are highly
heterogeneous and so some people will respond well to some
peptides and others weakly or not at all (leaving what is
called a ‘hole’ in their antigen-recognition repertoire). But
before there can be an immune response, the peptides have
to be loaded into the grooves of the MHC molecules.

Organisms that are phagocytosed, or antigens that are
endocytosed (taken up into membrane bound endosomes)
are degraded following fusion with lysosomes. The MHC
class II molecules are found in a special type of endosome
that also contain other key molecules needed to help transfer
foreign peptides into the MHC class II groove. First, the
invariant chain that has been occupying the groove must
be removed, through initial degradation to form a shorter
CLIP peptide and then exchanged for the foreign peptide

by a peptide exchanger molecule called HLA-DM. Fusion
of the two types of endosome, those containing the foreign
peptides and those with the MHC molecules, results in suitable
foreign peptides occupying the MHC class II groove. The
ends of the MHC class II groove are open so any peptide
that hangs out from the ends can be trimmed to a final length
of 13-30 amino acids. The MHC class II molecule is then
cycled out to be expressed on the surface of the cell. Simple
really!

To be presented in the groove of the MHC class I molecule,
antigens must first get into the cytoplasm of the cell. There they
are degraded by a special organelle called a proteasome. Next a
transporter - imaginatively called “transporter associated with
antigen processing’ or TAP - is needed to get the peptides to
where the MHC class I molecules are located within the lumen
of the endoplasmic reticulum. MHC I molecules with empty
grooves are selected by a molecule called tapasin, and once
the peptide has bound into the MHC I groove, the molecule
is ready to begin its journey to the cell surface through the
Golgi region and via exocytic vesicles. As the MHC class I
molecule has a groove with closed ends, only peptides of
eight to nine amino acids will fit comfortably.

The MHC antigens or human leukocyte antigens (HLA)
are highly variable, so different individuals can respond to
or recognize different peptide antigens. So although MHC
tetramer reagents can be made containing four copies of
particular labelled MHC class I molecule binding a specific
antigen, and used to stain antigen-specific CD8 T cells, only
T cells from those with that MHC type will bind the tetramer.
Tetramers with MHC class II antigens are more complex to
make as there are two variable MHC chains.

T cells need additional signals for activation

If a CD4 or CD8 T cell recognizes the peptide MHC complex
on the surface of an antigen-presenting cell, often referred
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Figure 12.6 Class | and class Il major histocompatibility complex (MHC) molecules. (A) Diagram showing domains and transmembrane segments;
the o-helices and B-pleated sheets are viewed end-on. (B) Side view of human class | molecule (HLA-A2) based on X-ray crystallographic structure
showing the cleft and the typical immunoglobulin folding of the o3 and B,-microglobulin (B,m) domains (four antiparallel B-strands on one face and
three on the other). The strands making the B-pleated sheet are shown as thick grey arrows in the amino to carboxy! direction, a-helices are
represented as helical ribbons. The inside facing surfaces of the two helices and the upper surface of the B-pleated sheet form a cleft which binds
the peptide. (C) Top view of a peptide bound tightly within the MHC class | cleft, in this case peptide 309-317 from HIV-1 reverse transcriptase bound
to HLA-A2. This is the 'view’ seen by the combining site of the T-cell receptor described below. ([B] Adapted from: Bjorkman, PI. et al. [1987] Nature;
329:512, with permission. [C] Based on Vignali, D.AA,, Strominger, J.L. [1994] The Immunologist; 2:112, with permission.)

to as its cognate antigen, this provides the first signal for
T-cell activation. However a second signal is also required,
delivered by the binding of a molecule called CD28 on the
T cell to a molecule called B7 on the antigen-presenting cell.
If both signals are sent, then T-cell activation results, helped
by T-cell expression of CD40 interacting with CD40L on the
antigen-presenting cells and leading to additional cytokine
release from the DC. T-cell activation involves a cascade of
intracellular enzymes. The T-cell receptor itself does not have

a cytoplasmic tail capable of delivering such signals - instead
signalling occurs through the associated gamma (7), delta (3),
epsilon (¢) and zeta (§) chains of the CD3 molecule. Such
signalling involves the phosphorylation of protein kinases,
and for TCR signalling through the CD3-chains there are
immunoreceptor tyrosine-based activation motifs (ITAMs)
available for tyrosine phosphorylation. ITAMs consist of two
copies of the sequence [tyrosine —any amino acid —any amino
acid —leucine]. Sometimes the kinase enzymes associate with
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Figure 12.7 The T-cell receptor on af3-T cells consists of an

o- and a B-chain each composed of a variable (V) and a
constant (C) domain resembling the immunoglobulin Fab
antigen-binding fragment in structure. The highly variable
(complementarity-determining) regions (CDRs) on the variable
domains contact the major histocompatibility complex
(MHC)—-peptide antigen complex. This produces a signal which
is transduced by the invariant CD3 complex composed of ¥-, 8-,
¢€- and £- or n-chains, through their cytoplasmic immune
receptor tyrosine-based activation motifs (ITAMs) which contact
protein tyrosine kinases. y8-T cells (see below) have receptors
composed of yand 8-chains as indicated in the figure.

CD, cluster of differentiation.

ITAMS

the intracellular portion of a co-receptor such as the CD4
o-chain, or the CD8 o— and B-chains (Fig. 12.7).

The molecular interactions between the T cell and the
antigen-presenting cell take place within a contact zone
known as the immunological synapse, where lipid rafts help
bring the molecules on the two cells together. The central
zone of the synapse that contains the TCR and associated
co-receptors is called the central supramolecular activation
cluster, surrounded by a peripheral area that contains adhesins.
Cytokines are also secreted directly into this synapse.

The immunoglobulin molecule on the surface of a B cell is also
unable to signal directly and is also associated with two invariant
chains called immunoglobulin alpha (Igo) and immunoglobulin
beta (Igf) that contain ITAMs. For natural killer (NK) cells that
lack both CD3 and immunoglobulin on their surface, signalling
occurs through their own ITAM-containing DAP12 protein.

Complex intracellular signalling cascades follow the
phosphorylation of ITAMs

T cells use a particular kinase Lck to phosphorylate the
ITAMs of the T-cell receptor complex. Next the tyrosine
kinase ZAP-70 binds to the phosphorylated ITAMs leading
to activation of phosphatidinol inositol. The following steps
are even more complex - involving enzyme scaffold proteins,
adaptor molecules such as LAT and a host of enzymes - but
the end result is the production of transcription factors such as
nuclear factor of activated T-cells (NFAT) and nuclear factor
kappa B (NFkB), and changes in metabolism, Ca*, adhesion
properties and cytoskeletal reorganization - leading to cell
activation and ultimately cell division.

T cells with a y3 TCR and other invariant T cells

A smaller family of T cells have a TCR with y— and §-chains
rather than the usual of}-TCR. These y3-T cells recognize

non-protein antigens including phosphorylated molecules and
lipids, presented by CD1 molecules that lack the diversity
seen in the classical MHC I molecules. Other invariant T cells
are found in the mucosa, called mucosal-associated invariant
T cells, (Tmait), that recognize vitamin D metabolites from
bacteria and fungi presented by MRI1, another invariant
MHC-like molecule.

Superantigens stimulate too many T cells

Some ‘superantigens’ can stimulate any TCR expressing
particular families of VB genes directly, independently
of their antigen specificity, activating up to 20% of all T
cells. Staphylococcal enterotoxin B can do this, leading to
extensive T-cell activation and a ‘cytokine storm” due to the
excessive cytokine release that results. Both T cells and B
cells can also be stimulated non-specifically by mitogens, for
example the red-kidney-bean-derived phytohaemagglutinin
or concanavalin A for T cells and pokeweed mitogen for B
cells. These mitogens can be useful tools for immunologists
but are best avoided in real life, which is why it is important
to boil uncooked red kidney beans well!

CLONAL EXPANSION

Each T cell and B cell expresses its own antigen receptor,
either a TCR or an Ig molecule. Clonal expansion enables
a large increase in the numbers of antigen-specific T or B
cells. A lymphocyte expressing a receptor for a particular
antigen or part of that antigen (the epitope) are activated
as described above, leading to clones of cells with the same
receptor (and the same function) (Fig. 12.8). Although some
bystander proliferation of non-antigen-specific cells occurs
through the release of cytokines such as IL-2 that act as growth
factors, clonal expansion is a very effective way of producing
enough of the right sort of cells on demand.
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Figure 12.8 Generation of a large population of effector and memory
cells by clonal proliferation after primary contact of B or T cell with
antigen. A fraction of the progeny of the original antigen-reactive
lymphocytes becomes non-dividing long-lived memory cells, whereas
the others become the effector cells of humoral or cell-mediated
immunity. Memory cells provide a large pool of antigen-specific cells
that are activated more easily than naive T or B cells.

The principle of clonal expansion can be used to generate
a clone of T cells expressing the same TCR. The T-cell clone
must be stimulated by antigen presentation of the epitope
it recognizes, as well as growth factors such as IL-2 and
IL-7, but can be maintained in tissue culture without being
immortalized by fusion with a tumour cell or transformed
by infection with a tumour virus.

ANTIBODY PRODUCTION INVOLVES A SERIES
OF STEPS WITHIN THE GERMINAL CENTRE

To make an effective antibody response is a complicated
process! First, the antigen-specific B cells needs to be activated
and to proliferate. However, whereas all the daughter clones of
a particular T cell will express exactly the same TCR, somatic
mutation in the immunoglobulin genes leads to antibodies of
greater affinity, as well as switching of the class and subclass

SECTION TWO . The adversaries — host defences

of antibody made by the B cell (Fig. 12.9). An enzyme called
activation-induced cytidine deaminase (AID) drives the
development of somatic mutations in the immunoglobulin
V region genes of germinal centre B cells, and also initiates
isotype switching.

T-cell help for antibody production

Within germinal centres in the secondary lymphoid organs,
T-cell help is needed for effective B-cell development and to
help the affinity maturation of the antibodies produced (Fig.
12.10). The specialized T cells providing this help are called
follicular helper T cells (Tth). The Tfh respond to IL-6 and
chemokines such as CXCL13 and move into the germinal
centre; IL-6 activates the STAT 3 transcription factor and then
the transcription factor Bcl-6. Contact between the Tfh and the
B cell involves co-stimulatory molecules such as CD28 as well
as through the TCR/MHC but B-cell help is also mediated
by IL-4 and IL-21 secreted by the Tfh. IL-21 is particularly
important in promoting the proliferation of B cells and their
differentiation into plasma calls that produce large quantities
of antibody.

Tth cells seem to be very permissive for viral production in
early HIV infection; they are reduced in number as infection
progresses, but are maintained in those individuals (called
elite controllers) who control their HIV infection without
progression.

Sometimes B cells can make antibodies
without T-cell help

Some antigens, called T-independent antigens, can stimulate
B cells to make antibodies directly, without help from T cells.
Just as T cells expressing TCRs with different specificities can
be activated by superantigens, B cells expressing different
immunoglobulins can also be activated by polyclonal
activators called thymus-independent or TI-1 antigens such
as lipopolysaccharide (LPS) or bacterial DNA, that activate
the B cell via Toll-like receptors - in effect acting as B-cell
mitogens (Fig. 12.11). These thymus-independent antigens do
not induce affinity maturation or B-cell memory responses.

A second type of T-cell independent antigen has repeating
determinants such as those found on the polysaccharide
capsules of some bacteria. These are presented to marginal
zone B cells by marginal zone macrophages in the spleen
or to B cells by macrophages in the subcapsular sinus of
lymph nodes. The repeating determinants cross-link the
immunoglobulins on the B cell, leading to B-cell activation.
But again, the antibody response is not optimal as mainly
IgM antibody is produced.

Monoclonal antibody technology exploits clonal
expansion and transformation to produce large
quantities of monoclonal antibodies

B cells are harder to maintain in culture than T cells, but
fusing an individual B cell to a myeloma cell will result in
a clone of transformed B cells, producing antibody of one
specificity, called monoclonal antibodies (Fig. 12.12, Box 12.1).
Monoclonal antibodies are now widely used in medicine, for
example to block cytokines such as tumour necrosis factor
alpha (TNFa) (see Fig. 15.8). The monoclonal antibody can
also be ‘humanized’ through inserting the critical antigen
recognition CDR regions into the basic structure of a human
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Figure 12.9 Structure and function of the
p— germinal centre. One or a few B cells in the
gcentre dark zone proliferate actively. This proliferation
leads to clonal expansion and is accompanied
. : : _ by somatic hypermutation of the
somatic | selection | differentiation | immunoglobulin V region genes. B cells with
hypermutation 200 the same specificity, but various affinities, are
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Figure 12.10 The mechanism by which T-helper (Th) cells are primed and then stimulate B cells to synthesize antibody to T-dependent antigens
with the help of the cognate co-stimulatory pairs B7/CD28 and CD40L/CDA40. See text for a detailed description of the sequence of events. Ag,

antigen; APC, antigen-presenting cell; CD40L, CD40 ligand; MHC, major histocompatibility complex.
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Figure 12.11 B-cell activation by T-independent antigens. Some
antigens can directly activate the B cells, other with repeating structures
cross-link specific antibodies on the B-cell surface. Ig, immunoglobulin.
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antibody. Some of the uses of monoclonal antibodies in
diagnosis and in immunotherapy are described in Chapters
32 and 36 respectively.

CYTOKINES PLAY AN IMPORTANT PART IN
THESE CELL-CELL INTERACTIONS

As seen above, to make an effective T-cell or antibody response
requires cooperation between cells of different types. In
addition to direct cell-cell contact that triggers signalling
cascades, cytokines can be secreted into the contact zone or
immunological synapse between the cells. Cytokines that are
secreted by one cell can act as a molecular messenger on
the cell itself in an autocrine manner, but most often act on
another cell in a paracrine reaction. The antigen-presenting cell
delivers cytokines such as IL-12 to the CD4 T cell; the T cell
itself secretes growth factors such as IL-2, and cytokines that
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Figure 12.12 Production of monoclonal antibodies. Mouse spleen
cells from immunized mice are fused to myeloma cells using
polyethylene glycol. As the myeloma cells lack the enzyme
hypoxanthine—guanine phosphoribosyltransferase (HGPRT), culture in
medium containing hypoxanthine aminopterin thymidine (HAT) allows
only fused hybridoma cells to survive and these cells can then be
cloned by limiting dilution. Those hybridomas making the antibody you
want can then be selected. Newer techniques use genetic engineering
to clone the DNA from selected antibody VL and VH regions.

will help B-cell production of antibodies as well as drive the
development of M1 or M2 macrophages. (Some of these many
interactions are illustrated in Fig. 12.13, Table 12.1.) In general,
cytokines act between adjacent cells; when they are found
in large quantities in the circulation it is usually bad news.
Some infections can trigger a massive release of cytokines in
a ‘cytokine storm’, which causes a lot of pathology; this was
thought to be responsible for a lot of the deaths caused by
the Spanish HIN1 influenza outbreak in 1918.

IMMUNOLOGICAL MEMORY ENABLES A
SECOND INFECTION WITH THE SAME MICROBE
TO BE DEALT WITH MORE EFFECTIVELY

Once the body has dealt with an infection, the adaptive
immune system keeps some of the antigen-specific cells it
has generated on stand-by, as memory T cells and memory B
cells. When a naive T cell has recognized and been activated
by its specific antigen presented by the right MHC molecule, it
changes both its ability to secrete cytokines (or make cytotoxic
mediators) and some of its surface antigens or markers. There
are different subsets of memory T cells that express particular
markers and that are found in particular locations (Table
12.2). Central memory T cells can recirculate through the
peripheral lymphoid tissues as they express the chemokine
receptor CCRY. Effector memory T cells are better at migrating
to sites of inflammation. Other tissue-resident T memory cells
are mainly located in epithelia. CD4 T cells need to provide
help to CD8 T cells in order to generate a good CD8 memory

SECTION TWO . The adversaries — host defences

Box 12.1 Monoclonal Antibodies

Georges Kohler and Cesar Milstein first published how to
make monoclonal antibodies in 1975. A single B cell (from
an animal immunized with the antigen of interest) is fused
to a myeloma cell, giving an immortalized cell making
antibody of a single specificity. This technology has
revolutionized both immunology and medicine, and
Kohler and Milstein shared the Nobel Prize for Physiology
or Medicine in 1984, along with Niels Jerne for theories
concerning the specificity in development and control of
the immune system and the discovery of the principle for
production of monoclonal antibodies. Monoclonal
antibodies are used to identify cell surface and
intracellular molecules using flow cytometry. They are the
basis of many diagnostic assays for infection and are also
used therapeutically.
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Figure 12.13 The mechanisms of innate and acquired immunity are
integrated to provide the basis for humoral and cell-mediated
immunity. Deficiencies of humoral immunity predispose to infection
with extracellular organisms, and deficiencies of T-cell-mediated
responses are associated primarily with intracellular infections.

T-cell response. Meanwhile memory B cells are mainly located
in the spleen and lymph nodes. Human memory B cells express
CD27, one member of the TNF receptor family of receptors.
As noted above, T-independent antigens do not induce B-cell
memory.

Memory cells are easier to activate than naive cells and are
present at higher frequencies than antigen-specific naive cells,
so will generate a faster and more effective antigen-specific
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Table 12.1 Cytokines that play roles in cell-cell cooperation and induction of adaptive immune responses

Factor  Source Actions

I-1 o/ Macrophages Induce inflammation

IL-2 T cells T-cell proliferation

IL-3 T cells Pluripotent growth

IL-4 T cells B-cell proliferation and IgE selection, Th1 suppression

IL-5 T cells B-cell growth, IgA and eosinophil differentiation

IL-6 Macrophages, T cells B-cell differentiation, induce acute phase proteins

IL-7 T cells B- and T-cell proliferation

IL-10 T cells Inhibition of Th1 cytokine production

IL-12 Monocytes, M@ Induction of Th1 cells

IL-13 T cells Inhibits mononuclear phagocyte inflammation: proliferation and differentiation of B cells

IL-14 T cells Proliferation of activated B cells, inhibits Ig secretion

IL-15 Dendritic cells Maintenance of CD8 T-memory cells

IL-16 CD8*T cells and eosinophils  Chemotaxis of CD4 T cells

IL-17 CD4*T cells Proinflammatory; stimulates production of cytokines including TNFe, IL-18, IL-6, IL-8,
G-CSF

IL-18 Macrophages Induces IFNy production by T cells; enhances NK cytotoxicity

IL-21 Th cells NK differentiation; B activation; T-cell co-stimulation induces acute phase reactants

IL-22 T cells Inhibits IL-4 production by Th 2; induces production of antimicrobial proteins by
epithelial cells

IL-23 Dendritic cells Induces proliferation and IFNy production by Th 1; induces proliferation of memory cells

IL.-26 Th17 T cells Lysis of membranes of gram-negative bacteria

IFNy T cells, NK cells Antiviral, activation of macrophages, inhibition of Th 2 cells, MHC class | and Il induction

TGFB T cells/macrophages Inhibits activation of NK.and T cells, macrophages; inhibits proliferation of B and T cells,
promotes wound healing

BM, bone marrow; G-CSF, granulocyte colony-stimulating factor; GM-CSF, granulocyte-macrophage colony-stimulating factor; IFN, interferon; IL, interleukin;
M-CSF, macrophage colony-stimulating factor; NK, natural killer cell; PMN, polymorphonuclear lymphocyte; TGF, transforming growth factor; TNFf, tumour
necrosis factor beta.

Table 12.2 Human memory CD4 T-cell subsets

Naive T cells

Tissue-resident
memory T cells

Effector T cells Effector memory T  Central memory

cells T cells

Tissue location

Blood, lymphoid

Blood, lymphoid Peripheral tissues, Lymphoid tissues  Peripheral tissues

tissues tissues mucosal tissues
CD45 isotype RA RO RO RO RO
CCR7 4+ + - + +
CD62L (L-selectin) ++ + + + i
Proliferative ability + +++ + ++ +
Cytokines produced -2 IFNYy, IL-4/5/13,1L-17  IFNy, IL-4/5/13,1L-:17 L2 IFNy
BCL-2 (anti-apoptotic) — - + + +

Tissue resident memory T cells also express CD69 and CD103 (oE integrin). There are also similar types of memory CD8 T cells. All memory cells depend on IL-7
for survival, and CD8 memory cells also require IL-15. BCL-2, B-cell lymphoma 2; CCR7, C-C chemokine receptor 7; CD, cluster of differentiation; IFN, interferon;

IL, interleukin.




immune response when they are restimulated. For antibody
responses, secondary or memory responses will consist
mainly of IgG and IgA antibodies that will be of higher
affinities than those produced in the primary response.
Immunological memory can last for long periods - when
the isolated Faroe Islands had a measles epidemic in 1846,
those who had measles in the previous epidemic in 1781
were still immune! Although in some cases re-exposure to
the same antigens may boost memory responses, memory
cells can be maintained without antigen, presumably through
cytokine stimulation. Memory T cells express a molecule
called Bcl-2 that promotes cell survival, and a receptor for
IL-7 which seems important for the maintenance of memory
T cells. Memory CD8 T cells also depend on IL-15 for their
survival and seem to have larger clones but of fewer different
antigen specificities than memory CD4 T cells; they also
need CD4 T-cell help for their development and long-term
maintenance.

As for the T-cell subsets, T cells exist in a spectrum, as
they develop from naive to memory cells. New techniques
like cytometry by time-of-flight that use larger panels of
surface and intracellular markers than in ordinary flow
cytometry are revealing a continuum of cells, and that the
type of memory T cells found in different infections differs
(Fig. 12.14).

Although memory T cells, or their descendants may be
long-lived, too much antigen stimulation can result in the
memory T cells losing function and becoming old or senescent,
at which point they start to re-express the naive T-cell marker
CD45RA.

ARMIES MUST BE KEPT UNDER CONTROL

An immune response will naturally wane once an infection
has been dealt with and its antigens removed, so stopping
the stimulation of antigen-specific cells. The now-unwanted
antigen-specific cells that are not retained as memory cells die
due to a lack of cytokines such as IL-2 and IL-7 that promote
cell division, but these cytokines also increase the expression
of molecules like Bcl-2 that are anti-apoptotic and so without
them the cell is more likely to undergo apoptosis. Apoptosis,
or programmed cell death can be induced by two pathways:
an intrinsic pathway associated with the expression of Bim,
but also an extrinsic pathway of apoptosis that is activated
through Fas, a molecule that has an intracellular death
domain.

There are occasions when excessive immune responses
could damage the body - so specialized cells and cytokines
are needed to regulate and reduce excessive cytokine damage
(Fig. 12.15). Regulatory T cells (Treg) secrete cytokines that
inhibit cytokine secretion and T-cell function, such as IL-10
(originally called cytokine synthesis inhibitory factor) and
transforming growth factor beta (TGFp). Regulatory T cells
are sometimes subdivided into those that are pre-existing or
natural, and those that are induced by antigen or infection.
Natural Tregs are associated with tolerance to self-antigens,
while induced Tregs are responsible for the down-regulation
of immune responses induced by infection. There are also
regulatory B cells. In some instances a state of anergy or
tolerance can be induced (Fig. 12.16). For example, T cells
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Figure 12.14 (A) Cytometry by time-of-flight (CyTOF) uses specific
heavy-metal-labelled antibody to label cells, followed by mass
spectrometry to identify the binding of specific antibodies by individual
T cells. Human peripheral blood T cells were analysed for expression of
25 parameters that included T-cell markers, memory T-cell markers,
activation and functional markers, and in B-D, virus-specific T cells
identified using tetramers with CMV, EBV and influenza peptides. The 25
parameters are then grouped by principle component analysis. The 3-D
visualization of the principle component analysis in (A) shows that
human naive CD8T cells develop into Tcm and Tem cells; Tslec, a
smaller group of short-lived effector cells, is shown in red. The plots in
B-D show tetramer-positive cells specific for CMV, EBV or influenza
respectively in red. The phenotype of the memory CD8 T cells differs in
the three viral infections: CMV infection shows Tem with more
short-lived effector cells, EBV infection shows most Tem, and the more
acute influenza infection has more Tcm. (Redrawn from Newell EW,,
Sigal N., Bendall S.C. et al. Cytometry by time-of-flight shows
combinatorial cytokine expression and virus-specific cell niches within a
continuum of CD8* T cell phenotypes. Immunity 2012, 36:142-152, with
permission.)

can become unresponsive or anergic if they receive the first
TCR-MHC activating signal without co-stimulation. This may
be a useful way of ensuring that T cells recognizing tissue
antigens not found in the thymus (and so not able to direct the
removal of such T cells before their export from the thymus)
do not induce autoimmunity. T-cell tolerance can also be
induced by inhibitory molecules such as CTLA-4 binding
to B7-1 on the antigen-presenting cell, or through PD-1, an
inhibitory receptor molecule similar to CD28 that is expressed
on activated T cells and that binds to PD-L1 and PD-L2.
Expression of PD-1 is up-regulated on T cells during chronic
infections. B cells are down-regulated if they are activated
through the FcRYRIIA receptor and their antigen receptor
without co-stimulation through CD19 or CD20 (Fig. 12.17).
B cells can also be made anergic if they have weak binding
to a self-antigen, or via other inhibitory receptors. Finally,
there is an interesting phenomenon called oral tolerance that
must have developed to prevent immune reactions to food
antigens.
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Figure 12.15 Regulation of the immune response. T help for cell-mediated immunity is subject to similar regulation. G-CSF, granulocyte colony-
stimulating factor; GM-CSF, granulocyte-macrophage colony-stimulating factor; H,O,, hydrogen peroxide; LS, lymphoid stem cell; M-CSF, macrophage
colony-stimulating factor; MS, myeloid stem cell; NK, natural killer cell; NO, nitric oxide; PC, plasma cell; PMN, polymorphonuclear lymphocyte;

SC, stem cell; Tc, cytotoxic T cell; TGF, transforming growth factor beta; Th, T-helper cell; TNF, tumour necrosis factor. (Adapted from Playfair JH.L.

[2001] Immunology at a Glance. Oxford: Blackwell Science.)
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Figure 12.16 Mechanisms of self-tolerance. Self-antigens (sAg) will not stimulate autoreactive Th cells if they are anatomically isolated, if there is too
low a concentration of processed peptide—major histocompatibility complex class Il (MHC Il) molecules, or if there is no MHC Il on the cell. Both B
and T cells can be silenced by clonal deletion or made anergic (still living, but unresponsive) by contact with self-antigen. Too low a concentration of
presented sAg will fail to silence differentiating immature lymphocytes bearing the cognate receptors, leading to the survival of populations of
autoreactive T and B cells. Th cells are the most readily tolerized population, and surviving autoreactive B cells and cytotoxic T (Tc) cells cannot
function without T-cell help. Furthermore, inadvertent stimulation of surviving autoreactive cells may be checked by regulatory T cells (Treg). Cells
that are dead, unreactive or suppressed are shown in grey. APC, antigen-presenting cell. (Modified from: Delves P. J. et al. [2006] Roitt’s Essential
Immunology, 11th edn. Oxford: Blackwell Science.)
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Figure 12.17 B-cell down-regulation. Normally B cells are activated
when antigen is recognized by antibody expressed on the surface of
the B cell leading to signalling through the B-cell receptor
immunoglobulin (Ig)o— and IgB-chains, with the subsequent
involvement of Src kinases, scaffold proteins and tyrosine
phosphorylation (A). If antigen binds to both the B-cell surface receptor
as well as to antibody bound to the FcyRIIB receptor, this inhibitory Fc
receptor blocks signalling and B-cell activation by activating the Fc
receptor-associated SHIP phosphatase that converts phosphatidyl
inositol triphosphate (PIP3) to phosphatidyl biphosphate (PIP2) (B).

@ B cell activation
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To make an effective immune response, cooperation
between the cells of the innate and adaptive immune
systems is needed, including multiple steps such as
antigen presentation to T cells, T- and B-cell activation
and cytokine secretion.

Activation of T and B cells involves more than just
antigen recognition, including specialized
co-stimulatory as well as cytokine signals, resulting in
activation of intracellular signalling cascades,
metabolic changes and ultimately cell division.

Cell division will produce clones of daughter T cells of
the same antigen specificity; B cells further fine-tune
their antigen specificity during an immune response
due to somatic mutation, leading to antibodies of
greater affinity.

After the infection has been controlled, the number of
antigen-specific T and B cells declines, due to cell
death, but some remain as memory cells, enabling a
faster and more efficient response to re-infection with
the same organism.

The effector cells are also kept from getting out of
control and causing tissue damage by regulatory cells
such as Tregs and suppressive cytokines such as IL-10
and TGFp.
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SECTION THREE - The conflicts

Introduction

Background to the infectious diseases

Vertebrates have been continuously exposed to microbial infections throughout their hundreds of
millions of years of evolution. Disease or death was the penalty for inadequate defences. Therefore

they have developed:

« highly efficient methods for recognizing foreign invaders
. effective inflammatory and immune responses to restrain the growth and spread of foreign
invaders and to eliminate them from the body.
The fundamental bases of these defences have been described in Chapters 10-12. If these defences
were completely effective, microbial infections would be scarce and terminated rapidly, as
microorganisms would not be allowed to persist in the body for long periods.

Microbes rapidly evolve characteristics that enable
them to overcome the host’s defences

Microorganisms faced with the antimicrobial defences of
the host species have evolved and developed a variety of
characteristics that enable them to bypass or overcome these
defences and carry out their obligatory steps for survival
(Table 13.1). Unfortunately, microorganisms evolve with
extraordinary speed in comparison with their hosts. This
is partly because they multiply much more rapidly, the
generation time of an average bacterium being 1 h or less,
compared with about 20 years for the human host. Rapid
evolutionary change is also favoured in bacteria that can hand
over genes (carried on plasmids) directly to other bacteria,
including unrelated bacteria. Antibiotic resistance genes, for
instance, can then be transferred rapidly between species. This
rapid rate of evolution ensures that pathogens are always
many steps ahead of the host’s antimicrobial defences. Indeed,

if there are possible ways around the established defences,
microorganisms are likely to have discovered and taken
advantage of them. Infectious microorganisms therefore owe
their success to this ability to adapt and evolve, exploiting
weak points in the host’s defences, as outlined in Table 13.2
and Figs 13.1 and 13.2. The host, in turn, has had to respond
to such strategies by slowly improving defences, adding extra
features, and having multiple defence mechanisms with
overlap and a good deal of duplication.

HOST-PARASITE RELATIONSHIPS

The speed with which host adaptive responses
can be mobilized is crucial

Every infection is a race between the capacity of the
microorganism to multiply, spread and cause disease and the
ability of the host to control and finally terminate the infection
(Fig. 13.1). For instance, a 24 h delay before an important host

Table 13.1 Successful infectious microorganisms must take certain obligatory steps

Obligatory steps for infectious microorganisms

to new hosts)

Step Requirement Outcome
Attachment=xentry into body Evade natural protective and cleansing mechanisms Entry (infection)
Local or general spread in the body Evade immediate local defences Spread
Multiplication Increase numbers (many will die in the host, or en route Multiplication

Evasion of host defences

Evade immune and other defences long enough for the
full cycle in the host to be completed

Avoid killing by host defences

Shedding from body (exit)
to fresh hosts

Leave body at a site and on a scale that ensures spread

Transmission

Cause damage in host

Not strictly necessary but often occurs®

Pathology, disease

?The last step, causing damage in the host, is not strictly necessary, but a certain amount of damage may be essential for shedding. The outpouring of
infectious fluids in the common cold or diarrhoea, for instance, or the trickle from vesicular or pustular lesions, is required for transmission to fresh hosts.
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Table 13.2 Some examples of host defences and microbial evasion strategies

Host’s defences and the microbe’s answer

Defence

Microbial answer

Mechanism

Example

Mechanical and
other barriers

Microbe rinsed away from epithelial

surface by host secretions (plus
ciliary activity in respiratory tract)

Bind firmly to epithelial surface

Surface molecule on microbe attaches to
‘receptor’ molecule on host epithelial cell

Influenza, rhinovirus, Chlamydia,
gonococci

Interfere with ciliary activity

Produce ciliotoxic/ ciliostatic molecule

Bordetella pertussis, pneumococci,
Pseudomonas

Host cell membranes as barrier to
pathogen

Traverse host cell membrane

Fusion protein in viral envelope

Influenza, HIV

Enter cell by active penetration

Microbial enzymes mediate cell penetration

Trypanosomes, Toxoplasma gondii

Phagocytic and
immediate host
defences

Microbe ingested and killed by
phagocyte

Inhibit phagocytosis

Microbial outer wall or capsule impedes
phagocytosis

Pneumococci, Treponema pallidum,
H. influenza

Inhibit phagosome-lysosome
fusion

Sulphatides of Mycobacterium tuberculosis
inhibit fusion

M. tuberculosis

Interfere with signal transduction
in macrophage

Induction of SOCS® proteins

Toxoplasma gondii

Resist killing and multiply in
phagocyte

Exit from phagosome into cytoplasm (Listeria)

Brucella spp., Listeria monocytogenes,
measles, dengue viruses

Host molecules (lactoferrin,
transferrin etc.) restrict availability
of free iron needed by microbe

Microbe competes with host for
iron

Microbe possesses avidly iron-binding
siderophores

Pathogenic Neisseria, E. coli, Pseudomonas

Complement activated with
antimicrobial effects

Inactivate complement
components

Production of an elastase

Pseudomonas aeruginosa

Interfere with complement-
mediated phagocytosis

C3b receptor on microbe competes with that
on phagocyte and complement access
blocked

Candida albicans, Toxoplasma gondii,
M protein of Strep. pyogenes

Infected host produces interferons
to inhibit virus replication

Induce a poor interferon response

Core antigen of hepatitis B suppresses IFNJ
production

Hepatitis B, rotaviruses

Insensitive to interferons

Prevent activation of interferon-induced
enzymes

Adenovirus

Continued
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Table 13.2 Some examples of host defences and microbial evasion strategies—cont'd

Host’s defences and the microbe’s answer

Defence

Microbial answer

Mechanism

Example

Immune
defences

Infected host produces antibody

Destroy antibody

Bacterium liberates IgA protease

Gonococdi, H. influenzae, streptococci

Display Fc receptor on microbial
surface

Antibody bound to microbe in upside-down
position

Staphylococci (Protein A), trypanosomes,
certain streptococci, herpes simplex virus,
cytomegalovirus

Infected host produces
antimicrobial cell-mediated
immune response

Invade T cells, and interfere with
their function or kill them

Virus envelope molecule binds to CD4 on
helper T-cell surface

HIV

Induce regulatory T cells

Suppress beneficial immunity

Bordetella pertussis, M. tuberculosis,
Helicobacter pylori, HIV

Antimicrobial immune response
recognizes infected cells and

destroys them

Microbe in cells fails to display
microbial antigens on cell surface

Viral antigens not synthesized

Herpes simplex virus latent in sensory
neurons

Virus inhibits transport of MHC class |
molecules to cell surface thus avoiding
recognition by CD8 T cell

Cytomegalovirus, adenovirus

Effective immune response
produced

Vary microbial antigens in
individual host, or during spread
in host community

Switch on different surface antigens

Trypanosoma spp., Borrelia recurrentis

Mutation, genetic recombination

Influenza virus, streptococci, gonococci

Although inflammation is not listed as a host defence in its own right, many of these defences depend on local inflammation. Inflammation (see Ch. 10) means an increased blood supply and the delivery of antibodies,
complement, immune cells and phagocytes to the site of infection. In the days before antibiotics, people applied hot poultices to staphylococcal boils and abscesses so as to increase the amount of inflammation and
hasten recovery. Microbes that interfere with the action of complement or with chemotaxis (staphylococci, streptococci, Pseudomonas aeruginosa, herpes simplex viruses) will thereby tend to reduce inflammation.
*SOCS, Suppressor of cytokine signalling.
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SECTION THREE « The conflicts

Figure 13.1 Every infection is a race. Delays in
mobilizing host adaptive defences can lead to

early response - no disease

disease or death.
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response comes into operation can give a decisive advantage
to a rapidly growing microorganism. From the host’s point
of view, it may allow enough damage to cause disease. More
importantly, from the pathogen’s point of view, it may give
the microbe the opportunity to be shed from the body in
larger amounts or for an extra day or two. A pathogen that
achieves this will be rapidly selected for in evolution.

Adaptation by both host and parasite leads to
a more stable balanced relationship

The picture of conflict between host and parasite, usually
and appropriately described in military terms, is central to
an understanding of the biology of infectious disease. As
with military conflicts, adaptation on both sides (Box 13.1)
tends to lessen the damage and incidence of death in the host
population, leading to a more stable and balanced relationship.
The successful parasite gets what it can from the host without
causing too much damage and, in general, the more ancient the
relationship, the less the damage. Many microbial parasites,
not only the normal flora (see Ch. 9) but also polioviruses,

LI N S S B B
2 3 4 5 6 7 8 9

T T T T T T
10 11 12 13 14 15
days

meningococci and pneumococci and others, live for the most
part in peaceful coexistence with their human host.

Some microorganisms remain at body surfaces, perhaps
spreading locally but failing to invade deeper tissues. These
include the common cold viruses, wart viruses, mycoplasmas
and skin fungi. Often the disease is mild, but severe illness
can occur when powerful toxins are produced and act either
locally (cholera) or at distant sites (diphtheria).

Infecting microorganisms can gain entry to a healthy host
and cause disease in three ways (Fig. 13.3). There are:

* microorganisms with specific mechanisms for attaching
to, or penetrating, the body surfaces (most viruses and
certain bacteria)

* microorganisms introduced by biting arthropods (e.g.
malaria, plague, typhus, yellow fever)

* microorganisms introduced into otherwise normal healthy
hosts via skin wounds or animal bites (clostridia, rabies,
Pasteurella multocida)

Microorganisms are also able to infect a normal healthy

host when surface or systemic defences are impaired (see
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Box 13.1  Lessons in Microbiology

Myxomatosis

Myxomatosis provides a well-studied classic example of the
evolution of an infectious disease unleashed on a highly
susceptible population. This viral disease, which is spread
mechanically by mosquitoes, normally infects South
American rabbits (Sylvilagus brasiliensis), but they remain
perfectly well, developing only a virus-rich skin swelling at
the site of the mosquito bite. The same virus in the European
rabbit (Oryctolagus cuniculus) causes a rapidly fatal disease.

Myxomavirus was successfully introduced into Australia
in 1950 as an attempt to control the rapidly increasing rabbit
population. Initially, more than 99% of infected rabbits died
(Fig. 13.2), but then two fundamental changes occurred:

1. New, less lethal strains of virus appeared and replaced
the original strain. This occurred because rabbits infected

with these strains survived for longer and their virus was
therefore more likely to be transmitted.

2. The rabbit population changed its character, as those
that were genetically more susceptible to the infection
were eliminated. In other words, the virus selected out
the more resistant host, and the less lethal virus strain
proved to be a more successful parasite. If the rabbit
population had been eliminated, the virus would also
have died out, but the host—parasite relationship quite
rapidly settled down to reach a state of better balanced
pathogenicity, and by the 1970s only about half the
rabbits died from infection. Australian rabbits have since
faced a new threat — a calicivirus introduced from Europe,
which spreads by contact and causes a lethal
haemorrhagic disease.

50 4

percent

100 -\-\-\\-

T
1950 1955

=== Mortality caused by
>80% of virus
isolates in standard
laboratory rabbits

year

T
1960 1965

e—e mortality caused by

original virus in freshly
caught wild rabbits

Figure 13.2 Evolution of a pathogen within a host species. Myxomatosis is the best-studied example of the appearance of a highly lethal pathogen
in a host population that gradually settles down to a state of more balanced pathogenicity. Vibrio cholerae has progressed in this direction, and

perhaps HIV is destined to tread the same path.

microbial attachment/
penetration mechanism

biting
arthropod

skin
wound

Figure 13.3 Pathogens can invade the healthy host in three main ways. Invasion may also occur if the host is immunosuppressed.

Ch. 31) - as occurs with burns, insertion of foreign bodies
(cannulas and catheters), urinary tract infections in men
(stones, enlarged prostate, see Ch. 21), bacterial pneumonia

CAUSES OF INFECTIOUS DISEASES

More than 100 microbes commonly cause infection

following initial viral damage (post-influenza) or depressed =~ Humans are host to many different microorganisms. In
immune responses (immunosuppressive drugs or diseases such ~ addition to the scores of microbes that form the normal
as AIDS). flora or microbiome, there are more than 100 that quite



commonly cause infection, some of them remaining in the
body for many years afterwards, and several hundred others
that are responsible for less common infections. Against this
rich background of parasitic activity, how do we prove that
a certain microorganism is the culprit in any given disease?
In some instances (anthrax, cholera, tetanus), the causative
microorganism is identified and incriminated at an early
stage, but in the case of glandular fever and viral hepatitis
it is not so easy.

Koch'’s postulates to identify the microbial
causes of specific diseases

In 1890, Robert Koch (Box 13.2) set out as “postulates’ the
following criteria he felt to be necessary for a microorganism
to be accepted as the cause of a given disease:

* The microbe must be present in every case of the disease.

* The microbe must be isolated from the diseased host and
grown in pure culture.

e The disease must be reproduced when a pure culture is
introduced into a non-diseased-susceptible host.

e The microbe must be recoverable from an experimentally
infected host.

In the early days of microbiology, Koch’s postulates
brought a welcome clarity. The germ theory of disease
causation had only recently been set out following Koch's
classic studies on anthrax (1876) and tuberculosis (1882),
and methods for isolating microbes in pure culture and
identifying them were only just being developed. However,
modifications were needed in order to include certain

Box 13.2  Lessons in Microbiology

Robert Koch (1843-1910)

In 1876, while in general practice in Berlin, Robert Koch

(Fig. 13.4) isolated the anthrax bacillus, and became the first
to show a specific organism as the cause of a disease. In
1882, he discovered Mycobacterium tuberculosis as the cause
of tuberculosis. He then went on to lead the 1883 expedition
to Egypt and India, and discovered the cause of cholera:
Vibrio cholerae.

Koch was the founder of the ‘germ theory’ of disease,
which maintained that certain diseases were caused by a
single species of microbe. In 1890, he set out his ‘postulates’
as ground rules. New techniques were necessary to meet the
exacting requirements of the postulates, and Koch became
the first to grow bacteria in ‘colonies; initially on potato slices
and later, with his pupil Petri, on solid gelatin media.

Koch himself could not reproduce cholera in animals,
however, and not all microbes could be cultivated. His neat
rules therefore had to be modified. Nevertheless, he brought
order and clarity to medicine — until then diseases were
attributed to miasmas or mists, to punishments from the
Gods or devils, or to unfortunate conjunctions of the stars
and planets. However, there was resistance to his ideas. A
distinguished Munich physician, Max Von Petternkofer,
believed that he had put paid to the new theory when he
drank a pure culture of V. cholerae and suffered no more
than mild diarrhoea!

SECTION THREE « The conflicts

bacterial diseases and the new world of viral diseases.
The microbe could not always be grown in the laboratory
(Treponema pallidum, wart viruses, Mycobacterium leprae),
and for certain microbes: hepatitis B, Epstein-Barr virus
(EBV), there were (initially) no susceptible animal species.
The criteria were modified, therefore, on several occasions
to accommodate these problems and finally reformulated
by A.S. Evans in 1976.

Conclusions about causation are now reached
using enlightened common sense

Nowadays, with our vastly increased technology and
understanding of infection, those attempts to make lists and
apply rigid criteria may seem old fashioned. Perhaps we can
now reach conclusions about causation using common sense.
For instance, we recognize that diseases sometimes do not
appear until many years after a specific infection (subacute
sclerosing panencephalitis, Creutzfeldt-Jakob disease; see
Ch. 25). Molecular genetic techniques may now identify
previously uncultivable causative organisms. The polymerase
chain reaction was used to amplify and sequence small
amounts of mRNA from the bowel of patients with Whipple’s
disease, a rare multisystem disorder. A unique 16S mRNA
was identified, belonging to a previously uncharacterized,
uncultivable bacterium, Tropheryma whippelii. Nevertheless,
grey areas remain, especially in diseases of possible or probable
microbial aetiology where the pathogen does not act alone.
Co-factors or genetic and immunological factors in the host
may play a vital part. Examples include:

Figure 13.4 Robert Koch (1843-1910).
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* the cancers associated with viruses (hepatitis B, genital
wart viruses, EBV)

 diseases of possible microbial origin where a number of
different pathogens may be involved (post-viral fatigue
syndrome, exacerbations of multiple sclerosis)

* diseases that might be infectious, but occur in only a very
small proportion of genetically predisposed individuals
(rheumatoid arthritis, juvenile diabetes mellitus).

THE BIOLOGICAL RESPONSE GRADIENT

It is uncommon for a pathogen to cause exactly the
same disease in all infected individuals

Hence, a physician must be able to make a diagnosis when
only some of the possible signs and symptoms are present.
The exact clinical picture depends upon many variables
such as infecting dose and route, age, sex, presence of
other pathogens, nutritional status and genetic background.
Infections such as measles or cholera give a fairly consistent
disease picture, but others such as syphilis cause such a wide
spectrum of pathology that Sir William Osler (1849-1919)
stated that ‘He who knows syphilis, knows medicine’.
There is great variation not only in the nature, but also in the
severity of clinical disease. Many infections are asymptomatic in
>90% individuals, the clinically characterized illness applying
to only an occasional unfortunate host (Table 13.3). This illness

Table 13.3 The likelihood of developing clinical disease varies
with the infection and often depends upon age

Frequency of clinically apparent disease

Infection Approximate % with
clinically apparent disease®
Pneumocystis jirovecii® 0

Epstein—Barr virus (1-5 year 1.0 (30-75% in young adults)
old child)

Poliomyelitis (child) 24¢
Malaria (1-5 year old child) 25 (2% in adults)
Rubella 50
Influenza (young adult) 60
Whooping cough
Typhoid >90
Anthrax
Gonorrhoea (adult male) }

99
Measles
HIVe
Rabies } oY

When there is a lengthy incubation period, the proportion with clinical
disease may increase with time, from a few percent to (nearer) 100% in the
case of HIV.

°0On primary infection.

®Formerly P, carinii.

“1% develop paralytic poliomyelitis.

9Some individuals infected with HIV can maintain high CD4 counts and very
low viral loads for >5 years, and are called ‘long-term non-progressors’ or
‘controllers; with a few individuals called ‘elite controllers' controlling
progression to disease for >20 years.

can be mild or severe. Asymptomatically infected individuals
are important because, although they develop immunity and
resistance to reinfection, they are not identified, move normally
in the community and can infect others. Clearly, there is little
point in isolating a clinically infected patient when there is
a high frequency of asymptomatically infected individuals
in the community. This phenomenon can be represented as
an iceberg (Fig. 13.5).

classical
disease
picture less severe
disease

asymptomatic infection
(individual infects others,

seroconverts,
resists re-infection)

Figure 13.5 The ‘iceberg’ concept of infectious disease.

« Faced with host defences (see Chs. 10-12), the
pathogens (see Chs. 1-7) have developed mechanisms
to bypass them, and in turn the host defences have
had to be modified, although slowly, in response.

« There is a conflict between the pathogen and host,
and every infectious disease is the result of this ancient
battle. Details of the host-pathogen conflict are given
in Chapters 13-18, an outline of diagnostic methods in
Chapter 32, and a central account of infectious
diseases according to the body systems involved in
Chapters 19-31.

« Speed matters. Every infection is a race between
microbial replication and spread and the mobilization
of host responses.

- Some organisms can invade a healthy host but others
are injected via insect bite, or gain entry through
wounds.

« Molecular techniques have helped identify the cause
of a disease.

- Pathogens do not necessarily produce the same
disease in all infected individuals. A biological response
gradient causes a spectrum that can range from an
asymptomatic to a lethal infection.



Entry, exit and transmission

SECTION THREE « The conflicts

Introduction

Microorganisms must attach to, or penetrate, the host’s body surfaces

The mammalian host can be considered as a series of body surfaces (Fig. 14.1). To establish themselves
on or in the host, microorganisms must either attach to, or penetrate, one of these body surfaces. The
outer surface, covered by skin or fur, protects and isolates the body from the outside world, forming a
dry, horny, relatively impermeable outer layer. Elsewhere, however, there has to be more intimate
contact and exchange with the outside world. Therefore in the alimentary, respiratory and urogenital
tracts, where food is absorbed, gases exchanged and urine and sexual products released respectively,
the lining consists of one or more layers of living cells. In the eye, the skin is replaced by a transparent
layer of living cells: the conjunctiva. Well-developed cleansing and defence mechanisms are present at
all these body surfaces, and entry of microorganisms always has to occur in the face of these natural
mechanisms. Successful microorganisms therefore possess efficient mechanisms for attaching to, and

often traversing, these body surfaces.

Receptor molecules

There are often specific molecules on pathogens that bind to
receptor molecules on host cells, either at the body surface
(viruses, bacteria) or in tissues (viruses). These receptor
molecules, of which there may be more than one, are not
present for the benefit of the virus or other infectious agent; they
have specific functions in the life of the cell. Very occasionally,
the receptor molecule is present only in certain cells, which

respiratory conjunctiva

tract mouth

=

scratch,
injury

arthropod

anus capillary
urogenital skin
tract
alimentary
tract
¢= infection 4= shedding

Figure 14.1 Body surfaces as sites of microbial infection and shedding.

are then uniquely susceptible to infection. Examples include
the CD4 molecule and the CCR5 beta-chemokine receptor
for HIV, the C3d receptor (CR,) for Epstein-Barr virus, and
alpha-dystroglycan seems to act as receptor for M. leprae in
Schwann cells (the same receptor can be used by arenaviruses).
In these cases, the presence of the receptor molecule determines
microbial tropism and accounts for the distinctive pattern of
infection. Receptors are therefore critical determinants of cell
susceptibility, not only at the body surface, but in all tissues.
After binding to the susceptible cell, the microorganism can
multiply at the surface (mycoplasma, Bordetella pertussis) or
enter the cell and infect it (viruses, chlamydia; see Ch. 16).

Exit from the body

Microorganisms must also exit from the body if they are to
be transmitted to a fresh host. They are either shed in large
numbers in secretions and excretions or are available in the
blood for uptake, for example by blood-sucking arthropods
or needles.

SITES OF ENTRY

Skin

Microorganisms gaining entry via the skin may cause
a skin infection or infection elsewhere

Microorganisms which infect or enter the body via the skin are
listed in Table 14.1. On the skin, microorganisms other than
residents of the normal flora (see Ch. 9) are soon inactivated,
especially by fatty acids (skin pH is about 5.5), and probably
by substances secreted by sebaceous and other glands, and
certain peptides formed locally by keratinocytes protect against
invasion by group A streptococci. Materials produced by the
normal flora of the skin also protect against infection. Skin
bacteria may enter hair follicles or sebaceous glands to cause
styes and boils, or teat canals to cause staphylococcal mastitis.
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Table 14.1 Microorganisms that infect via the skin

Microorganism

Disease

Comments

Arthropod-borne viruses

Fever and various organ systems can be 150 distinct viruses, transmitted by bite of infected

affected such as:
West Nile encephalitis
Japanese encephalitis
Yellow fever

Zika virus-related microcephaly
Congo-Crimean haemorrhagic fever

arthropod

Rabies virus Rabies Bite from infected animals

Human papillomaviruses Warts Infection restricted to epidermis

Staphylococci Boils Commonest skin invaders

Rickettsia Typhus, spotted fevers Infestation with infected arthropod

Leptospira Leptospirosis Contact with water containing infected animals’
urine

Streptococci Impetigo, erysipelas Concurrent pharyngeal infection in one-third of

cases

Bacillus anthracis Cutaneous anthrax

Systemic disease following local lesion at
inoculation site

Treponema pallidum and T. pertenue  Syphilis, yaws

Warm, moist skin susceptible

Yersinia pestis, Plasmodia Plague, malaria

Bite from infected rodent flea or mosquito

Trichophyton spp. and other fungi Ringworm, athlete’s foot

Infection restricted to skin, nails, hair

Ancylostoma duodenale (or Necator ~ Hookworm Silent entry of larvae through skin of, e.g. foot
americanus)
Filarial nematodes Filariasis Bite from infected mosquito, midge, blood-sucking

fly

Schistosoma spp. Schistosomiasis

Larvae (cercariae) from infected snail penetrate skin
during wading or bathing

Some remain restricted to the skin (papillomaviruses, ringworm), whereas others enter the body after growth in the skin (syphilis) or after mechanical transfer

across the skin (arthropod-borne infections, schistosomiasis).

Several types of fungi (the dermatophytes) infect the
non-living keratinous structures (stratum corneum, hair,
nails) produced by the skin. Infection is established as long
as the parasites’ rate of downward growth into the keratin
exceeds the rate of shedding of the keratinous product. When
the latter is very slow, as in the case of nails, the infection is
more likely to become chronic.

Wounds, abrasions or burns are more common sites of
infection. Even a small break in the skin can be a portal of entry
if virulent microorganisms such as streptococci, water-borne
leptospira or blood-borne hepatitis B virus are present at the
site. A few pathogens, such as leptospira or the larvae of
Ancylostoma and Schistosoma, are able to traverse the unbroken
skin by their own activity.

Biting arthropods

Biting arthropods such as mosquitoes, ticks, fleas and sandflies
(see Ch. 28) penetrate the skin during feeding and can thus
introduce infectious agents or parasites into the body. The
arthropod transmits the infection and is an essential part of the
life cycle of the microorganism. Sometimes the transmission
is mechanical, the microorganism contaminating the mouth
parts without multiplying in the arthropod. In most cases,

however, the infectious agent multiplies in the arthropod and,
as a result of millions of years of adaptation, causes little or
no damage to that host. After an incubation period, it appears
in the saliva or faeces and is transmitted during a blood feed.
The mosquito, for instance, injects saliva directly into host
tissues as an anticoagulant, whereas the human body louse
defecates as it feeds, and Rickettsia rickettsii, which is present
in the faeces, is introduced into the bite wound when the host
scratches the affected area.

The conjunctiva

The conjunctiva can be regarded as a specialized area of
skin. It is kept clean by the continuous flushing action of
tears, aided every few seconds by the windscreen wiper
action of the eyelids. Therefore, the microorganisms that
infect the normal conjunctiva (chlamydia, gonococci)
must have efficient attachment mechanisms (see Ch. 26).
Interference with local defences due to decreased lacrimal
gland secretion or conjunctival or eyelid damage allows
even non-specialist microorganisms to establish themselves.
Contaminated fingers, flies, or towels carry infectious material
to the conjunctiva, examples including herpes simplex virus
infections leading to keratoconjunctivitis or chlamydial



infection resulting in trachoma. Antimicrobial substances in
tears, including lysozyme, an enzyme, and certain peptides
have a defensive role.

Respiratory tract

Some microorganisms can overcome the respiratory
tract’s cleansing mechanisms

Air normally contains suspended particles, including smoke,
dust and microorganisms. Efficient cleansing mechanisms (see
Chs. 19 and 20) deal with these constantly inhaled particles.
With about 500-1000 microorganisms / m® inside buildings,
and a ventilation rate of 6 L / min at rest, as many as 10000
microorganisms / day are introduced into the lungs. In the
upper or lower respiratory tract, inhaled microorganisms,
like other particles, will be trapped in mucus, carried to the
back of the throat by ciliary action and swallowed. Those that
invade the normal healthy respiratory tract have developed
specific mechanisms to avoid this fate.

Interfering with cleansing mechanisms

The ideal strategy is to attach firmly to the surfaces of cells
forming the mucociliary sheet. Specific molecules on the
organism (often called adhesins) bind to receptor molecules
on the susceptible cell (Fig. 14.2). Examples of such respiratory
infections are given in Table 14.2.

Inhibiting ciliary activity is another way of interfering with
cleansing mechanisms. This helps invading microorganisms
establish themselves in the respiratory tract. B. pertussis, for
instance, not only attaches to respiratory epithelial cells, but
also interferes with ciliary activity; other bacteria (Table 14.3)
produce various ciliostatic substances of generally unknown
nature.

Avoiding destruction by alveolar macrophages

Inhaled microorganisms reaching the alveoli encounter alveolar
macrophages, which remove foreign particles and keep the
air spaces clean. Most microorganisms are destroyed by these
macrophages, but one or two pathogens have learnt either to
avoid phagocytosis or to avoid destruction after phagocytosis.
Tubercle bacilli, for instance, survive in the macrophages,

Table 14.2 Microbial attachment in the respiratory tract

SECTION THREE « The conflicts

and respiratory tuberculosis is thought to be initiated in this
way. Inhalation of as few as 5-10 bacilli is enough. The vital
role of macrophages in antimicrobial defences is dealt with
more thoroughly in Chapter 15. Alveolar macrophages are
damaged following inhalation of toxic asbestos particles and
certain dusts, and this leads to increased susceptibility to
respiratory tuberculosis.

Gastrointestinal tract

Some microorganisms can survive the intestine’s
defences of acid, mucus and enzymes

Apart from the general flow of intestinal contents, there are
no particular cleansing mechanisms in the intestinal tract,

Figure 14.2 Influenza virus attachment to ciliated epithelium.
Influenza virus particles (V) attached to cilia (C) and microvilli (M).
Electron micrograph of thin section from organ culture of guinea pig
trachea 1 h after addition of the virus. (Courtesy of R.E. Dourmashkin.)

Microorganisms Disease

Microbial adhesion

Receptor on host cell

Influenza A virus Influenza

Haemagglutinin

Sialyloligosaccharides

Rhinovirus Common cold

Capsid protein

ICAM-1 (CD54)

Common cold,
oropharyngeal vesicles

Coxsackie A viruses

Capsid protein

Integrin or ICAM-1

Parainfluenza virus type 1,
respiratory syncytial virus

Respiratory illness

Envelope protein

Sialoglycolipids

Mycoplasma pneumoniae  Atypical pneumonia

Mediated by the terminal organelle, a membrane
bound extension of the mycoplasma-infected cell

Neuraminic acid

Haemophilus influenza, Respiratory disease

Surface molecule

Carbohydrate sequence

Strep. pneumonia, in glycolipid
Klebsiella pneumoniae
Measles virus Measles Haemagglutinin CD46

CD46, membrane cofactor protein involved in complement regulation; ICAM-1, intercellular adhesion molecule-1; integrins, family of adhesion receptors

(e.g. laminin receptor) expressed on many cell types.
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Table 14.3 Interference with ciliary activity in respiratory infections

Cause Mechanisms Importance
Infecting bacteria interfere with ciliary activity Production of ciliostatic substances (tracheal cytotoxin from B. ++

(B. pertussis, H. influenzae, P. aeruginosa, pertussis, at least two substances from H. influenzae, at least seven

M. pneumoniae) from P, aeruginosa)

Viral infection Ciliated cell dysfunction or destruction by influenza, measles +++
Atmospheric pollution (automobiles, cigarette Acutely impaired mucociliary function 7+
smoking)

Inhalation of unhumidified air (indwelling Acutely impaired mucociliary function +

tracheal tubes, general anaesthesia)

Chronic bronchitis, cystic fibrosis Chronically impaired mucociliary function +++

Although pathogens can actively interfere with ciliary activity (first item), a more general impairment of mucociliary function also acts as a predisposing cause
of respiratory infection.

Table 14.4 Microbial attachment in the intestinal tract

Microorganism Disease Attachment site  Mechanism

Poliovirus Poliomyelitis  Intestinal epithelium Viral capsid protein attaches to a specific receptor, called Pvr (polio
virus receptor) or CD155, a cellular glycoprotein

Rotavirus Diarrhoea Intestinal epithelium Viral outer capsid protein VP4 attaches to host cell glycans and then
interacts with several coreceptors during post-attachment steps

Vibrio cholera Cholera Intestinal epithelium Multivalent adhesion molecule (MAM) 7 is an outer membrane
protein mediating host cell attachment

Escherichia coli (EPEC Diarrhoea Intestinal epithelium Bacteria inject Tir, an effector, that inserts into host cell plasma

and EHEC)

membrane acting as a receptor for the bacterial surface protein

called intimin

Salmonella typhi Enteric fever lleal epithelium Bacterial adhesins bind to host cell receptors

Shigella spp. Dysentery  Colonic epithelium  Shigella surface protein, IscA, acts as an adhesin and interacts with
host cells after activating a type lll secretion system, triggering its
uptake into epithelial cells

Giardia lamblia Diarrhoea Duodenal, jejuna Protozoa bind to mannose-6-phosphate on host cell; also have

epithelium mechanical sucker — the ventral disc
Entamoeba histolytica ~ Dysentery  Colonic epithelium  Lectin on surface of amoeba binds host cell
Ancylostoma duodenale Hookworm  Intestinal epithelium Buccal capsule

except insofar as diarrhoea and vomiting can be included
in this category. Under normal circumstances, multiplication
of resident bacteria is counterbalanced by their continuous
Ppassage to the exterior with the rest of the intestinal contents.
Ingestion of a small number of non-pathogenic bacteria,
followed by growth in the lumen of the alimentary canal,
produces only relatively small numbers within 12-18 h, the
normal intestinal transit time.

Infecting bacteria must attach themselves to the intestinal
epithelium (Table 14.4) if they are to establish themselves
and multiply in large numbers. They will then avoid being
carried straight down the alimentary canal to be excreted
with the rest of the intestinal contents. The concentration of

Figure 14.3 Attachment of Vibrio cholerae to brush border of rabbit
villus. Thin section electron micrograph (x10000). (Courtesy of E.T.
Nelson.)

microorganisms in faeces depends on the balance between
the production and removal of bacteria in the intestine. Vibrio
cholerae (Figs 14.3 and 14.4) and rotaviruses both establish
specific binding to receptors on the surface of intestinal
epithelial cells. For V. cholerae, establishment in surface mucus
may be sufficient for infection and pathogenicity. The fact that
certain pathogens infect mainly the large bowel (Shigella spp.)
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or small intestine (most salmonellae, rotaviruses) indicates
the presence of specific receptor molecules on mucosal cells
in these sections of the alimentary canal.

Infection sometimes involves more than mere adhesion
to the luminal surface of intestinal epithelial cells. Shigella
flexneri, for example, can only enter these cells from the basal
surface. Initial entry occurs after uptake by M cells, and the
bacteria then invade local macrophages. This gives rise to an
inflammatory response with an influx of polymorphs, which in
turn causes some disruption of the epithelial barrier. Bacteria
can now enter on a larger scale from the intestinal lumen
and invade epithelial cells from below. The bacteria enhance
their entry by exploiting the host’s inflammatory response.

Crude mechanical devices for attachment

Crude mechanical devices are used for the attachment and entry
of certain parasitic protozoans and worms. Giardia lamblia, for
example, has specific molecules for adhesion to the microvilli

Figure 14.4 Adherence of Vibrio cholerae to M cells in human ileal
mucosa. (Courtesy of T. Yamamoto.)
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of epithelial cells, but also has its own microvillar-sucking
disk. Hookworms attach to the intestinal mucosa by means
of a large mouth capsule containing hooked teeth or cutting
plates. Other worms (e.g. Ascaris) maintain their position by
‘bracing’ themselves against peristalsis, while tapeworms
adhere closely to the mucus covering the intestinal wall, the
anterior hooks and sucker playing a relatively minor role for
the largest worms. A number of worms actively penetrate into
the mucosa as adults (Trichinella, Trichuris) or traverse the gut
wall to enter deeper tissues (e.g. the embryos of Trichinella
released from the female worm and the larvae of Echinococcus
hatched from ingested eggs).

Mechanisms to counteract mucus, acids, enzymes
and bile

Successful intestinal pathogens must counteract or resist mucus,
acids, enzymes and bile. Mucus protects epithelial cells, perhaps
acting as a mechanical barrier to infection. It may contain
molecules that bind to microbial adhesins, therefore blocking
attachment to host cells. It also contains pathogen-specific
secretory IgA antibodies, which protect the immune individual
against infection. Motile microorganisms (V. cholerae, salmonel-
lae and certain strains of E. coli) can propel themselves through
the mucus layer and are therefore more likely to reach epithelial
cells to make specific attachments; V. cholerae also produces
a mucinase, which probably helps its passage through the
mucus. Non-motile microorganisms, in contrast, rely on
random and passive transport in the mucus layer.

As might be expected, microorganisms that infect by the
intestinal route are often capable of surviving in the presence
of acid, proteolytic enzymes and bile. This also applies to
microorganisms shed from the body by this route (Table 14.5).

All organisms infecting by the intestinal route must run the
gauntlet of acid in the stomach. Helicobacter pylori has evolved

Table 14.5 Microbial properties that aid success in the gastrointestinal tract

Property Examples

Consequence

Specific attachment to  Poliovirus, rotavirus, Vibrio cholerae

intestinal epithelium

Microorganism avoids expulsion with other gut contents and
can establish infection

Motility V. cholerae, certain E. coli strains

Bacteria travel through mucus and are more likely to reach
susceptible cell

Production of mucinase V. cholerae

May assist transit through mucus (neuraminidase)

Acid resistance Mycobacterium tuberculosis

Encourages intestinal tuberculosis (acid-labile microorganisms
depend on protection in food bolus or in diluting fluid)
increased susceptibility in individuals with achlorhydria

Helicobacter pylori

Establish residence in stomach

Enteroviruses (poliovirus,

A virus

coxsackieviruses, echoviruses), hepatitis

Infection and shedding from gastrointestinal tract

Bile resistance Salmonella, Shigella, enteroviruses

Intestinal pathogens

Enterococcus faecalis, E. coli, Proteus,
Pseudomonas

Establish residence

Resistance to proteolytic Reoviruses in mice
enzymes

Permits oral infection

Anaerobic growth Bacteroides fragilis

Most common resident bacteria in anaerobic environment of
colon
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Box 14.1  Lessons in Microbiology

How to survive stomach acid: the neutralization
strategy of Helicobacter pylori

This bacterium was discovered in 1983, and was shown to
be a human pathogen when two courageous doctors,
Warren and Marshall in Perth, Western Australia, drank a
potion containing the bacteria and developed gastritis.
The infection spreads from person to person by the
gastro-oral or fecal-oral route, and 150 years ago, nearly
all humans were infected as children. Today, in countries
with improved hygiene, this is put off until later in life,
until at the age of 50 more than half of the population
has been infected. The clinical outcome includes peptic
ulcer, gastric cancer and gastric mucosa-associated
lymphoid tissue (MALT) lymphoma and host, bacterial and
environmental factors are thought to be involved. Genetic
susceptibility is implicated in both acquiring and clearing
H. pylori (HP) infection. After being eaten, the bacteria
have a number of strategies resulting in adaptation to the
host gastric mucosa having attached by special adhesins
to the stomach wall. These include host mimicry leading
to evasion of the host response and genetic variation.
Most pathogens (e.g. V. cholerae) are soon killed at the low
pH encountered in the stomach. H. pylori, however,
protects itself by releasing large amounts of urease, which
acts on local urea to form a tiny cloud of ammonia round
the invader. The attached bacteria induce apoptosis in
gastric epithelial cells, as well as inflammation, dyspepsia
and occasionally a duodenal or gastric ulcer, so that
treatment of these ulcers is by antibiotics rather than
merely antacids. Some 90% of duodenal ulcers are due to
HP infection, and the rest to aspirin or non-steroidal
anti-inflammatory drugs (NSAIDs). The bacteria do not
invade tissues, and they stay in the stomach for years,
causing asymptomatic chronic gastritis. Up to 3% of
infected individuals develop chronic active gastritis and
progress to intestinal metaplasia, which can lead to
stomach cancer. H. pylori was the third bacterium for
which the entire genome was sequenced; several gene
products have been characterized and key developments
include understanding the genetic variation of genes
encoding the outer membrane proteins and host
adaptation.

a specific defence (Box 14.1). The fact that tubercle bacilli
resist acid conditions favours the establishment of intestinal
tuberculosis, but most bacteria are acid sensitive and prefer
slightly alkaline conditions. For instance, volunteers who drank
different doses of V. cholerae contained in 60 mL saline showed
a 10000-fold increase in susceptibility to cholera when 2 g of
sodium bicarbonate was given with the bacteria. The minimum
disease-producing dose was 10° bacteria without bicarbonate
and 10* bacteria with bicarbonate. Similar experiments have
been carried out in volunteers with Salmonella typhi, and the
minimum infectious dose of 1000-10000 bacteria was again
significantly reduced by the ingestion of sodium bicarbonate.
Infective stages of protozoa and worms resist stomach acid
because they are protected within cysts or eggs. Unenveloped

viruses are also at an advantage as they resist hot, acidic and
dry environments.

When the infecting microorganism penetrates the
intestinal epithelium (Shigella, S. typhi, hepatitis A and other
enteroviruses) the final pathogenicity depends upon:

* subsequent multiplication and spread
* toxin production

* cell damage

* inflammatory and immune responses.

Microbial exotoxin, endotoxin and protein absorption

Microbial exotoxins, endotoxins and proteins can be absorbed
from the intestine on a small scale. Diarrhoea generally
promotes the uptake of protein, and absorption of protein
also takes place more readily in the infant, which in some
species needs to absorb antibodies from milk. As well as
large molecules, particles the size of viruses can also be taken
up from the intestinal lumen. This occurs in certain sites
in particular, such as those where Peyer’s patches occur.
Peyer’s patches are isolated collections of lymphoid tissue
lying immediately below the intestinal epithelium, which
in this region is highly specialized, consisting of so-called
M cells (see Fig. 14.4). M cells take up particles and foreign
proteins and deliver them to underlying immune cells with
which they are intimately associated by cytoplasmic processes.

Urogenital tract

Microorganisms gaining entry via the urogenital tract
can spread easily from one part of the tract to another

The urogenital tract is a continuum, so microorganisms can
spread easily from one part to another, and the distinction
between vaginitis and urethritis, or between urethritis and
cystitis, is not always easy or necessary (see Chs. 21 and 22).

Vaginal defences

The vagina has no particular cleansing mechanisms, and
repeated introductions of a contaminated, sometimes
pathogen-bearing foreign object (the penis), makes the
vagina particularly vulnerable to infection, forming the
basis for sexually transmitted diseases (see Ch. 22). Nature
has responded by providing additional defences. During
reproductive life, the vaginal epithelium contains glycogen
owing to the action of circulating estrogens, and certain
lactobacilli colonize the vagina, metabolizing the glycogen to
produce lactic acid. As a result, the normal vaginal pH is about
5.0, which inhibits colonization by all except the lactobacilli and
certain other streptococci and diphtheroids. Normal vaginal
secretions contain up to 10° / mL of these commensal bacteria.
If other microorganisms are to colonize and invade they must
either have specific mechanisms for attaching to vaginal or
cervical mucosa or take advantage of minute local injuries
during coitus (genital warts, syphilis) or impaired defences
(presence of tampons, estrogen imbalance). These are the
microorganisms responsible for sexually transmitted diseases.

Urethral and bladder defences

The regular flushing action of urine is a major urethral defence,
and urine in the bladder is normally sterile.

The bladder is more than an inert receptacle, and in its wall
there are intrinsic, but poorly understood, defence mechanisms.



These include a protective layer of mucus and the ability
to generate inflammatory responses and produce secretory
antibodies and immune cells.

Mechanism of urinary tract invasion

The urinary tract is nearly always invaded from the exterior
via the urethra, and an invading microorganism must first
and foremost avoid being washed out during urination.
Specialized attachment mechanisms have therefore been
developed by successful invaders (e.g. gonococci, Fig. 14.5).
A defined peptide on the bacterial pili binds to a syndecan-like
proteoglycan on the urethral cell, and the cell is then induced
to engulf the bacterium. This is referred to as parasite-directed
endocytosis and also occurs with chlamydia.

The foreskin is a handicap in genitourinary infections. This
is because sexually transmitted pathogens often remain in the
moist area beneath the foreskin after detumescence, giving
them increased opportunity to invade. All sexually transmitted
infections are more common in uncircumcised males.

Intestinal bacteria (mainly E. coli) are common invaders of
the urinary tract, causing cystitis. The genitourinary anatomy
is a major determinant of infection (Fig. 14.6). Spread to the
bladder is no easy task in the male, where the flaccid urethra
is 20 cm long. Therefore, urinary infections are rare in males
unless organisms are introduced by catheters or when the
flushing activity of urine is impaired (see Ch. 21). The foreskin
causes trouble, again, in urinary tract infection by faecal
bacteria. These infections are more common in uncircumcised
infants because the prepuce may harbour faecal bacteria on
its inner surface.

Things are different in females. Not only is the urethra
much shorter (5 cm), but it is also very close to the anus (Fig.
14.6), which is a constant source of intestinal bacteria. Urinary
infections are about 14 times more common in women, and at
least 20% of women have a symptomatic urinary tract infection
at some time during their life. The invading bacteria often
begin their invasion by colonizing the mucosa around the
urethra and probably have special attachment mechanisms
to cells in this area. Bacterial invasion is favoured by the
mechanical deformation of the urethra and surrounding

Figure 14.5 Adherence of gonococci to the surface of a human
urethral epithelial cell. (Courtesy of PJ. Watt.)
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region that occurs during sexual intercourse, which can lead
to urethritis and cystitis. Bacteriuria is about 10 times more
common in sexually active women than in nuns.

Oropharynx

Microorganisms can invade the oropharynx when
mucosal resistance is reduced

Commensal microorganisms in the oropharynx are described
in Chapter 19.

Oropharyngeal defences

The flushing action of saliva provides a natural cleansing
mechanism (about 1L/day is produced, needing 400
swallows), aided by masticatory and other movements of
the tongue, cheek and lips. On the other hand, material borne
backwards from the nasopharynx is firmly wiped against the
pharynx by the tongue during swallowing, and pathogens
therefore have an opportunity to enter the body at this
site. Additional defences include secretory IgA antibodies,
antimicrobial substances such as lysozyme, the normal flora,
and the antimicrobial activities of leukocytes present on
mucosal surfaces and in saliva.

Mechanisms of oropharyngeal invasion

Attaching to mucosal or tooth surfaces is obligatory for both
invading and resident microorganisms. For instance, different
types of streptococci make specific attachments via lipoteichoic
acid molecules on their pili to the buccal epithelium and
tongue (resident Streptococcus salivarius), to teeth (resident
Strep. mutans), or to pharyngeal epithelium (invading Strep.

pyogenes).

====) route of infection

urethra

vagina

anus anus

female male

Figure 14.6 The female urogenital tract is particularly vulnerable to
infection with faecal bacteria, mainly because the urethra is shorter and
nearer to the anus.
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Table 14.6 Types of infection and their role in transmission

Type of infection Host defences Evasion mechanism of Examples Value of evasion
pathogen mechanism in
transmission
Respiratory tract Mucociliary clearance  Adhere to epithelial cells, Influenza viruses, pertussis Essential
interfere with ciliary action
Alveolar macrophage Replicate in alveolar Legionella, tuberculosis Essential
macrophage
Intestinal tract Mucus, peristalsis Adhere to epithelial cells Rotavirus, Salmonella Essential
Acid, bile Resist acid, bile Poliovirus Essential
Reproductive tract  Flushing action of urine Adhere to urethral/vaginal ~ Gonococcus, Chlamydia Essential
and genital secretions,  epithelial cells
mucosal defences
Urinary tract Flushing action of urine  Adhere to urethral/epithelial E. coli No value
cells
Reach urine from tubular Polyomavirus Valuable
epithelium
Central nervous Enclosed in bony ‘box’  Reach CNS via nerves or Bacterial meningitis, viral No value
system of skull and vertebral blood vessels that enter skull encephalitis
column or vertebral column
Skin, mucosa Layers of constantly Invade skin/mucosa from Varicella, measles Essential
shed cells (mucosa) below
Dead keratinized cell Infect basal epidermal layer  Papillomaviruses Essential
layers (skin)
Infect via minor abrasions Staphylococci, streptococci Essential
Penetrate intact skin Schistosomiasis, ancyclostomiasis, Essential
leptospirosis
Vascular system Skin Infection of host by biting Malaria, yellow fever Essential
vector, replication in blood
cells or in vascular
endothelial cells

For each type of host defence, the successful pathogen has an answer, which may or may not be important for transmission.

Factors that reduce mucosal resistance allow commensal
and other bacteria to invade, as in the cases of gum infections
caused by vitamin C deficiency, or of Candida invasion (thrush)
promoted by changed resident flora after broad-spectrum
antibiotics. When salivary flow is decreased for 3-4 h, as
between meals, there is a fourfold increase in the number
of bacteria in saliva (see Ch. 19). In dehydrated patients,
salivary flow is greatly reduced and the mouth soon
becomes overgrown with bacteria. As at all body surfaces,
there is a shifting boundary between good behaviour by
residents and tissue invasion according to changes in host
defences.

EXIT AND TRANSMISSION

Microorganisms have a variety of mechanisms to
ensure exit from the host and transmission

Successful pathogens must leave the body and then be
transmitted to fresh hosts. Highly pathogenic microbes (e.g.
Ebola virus, Legionella pneumophila) will have little impact on
host populations if their transmission from person to person
is uncommon or ineffective. Nearly all pathogens are shed
from body surfaces, this being the route of exit to the outside
world. Some, however, are extracted from inside the body

by vectors (e.g. the blood-sucking arthropods that transmit
yellow fever, malaria and filarial worms). Table 14.6 lists the
types of infection and their role in the transmission of the
pathogen and provides a summary of the host defences and
the ways in which they are evaded. Transfer from one host
to another forms the basis for the epidemiology of infectious
disease (see Ch. 32).
Transmission depends upon three factors:

* the number of microorganisms shed

* the microorganism’s stability in the environment

e the number of microorganisms required to infect a fresh
host (the efficiency of the infection).

Number of microorganisms shed

Obviously, the more virus particles, bacteria, protozoa and
eggs that are shed, the greater is the chance of reaching a fresh
host. There are, however, many hazards. Most of the shed
microorganisms die, and only an occasional one survives to
perpetuate the species.

Stability in the environment

Microorganisms that resist drying spread more rapidly in the
environment than those that are sensitive to drying (Table 14.7).



Table 14.7 Microbial resistance to drying as a factor in transmission
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Stability on drying Examples

Consequence

Stable Tubercle bacilli

Staphylococci

Spread more readily in air (dust, dried droplets)

Clostridial spores
Anthrax spores
Histoplasma spores

Spread readily from soil

Unstable Neisseria meningitides
Streptococci
Bordetella pertussis
Influenza virus

Measles virus

Require close (respiratory) contact

Gonococci
HIV
Treponema pallidum

Require close (sexual) contact

Vibrio cholerae
Leptospira

] Spread via water, food

Yellow fever virus
Malaria
Trypanosomes

Spread via vectors (i.e. remain in a host)

Larvae/eggs of worms

Need moist soil (except pinworms)

Pathogens that are already dehydrated such as spores are also more resistant to thermal inactivation. Spores can survive for years in soil.

Microorganisms also remain infectious for longer periods in
the external environment when they are resistant to thermal
inactivation. Certain microorganisms have developed special
forms (e.g. clostridial spores, amoebic cysts) that enable them
to resist drying, heat inactivation and chemical insults, and this
testifies to the importance of stability in the environment. If still
alive, microorganisms are more thermostable when they have
dried. Drying directly from the frozen state (freeze drying)
can make them very resistant to environmental temperatures.
The fact that spores and cysts are dehydrated accounts for
much of their stability. Microorganisms that are sensitive to
drying depend for their spread on close contact, vectors, or
contamination of food and water for spread.

Number of microorganisms required to infect
a fresh host

The efficiency of the infection varies greatly between
microorganisms, and helps explain many aspects of
transmission. For instance, volunteers ingesting 10 Shigella
dysenteriae bacteria (from other humans) will become infected,
whereas as many as 10° Salmonella spp. (from animals) are
needed to cause food poisoning. The route of infection also
matters. A single tissue culture infectious dose of a human
rhinovirus instilled into the nasal cavity causes a common cold
and, although this dose contains many virus particles, about
200 such doses are needed when applied to the pharynx. As
few as 10 gonococci can establish an infection in the urethra,
but many thousand times this number are needed to infect
the mucosa of the oropharynx or rectum.

Other factors affecting transmission

Genetic factors in microorganisms also influence transmission.
Some strains of a given microorganism are therefore more
readily transmitted than others, although the exact mechanism
is often unclear. Transmission can vary independently of the

ability to do damage and cause disease (pathogenicity or
virulence).

Activities of the infected host may increase the efficiency of
shedding and transmission. Coughing and sneezing are reflex
activities that benefit the host by clearing foreign material from
the upper and lower respiratory tract, but they also benefit the
microorganism. Strains of microorganism that are more able
to increase fluid secretions or irritate respiratory epithelium
will induce more coughing and sneezing than those less able
and will be transmitted more effectively. Similar arguments
can be applied to the equivalent intestinal activity: diarrhoea.
Although diarrhoea eliminates the infection more rapidly
(prevention of diarrhoea often prolongs intestinal infection),
from the pathogen’s point of view it is a highly effective way
of contaminating the environment and spreading to fresh hosts.

TYPES OF TRANSMISSION BETWEEN HUMANS

Microorganisms can be transmitted to humans by humans,
vertebrates and biting arthropods. Transmission is most
effective when it takes place directly from human to
human. The most common worldwide infections are spread
by the respiratory, faecal-oral or sexual route. A separate
set of infections is acquired from animals, either directly
from vertebrates (the zoonoses) or indirectly from biting
arthropods. Infections acquired from other species are either
not transmitted or transmit very poorly from human to human.
Types of transmission are illustrated in Fig. 14.7.

Transmission from the respiratory tract

Respiratory infections spread rapidly when people are
crowded together indoors

An increase in nasal secretions with sneezing and coughing
promotes effective shedding from the nasal cavity. In a sneeze
(Fig. 14.8) up to 20000 droplets are produced, and during a
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types of transmission and their control

respiratory or salivary spread
not readily controllable

aerosol

faecal-oral spread
controllable by public
health measures

sexual spread
difficult to control as
social factors are involved

vertebrate reservoir
brucellosis, rabies

Q fever, Lassa fever
salmonellosis, Ebola virus
disease, MERS-CoV to the
infections

vector (biting arthropod)
malaria

sandfly fever

typhus (louse-borne)

Ebola

marburg
virus virus

vector-vertebrate
reservoir

plague
trypanosomiasis
yellow fever

Figure 14.7 Types of transmission and their control. Arthropod-borne infections and zoonoses can be controlled by controlling vectors or by
controlling animal infection; there is virtually no person-to-person transmission of these infections (except for pneumonic plague and Ebola virus

infection, see Ch. 29).

common cold, for instance, many of them will contain virus
particles.

A smaller number of microorganisms (hundreds) are
expelled from the mouth, throat, larynx and lungs during
coughing (whooping cough, tuberculosis). Talking is a less
important source of air-borne particles, but does produce them,
especially when the consonants ‘f, p, t and s’ are used. It is
surely no accident that many of the most abusive words in
the English language begin with these letters, so that a spray
of droplets (possibly infectious) is delivered with the abuse!

The size of inhaled droplets determines their initial
localization. The largest droplets fall to the ground after
travelling approximately 4 m, and the rest settle according
to size. Those 10 pm or so in diameter can be trapped on

the nasal mucosa. The smallest (1-4 um diameter) are kept
suspended for an indefinite period by normal air movements,
and particles of this size are likely to pass the turbinate baffles
in the nose and reach the lower respiratory tract.

When people are crowded together indoors, respiratory
infections spread rapidly - for example, the common cold in
schools and offices and meningococcal infections in military
recruits. This is perhaps why respiratory infections are common
in winter. The air in ill-ventilated rooms is also more humid,
favouring survival of suspended microorganisms such as
streptococci and enveloped viruses. Air conditioning is another
factor, as the dry air leads to impaired mucociliary activity.
Respiratory spread is, in one sense, unique. Material from one
person’s respiratory tract can be taken up almost immediately
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Figure 14.8 Droplet dispersal following a
violent sneeze. Most of the 20000 particles
seen are coming from the mouth. (Reprinted
with permission from: Moulton FR. [ed.] [1942]
Aerobiology. American Association for the
Advancement of Science.)

into the respiratory tract of other individuals. This is in striking
contrast to the material expelled from the gastrointestinal
tract, and helps explain why respiratory infections spread
so rapidly when people are indoors.

Handkerchiefs, hands and other objects can carry respiratory
infection such as common cold viruses from one individual
to another, although coughs and sneezes provide a more
dramatic route. Transmission from the infected conjunctiva
is referred to in Chapter 26.

The presence of receptors (see Table 14.2) and local
temperature as well as initial localization can determine which
part of the respiratory tract is infected. For instance, it can be
assumed that rhinoviruses arrive in the lower respiratory tract
on a large scale, but fail to grow there because, like leprosy
bacilli, they prefer the cooler temperature of the nasal mucosa.

Transmission from the gastrointestinal tract

Intestinal infection spreads easily if public health and
hygiene are poor

The spread of an intestinal infection is assured if public health
and hygiene are poor, the pathogen appears in the faeces in
sufficient numbers and there are susceptible individuals in
the vicinity. Diarrhoea gives it an additional advantage, and
the key role of diarrhoea in transmission has been referred
to above. During most of human history, there has been a
large-scale recycling of faecal material back into the mouth, and
this continues in resource-poor countries. The attractiveness
of the faecal-oral route for microorganisms and parasites is
reflected in the great variety that are transmitted in this way.

Intestinal infections have been to some extent controlled
in resource-rich countries. The great public health reforms
of the nineteenth century led to the introduction of adequate
sewage disposal and a supply of purified water. For instance,
in England 200 years ago, there were no flushing toilets and
no sewage disposal and much of the drinking water was
contaminated. Cholera and typhoid spread easily, and in
London, the Thames became an open sewer. Today, as in
other cities, a complex underground disposal system separates

sewage from drinking water. Intestinal infections are still
transmitted in resource-rich countries, but via food and
fingers rather than by water and flies. Therefore, although
each year in the UK there are dozens of cases of typhoid
acquired on visits to resource-poor countries, the infection
is not transmitted to others.

The microorganisms that appear in faeces usually multiply
in the lumen or wall of the intestinal tract, but there are a
few that are shed into bile. For instance, hepatitis A enters
bile after replicating in liver cells.

Transmission from the urogenital tract

Urogenital tract infections are often
sexually transmitted

Urinary tract infections are common, but most are not spread
via urine. Urine can contaminate food, drink and living space.
Examples of some infections that are spread by urine are
listed in Table 14.8.

Sexually transmitted infections (STls)

Microorganisms shed from the urogenital tract are often
transmitted as a result of mucosal contact with susceptible
individuals, typically as a result of sexual activity. If there is
a discharge, organisms are carried over the epithelial surfaces
and transmission is more likely. Some of the most successful
sexually transmitted microorganisms (gonococci, chlamydia)
therefore induce a discharge. Other microorganisms are
transmitted effectively from mucosal sores (ulcers) - for
example, Treponema pallidum and herpes simplex virus. The
human papillomaviruses are transmitted from genital warts
or from foci of infection in the cervix where the epithelium,
although apparently normal, is dysplastic and contains infected
cells (see Ch. 22).

The transmission of STIs is determined by social and sexual
activity. Changes in the size of the human population and
way of life have had a dramatic effect on the epidemiology of
STlIs. More opportunities to have sexual encounters have arisen
owing to increasing population density, increased movement
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Table 14.8 Human infections transmitted via urine

Infection Details Value in transmission
Schistosomiasis Parasite eggs excreted in bladder +++

Typhoid Bacterial persistence in bladder scarred by schistosomiasis +

Polyomavirus infection Commonly excreted in urine ?

Cytomegalovirus infection Commonly excreted in infected children ?

Leptospirosis Infected rats and dogs excrete bacteria in urine ++

Lassa fever (and South American Persistently infected rodent excretes virus in urine +++

haemorrhagic fevers)

Schistosomiasis is the major infection transmitted in this way, the eggs undergoing development in snails before re-infecting humans. Viruses are shed in the

urine after infecting tubular epithelial cells in the kidney.

of people, the decline of the idea that sexual activity is sinful,
social media and the internet, and the knowledge that STIs
are treatable and pregnancy is avoidable. In addition, the
contraceptive pill has favoured the spread of STIs by reducing
the use of mechanical barriers to conception. Condoms have
been shown to reliably retain and reduce the transmission
potential of herpes simplex virus, HIV, chlamydia and
gonococci in simulated coital tests of the syringe and plunger
type (see Ch. 22).

STIs are, however, transmitted with far less speed and
efficiency than respiratory or intestinal infections. Influenza
can be transmitted to a multitude of others during 1 h in a
crowded room, or a rotavirus to a score of children during
a morning at kindergarten, but STIs can spread to each
person only by a separate sexual act. Multiple partners are
therefore essential. Frequent sexual activity is not enough
without involving multiple partners because those in a stable
partnership can do no more than infect each other. Changes
in sexual practices have led to a dramatic rise in the incidence
of STIs.

As almost all mucosal surfaces of the body can be involved
in sexual activity, microorganisms have had increasing
opportunity to infect new body sites. The meningococcus,
a nasopharyngeal resident, has therefore sometimes been
recovered from the cervix, the male urethra, and the anal
canal, while occasionally gonococci and chlamydia infect the
throat and anal canal. It is no surprise that genito-oro-anal
contacts have sometimes allowed intestinal infections such as
Salmonella, Giardia, hepatitis A virus, Shigella and pathogenic
amoebae to spread directly between individuals despite good
sanitation and sewage disposal.

Semen as a source of infection

It might be expected that semen is involved in the transmission
of infection, and this is the case in viral infections of animals
such as blue tongue and foot and mouth disease. In humans,
cytomegalovirus that is shed from the oropharynx is also often
present in large quantities in semen, and the fact that it is
also recoverable from the cervix suggests that it is sexually
transmitted. Hepatitis B virus and HIV are also present
in semen.

Perinatal transmission

The female genital tract can also be a source of infection for
the newborn child (see Ch. 24). During passage down an
infected birth canal, microorganisms can be wiped onto the

conjunctiva of the infant or inhaled, leading to a variety of
conditions such as conjunctivitis, pneumonia and bacterial
meningitis.

Transmission from the oropharynx
Oropharyngeal infections are often spread in saliva

Saliva is often the vehicle of transmission. Microorganisms
such as streptococci and tubercle bacilli reach saliva during
upper and lower respiratory tract infections, while certain
viruses infect the salivary glands and are transmitted in this
way. Paramyxovirus, herpes simplex virus, cytomegalovirus
and human herpes virus type 6 are shed into saliva. In young
children, fingers and other objects are regularly contaminated
by saliva, and each of these infections is acquired by this route.
Epstein-Barr virus is also shed into saliva, but is transmitted
less effectively, perhaps because it is present only in cells or
in small amounts. In resource-rich countries, people often
escape infection during childhood, and become infected as
adolescents or adults during the extensive salivary exchanges
(mean 4.2 mL / h) that accompany oral encounters of the deep
and meaningful kind (see Ch. 19). Saliva from animals is the
source of a few infections, and these are included in Table 14.9.

Transmission from the skin

Skin can spread infection by shedding or
direct contact

Dermatophytes (fungi such as those that cause ringworm)
are shed from skin and also from hair and nails, the exact
source depending on the type of fungus (see Ch. 27). Skin is
also an important source of certain other bacteria and viruses,
as outlined in Table 14.10.

Shedding to the environment

The normal individual sheds desquamated skin scales into
the environment at a rate of about 5x10°/ day, the rate
depending upon physical activities such as exercise, dressing
and undressing. The fine white dust that collects on indoor
surfaces, especially in hospital wards, consists largely of skin
scales. Staphylococci are present, and different individuals
show great variation in staphylococcal shedding, but the
reasons are unknown.

Transmission by direct contact or by contaminated
fingers is much more common than following release into
the environment, and microorganisms transmitted in this
way include potentially pathogenic staphylococci and human
papillomaviruses.
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Microorganism Comments

Herpes simplex virus

Infection generally during childhood

Cytomegalovirus, Epstein—-Barr virus

Adolescent/adult infection is common

Rabies virus

Shed in saliva of infected dogs, wolves, jackals, vampire bats

Pasteurella multocida

Bacteria in upper respiratory tract of dogs, cats appear in saliva and are transmitted
via bites, scratches

Streptobacillus moniliformis

Present in rat saliva and infects humans (rat bite fever)

Table 14.10 Human infections transmitted from the skin

Microorganism Disease Comments

Staphylococci Boils, carbuncles, neonatal skin sepsis Pathogenicity varies, skin lesions or nose picking are
common sources of infection

Treponema pallidum Syphilis Mucosal surfaces more infectious than skin

Treponema pertenue Yaws Regular transmission from skin lesions

Streptococcus pyogenes Impetigo Vesicular (epidermal) lesions crusting over, common in
children in hot, humid climates

Staphylococcus aureus Impetigo Less common; bullous lesions, especially in newborn

Dermatophytes Skin ringworm

Different species infect skin, hair, nails

Herpes simplex virus Herpes simplex, cold sore

Up to 10° infectious units/mL of vesicle fluid

Varicella-zoster virus Varicella, zoster

Vesicular skin lesions occur but transmission is usually
respiratory’

Coxsackievirus A16 Hand, foot and mouth disease

Vesicular skin lesions but transmission faecal and respiratory

Papillomaviruses Warts

Many types”

Leishmania tropica Cutaneous leishmaniasis

Skin sores are infectious

Sarcoptes scabei Scabies

Eggs from burrow transmitted by hand (also sexually)

“Except in zoster, where a localized skin eruption occurs.

“Generally direct contact, but plantar warts are commonly spread following walking barefoot on contaminated floors such as swimming pool surrounds.

Transmission in milk

Milk is produced by a skin gland. Microorganisms are
rarely shed into human milk, and examples include HIV,
cytomegalovirus and human T-cell lymphotropic virus
1 (HTLV-1), but milk from cows, goats and sheep can be
important sources of infection (Table 14.11). Bacteria can be
introduced into milk after collection.

Transmission from blood
Blood can spread infection via arthropods or needles

Blood is often the vehicle of transmission. Microorganisms and
parasites spread by blood-sucking arthropods (see below) are
effectively shed into the blood. Infectious agents present in
blood (hepatitis B and C viruses, HIV) are also transmissible
by needles, either in transfused blood or when contaminated
needles are used for injections or intravenous drug misuse.
Intravenous drug misuse is a well-known factor in the spread
of these infections. In addition, at least 12000 million injections
are given each year, worldwide, about 1 in 10 of them for
vaccines. Unfortunately, in parts of the resource-poor world,
disposable syringes tend to be used more than once, without
being properly sterilized in between (‘If it still works, use it
again’). The prolonged outbreak of hepatitis C virus genotype
4 infection in Egypt was thought to have originated from

the time when parenteral antischistosomal treatment with
injectable antimony was given in mass campaigns, involving
reused syringes, from the 1950s to the 1980s. To prevent this,
the World Health Organization (WHO) encouraged the use
of syringes in which, for instance, the plunger cannot be
withdrawn once it has been pushed in.

Blood is also the source of infection in transplacental
transmission and this generally involves initial infection of
the placenta (see Ch. 24).

Vertical and horizontal transmission

Vertical transmission takes place between parents
and their offspring

When transmission occurs directly from parents to offspring
via, for example, sperm, ovum, placenta (Table 14.12), milk
or blood, it is referred to as vertical. This is because it can be
represented as a vertical flow down a page (Fig. 14.9), just
like a family pedigree. Other infections, in contrast, are said
to be horizontally transmitted, with an individual infecting
other individuals by contact, respiratory or faecal-oral spread.
Vertically transmitted infections can be subdivided as shown
in Table 14.13. Strictly speaking, these infections are able
to maintain themselves in the species without spreading
horizontally, as long as they do not affect the viability of the
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Table 14.11 Human infections transmitted via milk

Microorganism Type of milk Importance in transmission
Cytomegalovirus Human =
HIV Human +
HTLV-1 Human +
Brucella Cow, goat, sheep ++
Mycobacterium bovis Cow + +
Coxiella burnetii (Q fever) Cow +
Campylobacter jejuni Cow ++
Salmonella spp. +
Listeria monocytogenes

Staphylococcus spp. Cow

Streptococcus pyogenes

Yersinia enterocolitica

Human milk is rarely a significant source of infection. All pathogens listed are destroyed by pasteurization.

Table 14.12 Human infections transmitted via the placenta

Transplacental transmission of infection
Effect

Microorganism

Rubella virus, Placental lesion, abortion,
cytomegalovirus stillbirth, malformation
HIV Childhood HIV and AIDS

Antigen carriage in infant, but
most of these infections are
perinatal or postnatal

Hepatitis B virus

Treponema pallidum Stillbirth, congenital syphilis

with malformation

Listeria monocytogenes Meningoencephalitis

Stillbirth, CNS disease

Toxoplasma gondii

host. Various retroviruses are known to maintain themselves
vertically in animals (e.g. mammary tumour virus in milk,
sperm and ovum of mice), but this does not appear to be
important in humans, except possibly for HTLV-1, where milk
transfer is important. There are, however, many retrovirus
sequences present in the normal human genome known as
endogenous retroviruses. These DNA sequences are too
incomplete to produce infectious virus particles, but can
be regarded as amazingly successful parasites. In addition,
some of them may confer benefit, for example, by coding for
proteins that help coordinate early stages of fetal development.
They presumably do no harm and survive within the human
species, watched over, conserved and replicated as part of
our genetic constitution.

TRANSMISSION FROM ANIMALS

Humans and animals share a common susceptibility to
certain pathogens

Humans live in daily contact, directly or indirectly, with a
wide variety of other animal species, both vertebrate and
invertebrate, sharing not only a common environment, but

also a common susceptibility to certain pathogens. The degree
to which animal contacts transmit infection depends upon the
type of environment (e.g. urban / rural, tropical / temperate,
hygienic / insanitary) and on the nature of the contact. Close
contact is made with vertebrate animals used for food or as
pets, and with invertebrate animals adapted to live or feed
on the human body. Less intimate contact is made with many
other species, which nevertheless may transmit pathogens
equally well. For convenience, animal-transmitted infections
can be divided into two categories:

¢ those involving arthropod and other invertebrate vectors
* those transmitted directly from vertebrates (zoonoses).
More detailed accounts of these infections are given in
Chapters 28 and 29.

Invertebrate vectors

Insects, ticks and mites - the bloodsuckers - are the
most important vectors spreading infection

By far the most important vectors of disease belong to these
three groups of arthropods. Many species are capable of
transmitting infection, and a wide range of organisms is
transmitted (Table 14.14). In the past, insects have been
responsible for some of the most devastating epidemic diseases,
for example, fleas and plague and lice and typhus. Even today,
one of the world’s most important infectious diseases — malaria
- is transmitted by the Anopheles mosquito. The distribution
and epidemiology of these infections are determined by
the climatic conditions that allow the vectors to breed and
the organism to complete its development in their bodies.
Some diseases are therefore purely tropical and subtropical
(e.g. malaria, sleeping sickness and yellow fever), whereas
others are much more widespread (e.g. plague and typhus).
However, with climate change and increased travel, some
viral infections are now being seen in previously unaffected
regions - for example, West Nile virus and chikungunya
infections reported in Italy.

Passive carriage

Insects may carry pathogens passively on their mouth parts,
on their bodies, or within their intestines. Transfer onto food
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Figure 14.9 Vertical and horizontal transmission by infection. Most infections are transmitted horizontally, as might be expected in crowded human
populations. Vertical transmission becomes more important in small isolated communities (see Ch. 18). CMV, cytomegalovirus; HIV, human

immunodeficiency virus; HTLY, human T-cell lymphotropic virus.

Table 14.13 Types of vertical transmission

Type Route Examples
Prenatal Placenta Rubella, cytomegalovirus, syphilis, toxoplasmosis, hepatitis B
Perinatal Infected birth canal Gonococcal/chlamydial conjunctivitis, herpes simplex

Postnatal Milk
Direct contact with blood at delivery

Cytomegalovirus
Hepatitis B virus, HIV, HTLV-1

Germline

Viral DNA sequences in human genome

Many ancient retroviruses

HIV, human immunodeficiency virus; HTLY, human T-cell lymphotropic virus.

or onto the host occurs directly as a result of the insect feeding,
regurgitating or defecating. Many important diseases, such as
trachoma, can be transmitted in this way by common species
such as houseflies and cockroaches.

Blood-feeding species have mouth parts adapted for
penetrating skin in order to reach blood vessels or to create
small pools of blood (Fig. 14.10). The ability to feed in this
way provides access to organisms in the skin or blood. The
mouth parts can act as a contaminated hypodermic needle,
carrying infection between individuals.

Biological transmission

This is much more common, the blood-sucking vector acting
as a necessary host for the multiplication and development
of the pathogen. Almost all of the important infections (listed
in Table 14.14) are transmitted in this way. The pathogen is

re-introduced into the human host, after a period of time, at
the next blood meal. Transmission can be by direct injection,
usually in the vector’s saliva (malaria, yellow fever), or by
contamination from faeces or regurgitated blood deposited
at the time of feeding (typhus, plague).

Other invertebrate vectors spread infection either
passively or by acting as an intermediate host

Many invertebrates used for food convey pathogens (Fig.
14.11). Perhaps the most familiar are the shellfish (molluscs
and crustaceans) associated with food poisoning and acute
gastroenteritis. These filter feeders accumulate viruses and
bacteria in their bodies, taking them in from contaminated
waste, and transferring them passively. In other cases, the
relationship between the pathogen and the invertebrate is
much closer. Many parasites, especially worms, must undergo
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Table 14.14 Arthropod-borne pathogens®

Arthropod-borne pathogens
Arthropods Pathogens Diseases
Insects Viruses Flaviviruses Yellow fever
Houseflies Dengue
Zika microcephaly
West Nile
Japanese encephalitis
Sandflies Bunyaviruses Haemorrhagic fevers
Mosquitoes Bacteria Yersinia Plague, tularemia
Blackflies Rickettsias Q fever, spotted fevers,
Lice typhus, rickettsial pox
Fleas Spirochaetes Relapsing fever, Lyme
disease
Hemiptera bugs Protozoa Trypanosomes Sleeping sickness, Chagas
Midges disease
Tabanids Leishmania Leishmaniasis
Acarids Helminths Plasmodium Malaria
Ticks Plasmodium Lymphatic filariases, loiasis,
Mites nematodes onchocerciasis

“Mosquitoes are a major source of infection. (Note that, with the exception of pneumonic plague and Ebola virus, none is transmitted from human to human.)

Figure 14.10 Female Anopheles mosquito feeding. (Courtesy of CJ.
Webb.)

part of their development in the invertebrate before being able
to infect a human. Humans are infected when they eat the
invertebrate (intermediate) host. Dietary habits are therefore
important in infection.

Aquatic molluscs (snails) are necessary intermediate hosts
for schistosomes - the blood flukes. They become infected
by larval stages, which hatch from eggs passed into water
in the urine or faeces of infected people. After a period of
development and multiplication, large numbers of infective
stages (cercariae) escape from the snails. These can rapidly
penetrate through human skin, initiating the infection that
will result in adult flukes occupying visceral blood vessels
(see Ch. 31).

nematode larvae
e.g. Angiostrongylus

trematode larvae
e.q. Paragonimus

filter feeder
e.g. oyster mussel clam

I
passive transport
Vibrio cholerae
hepatitis A and other
enteric viruses

Figure 14.11 Microorganisms transmitted via invertebrates used for
food. Filter-feeding molluscs living in estuaries near sewage outlets are
a common source of infection.

Transmission from vertebrates

Many pathogens are transmitted directly to humans
from vertebrate animals

Strictly, the term zoonoses can apply to any infection
transmitted to humans from infected animals, whether this
is direct (by contact or eating) or indirect (via an invertebrate
vector). Here, however, zoonoses are used to describe infections
of vertebrate animals that can be transmitted directly. Many
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Table 14.15 Zoonoses: human infections transmitted directly from vertebrates (birds and mammals)

Pathogens Vertebrate vector Diseases

Viruses

Arenaviruses Mammals Lassa fever, lymphocytic choriomeningitis,
Bolivian haemorrhagic fever

Poxviruses Mammals Cowpox, orf

Hepatitis E virus Pigs Hepatitis E

Rhabdoviruses Mammals Rabies

SARS coronavirus®
dogs, rodents

Monkeys, Himalayan palm civets, raccoon dogs, cats,

SARS (severe acute respiratory syndrome)

MERS coronavirus® Camels MERS (Middle East respiratory syndrome)
Avian influenza viruses® Chickens Influenza A H5N1 and other strains
Bacteria

Bacillus anthracis Mammals Anthrax

Brucella Mammals Brucella

Chlamydia Birds Psittacosis

Leptospira Mammals Leptospirosis (Weil's disease)
Listeria Mammals Listeriosis

Salmonella Birds, mammals Salmonellosis

Mycobacterium tuberculosis Mammals Tuberculosis

Fungi

Cryptococcus Birds Meningitis

Dermatophytes Mammals Ringworm

Protozoa

Cryptosporidium Mammals Cryptosporidiosis

Giardia Mammals Giardiasis

Toxoplasma Mammals Toxoplasmosis

Helminths

Ancylostoma Mammals Hookworm disease

Echinococcus Mammals Hydatid disease

Taenia Mammals Tapeworms

Toxocara Mammals Toxocariasis (visceral larval migrans)
Trichinella Mammals Trichinellosis

?Poor transmission from person to person, but they may at any time change and develop the capacity for efficient transmission.

pathogens are transmitted in this way (Table 14.15) by a variety
of different routes including contact, inhalation, bites, scratches,
contamination of food or water and ingestion as food.

The epidemiology of zoonoses depends upon the frequency
and the nature of contact between the vertebrate and the
human hosts. Some are localized geographically, being
dependent, for example, on local food preferences. Where
these involve eating uncooked animal products such as fish
or amphibia, a variety of parasites (especially tapeworms
and nematodes) can be acquired. Others are associated with
occupation - for example, if this involves contact with raw
animal products (butchers in the case of toxoplasmosis and
Q fever), or frequent contact with domestic stock (farm
workers in the case of brucellosis and dermatophyte fungi).

In urban areas, zoonoses are most likely to be acquired by
eating or drinking infected animal products or by contact
with dogs, cats and other domestic pets. Hepatitis E virus
infections were regarded as a sporadic cause of hepatitis in
Europe until studies reported in 2015 that blood transfusion
recipients developed the infection having received blood from
asymptomatic hepatitis E viraemic donors. Eating undercooked
pork sausages, as well as other more exotic meat products,
was associated with transmission and it was reported as a
zoonotic infection of pigs (see Ch. 23).

Domestic pets or pests?

Dogs and cats are the most common domestic pets, and both
are reservoirs of infection for their owners (Fig. 14.12). The
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Figure 14.12 Man’s best friends? Zoonoses transmitted from dogs and cats. (* A benign infection, with skin lesions and lymphadenopathy, shown to
be due to a bacterium, Bartonella henselae.)

pathogens concerned are spread by contact, bites and scratches,
by vectors, and by contamination with faecal material. Major
infections transmitted in these ways include:

e toxocariasis from dogs

* toxoplasmosis from cats. « To establish infection in the host, pathogens must
Both are almost universal in their distribution. attach to, or pass across, body surfaces.

Humans may acquire hydatid disease from tapeworm - Many pathogens have developed chemical or
eggs passed in dog faeces where dogs are used for herding mechanical mechanisms to attach themselves to the
domestic animals and have access to infected carcasses. In surface of the respiratory, urogenital or alimentary
rural areas of many countries this has been, or remains, an tracts. In the skin, they generally depend upon entry
important infection. via small wounds or arthropod bites.

Many species of birds are kept as pets and some can pass - Pathogens must exit from the body after replication in
on serious infections to those in contact with them. Contact order to be transmitted to fresh hosts. This also takes
is usually through inhalation of infected particulate material. place across body surfaces.

Perhaps the most important of these is psittacosis caused by
Chlamydophila (formerly Chlamydia) psittaci, which despite the
common name ‘parrot fever’ can be acquired from many
avian species.

The recent trend in resource-rich countries towards keeping
unusual or exotic pets (especially reptiles, exotic birds and
mammals) raises new risks of zoonotic infection. Many
reptiles, for example, pass human-infective Salmonella spp.
in their droppings. Exotic birds and mammals can carry a
range of viruses that could be transmitted under the correct
conditions. Diagnosis of infections under these circumstances
can be difficult if the physician does not know of the existence
of such pets.

- Efficient shedding of pathogens from the skin or
respiratory, urogenital or alimentary tracts, and
delivery into the blood or dermal tissues for uptake
during arthropod feeding, are vital stages in their life
cycles.

« Many human infections come from animals, either
directly (zoonoses) or indirectly (via blood-sucking
arthropods), and the incidence of these infections
depends upon exposure to infected animals or
arthropods.
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Introduction

The immune system has a number of defence strategies at its disposal with which to attack and
neutralize the threats from invading pathogens. As discussed in Chapters 10-12, these include both
innate and adaptive cells and soluble cytokine mediators. Although they lack the dramatic specificity
and memory of adaptive (i.e. T- and B cell-based) immune mechanisms, the innate defences are vital
to survival — particularly in invertebrates, where they are the only defence against infection.

In addition to these non-specific mechanisms, the immune system enables the specific recognition
of antigens by T and B cells as part of adaptive immunity. Broadly speaking, antibodies are particularly
important in combating infection by extracellular microbes, particularly pyogenic bacteria, while T-cell
immunity is required to control intracellular infections with bacteria, viruses, fungi or protozoa. Their
value is illustrated by the generally disastrous results of defects in T and/or B cells, or their products,
discussed in more detail in Chapter 31. This chapter gives examples of how these different types of
immunity contribute to and collaborate in the body’s defences against pathogens.

Antimicrobial peptides protect the skin against
invading bacteria

A number of proteins that are expressed at epithelial surfaces,
and by polymorphonuclear leukocytes (PMNs), can have
a direct antibacterial effect. These include beta defensins,
dermicidins and cathelicidins. Defensins form 30-50% of
neutrophil granules, and disrupt the lipid membranes of
bacteria. Dermicidin is made by sweat glands and secreted into
sweat; it is active against Escherichia coli, Staphylococcus aureus
and Candida albicans. Cathelicidin has potent anti-microbial
effects against most Gram-positive and Gram-negative bacteria.
The precursor cathelicidin protein is cleaved into two peptides,
one of which, LL37, is not only toxic to microorganisms, but
also binds lipopolysaccharide (LPS). Cathelicidin is active
against methicillin-resistant Staph. aureus, showing it has a
therapeutic potential. Mice whose PMNs and keratinocytes are
unable to make cathelicidin become susceptible to infection
with group A Streptococcus. Cathelicidin also plays a role in
immunity to Mycobacterium tuberculosis, through its action
on vitamin D.

Another interesting innate defence mechanism is the
formation of neutrophil extracellular traps (NETS). NETS are
formed from decondensed unwound DNA, together with
neutrophil granule proteins and myeloperoxidase, and can
bind both Gram-positive and Gram-negative bacteria, although
they may not always be killed (Fig. 15.1). NETS can damage
fungal hyphae that are too large to be phagocytosed; the key
molecule here seems to be calprotectin, which is released
from the NETS. Of course, the bacteria can fight back, in
this case through secreting DN Aases or by having capsules
to prevent entrapment.

Lysozyme is one of the most abundant antimicrobial
proteins in the lung. Genetically engineered transgenic mice
with a lot more lysozyme activity than control mice in their

bronchoalveolar lavage were much better at killing group B
streptococci, and Pseudomonas aeruginosa (Fig. 15.2).

COMPLEMENT

The alternative pathway and lectin-binding pathways
of complement activation are part of the early

defence system

The basic biology of the complement system and its role
in inducing the inflammatory response and promoting
chemotaxis, phagocytosis and vascular permeability have been
described in Chapter 10. Complement can also directly damage
microorganisms as part of the early response to infection. Lack
of the central complement component C3 leads to infection
with a wide range of pyogenic bacteria. Patients deficient in
later complement components C5, C6, C7, C8 or C9 are unable
to eliminate Neisseria (gonococci and meningococci), with the
increased risk of developing septicaemia or becoming a carrier.
This suggests that these bacteria require the extracellular lytic
pathway for elimination.

All three pathways can be activated by the innate system,
but activation through the classical pathway is the only one
for which antibodies improve the response. It should be
recognized that the complement classical pathway activation
is most efficiently activated by IgM.

ACUTE PHASE PROTEINS AND PATTERN
RECOGNITION RECEPTORS

C-reactive protein is an antibacterial agent produced
by liver cells in response to cytokines

Among the acute phase proteins produced during inflammatory
reactions, C-reactive protein (CRP) is particularly interesting
in being an antibacterial agent, although most of this activity
has so far been shown against Streptococcus pneumoniae. CRP is
a pentameric beta globulin, somewhat resembling a miniature
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Figure 15.1 Neutrophil extracellular traps can trap bacteria. These
chromatin-containing complexes can trap bacteria such as Shigella
(illustrated). (Photograph courtesy of Dr Volker Brinkmann, Max Planck
Institute for Infection Biology, Berlin.)
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Figure 15.2 Transgenic mice making greater amounts of lysozyme are
more resistant to infection with Pseudomonas aeruginosa. (A) The
transgenic mice have 18-fold more lysozyme activity than the wild-type
control mice. (B) The transgenic mice showed much greater killing of P
aeruginosa in the lungs following intratracheal infection than did the
wild-type mice. (Redrawn with data from Akinbi, H.T. et al. [2000]
Bacterial killing is enhanced by expression of lysozyme in the lungs of
transgenic mice. JImmunol 165:5760-5766.)

version of IgM (molecular weight 130000 compared with
900000 for IgM). It reacts with phosphorylcholine in the
wall of some streptococci and subsequently activates both
complement and phagocytosis. CRP is produced by liver cells
in response to cytokines, particularly interleukin 6 (IL-6, see
Ch. 12), and levels can rise as much as 1000-fold in 24 h - a
much more rapid response than that of antibody production.
Therefore, CRP levels are often used to monitor inflammation,
for example, in rheumatic diseases. The other acute phase

proteins are also produced in increased amounts early in
infection and have not just antimicrobial activity but can also
act as opsonins or antiproteases, be involved in the fibrinolytic
or anticoagulant pathways, or play an immunomodulatory
role. For example, many of the complement components are
acute phase proteins. Those with a role in protection against
infection are also termed pattern recognition receptors, such
as mannose-binding lectin. The important acute phase protein
splA, (a member of the secretory phospholipase A, family)
is important in protection against Gram-positive bacteria in
serum. Some acute phase proteins such as lipopolysaccharide
(LPS)-binding protein may reduce pathology by binding toxic
bacterial products such as LPS.

Collectins and ficolins

Collectins are proteins that bind to carbohydrate molecules
expressed on bacterial and viral surfaces. This results in cell
recruitment, activation of the alternative complement cascade,
and macrophage activation. Two collectins, the surfactant
proteins A and D, are able to inhibit bacterial growth and
opsonize bacteria directly, leading to phagocytosis and
activation of complement. Surfactant protein A has been shown
to play a role in the innate defence of the lung against infection
with group B streptococci. Mice deficient in surfactant protein
A were much more susceptible to infection, developing greater
pulmonary infiltration and dissemination of bacteria to the
spleen, compared with those able to produce the collectin.
Polymorphisms in the surfactant A and D genes have also
been linked to susceptibility to respiratory syncytial virus
(RSV), as these surfactants act as opsonins for the virus.

Mannose-binding lectin (MBL) is another collectin found in
serum. Binding of MBL to carbohydrates containing mannose
on microorganisms leads to complement activation, through
the mannan-binding lectin pathway. Bacteria opsonized by
MBL bind to the Clq receptor on macrophages, leading to
phagocytosis. Many individuals have low serum concentrations
of MBL due to mutations in the MBL gene or its promoter.
A recent study of children with malignancies showed that
MBL deficiency increased the duration of infections. Lung
surfactant proteins A and D, and MBL, bind to the surface
spikes or S protein of the SARS virus (see Ch. 20), and so
people with low MBL genotypes may be at increased risk
of SARS infection.

Ficolins are plasma proteins with a similar structure to
collectins, and bind N-acetyl glucosamine and lipotechoic
acid from the cell walls of Gram-positive bacteria.

Macrophages can recognize bacteria as foreign using
Toll-like receptors

Toll-like receptors (TLRs), on macrophages and other cells,
bind conserved microbial molecules such as lipopolysaccharide
(endotoxin), bacterial DNA, double-stranded RNA or bacterial
flagellin pathogen-associated molecular patterns (PAMPs) (see
Ch. 10) leading to the release of proinflammatory cytokines
and increased expression of major histocompatibility complex
(MHC) molecules and co-stimulatory molecules, thus
enhancing antigen presentation and usually leading to the
activation of T-helper-1 (Th1) cells. It was recently suggested
that a number of rare single nucleotide polymorphisms within
the TLR4 gene (TLR4 binds endotoxin) were more common in
people with meningococcal disease compared with controls.



Microbes in the cytosol of a cell can also be recognized as
foreign, using another family of pattern recognition receptors
called nucleotide-binding and oligomerization leucine-rich
repeat receptors (NLRs). Some NLRs can sense bacterial or
viral DNA, leading to activation of inflammasomes, which
are complexes of proteins, and ultimately leading to the
secretion of IL-1f and other proinflammatory cytokines.
NLRs can also induce a process called autophagy, in which
normal cytoplasmic contents are degraded after fusion with
autolysosmes.

FEVER

A raised temperature almost invariably accompanies infection
(see Ch. 30). In many cases, the cause can be traced to the
release of cytokines such as IL-1 or IL-6, which play important
roles in both immunity and pathology (see Ch. 10).

It is probably unwise to generalize about the benefit
or otherwise of fever

Several microorganisms have been shown to be susceptible to
high temperature. This was the basis for the ‘fever therapy’
of syphilis by deliberate infection with blood-stage malaria
for which Julius Wagner-Jaurgg won the Nobel Prize for
Medicine in 1927, and the malaria parasite itself may also
be damaged by high temperatures, though it is obviously not
totally eliminated. In general, however, one would predict that
successful parasites would be adapted to survive episodes of
fever; indeed the ‘stress’ or ‘heat-shock” proteins produced
by both mammalian and microbial cells in response to stress
of many kinds, including heat, are thought to be part of their
protective strategy. On the other hand, several host immune
mechanisms might also be expected to be more active at
slightly higher temperatures; examples are complement
activation, membrane function, lymphocyte proliferation
and the synthesis of proteins such as antibody and cytokines.

NATURAL KILLER CELLS

Natural killer cells are a rapid but non-specific means
of controlling viral and other intracellular infections

Natural killer (NK) cells provide an early source of cytokines
and chemokines during infection, until there is time for the
activation and expansion of antigen-specific T cells. NK
cells can provide an important source of interferon gamma
(IFNY) during the first few days of infection. NK cell cytokine
production can be induced by cytokines such as IL-12 and
IL-18, which are induced by macrophages in response to LPS
or other microbial components. As well as IFNy, NK cells can
make TNFo and, under some conditions, the down-regulatory
cytokine IL-10. Some tissues such as the gut need their own
special populations of innate lymphoid cells (ILC3 cells), which
make large amounts of the cytokine IL-22 to help defend the
gut against certain intestinal pathogens.

NK cells can also act as cytotoxic effector cells, lysing host
cells infected with viruses and some bacteria, as they make both
cytotoxic granules and perforin. They recognize their targets
by means of a series of activating and inhibitory receptors
that are not antigen specific. The main NK-cell-activating
receptors are called killer cell immunoglobulin (Ig)-like
receptors (KIRs); others are carbohydrate-binding C-type
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lectins such as NKG2D, which bind the MHC-like MIC-A
and MICB molecules that are expressed on virus-infected cells
as well as tumour cells. The inhibitory receptors recognize
the complex of MHC class I and self-peptide; if both this
inhibitory receptor and another NK-cell-activating receptor are
engaged, the NK cell will not be activated, and a healthy cell
will not be killed. However, if there is insufficient MHC class
I on the cell surface, the inhibitory receptor is not engaged
and the NK cell is activated to kill the target cell. This is
an effective strategy, as some viruses inhibit MHC class I
expression on the cells they infect. NK cells are therefore a
more rapid but less specific means of controlling viral and
other intracellular infections. The importance of NK cells is
highlighted by the ability of mice lacking both T and B cells
(severe combined immunodeficiency, SCID) to control some
virus infections, and humans with NK cell defects are also
susceptible to certain viruses (Table 15.1). NK cells can also
lyse red cells containing malaria parasites (Fig. 15.3).

NK cells and the other ILCs form a bridge between the
innate and adaptive immune responses, and their function
may be enhanced by components of adaptive immunity. Some
recent work even suggests that some NK cells can show some
immunological memory, so perhaps their full abilities are
not yet appreciated!

NKT cells and y3T cells

Two further small populations of cells may play a role
in infection by responding to non-protein antigens from
pathogens. A small group of cells express both NK cell and
T cell markers - and so are called NKT cells; they can also
recognize lipid antigens presented by CD1 molecules, that are
similar to MHC class I molecules but less polymorphic. The
YS T cells are classical T cells that express a T-cell receptor
(TCR) with yand & chains rather than an o3 TCR; they respond
to microbial lipids and small phosphorylated antigens also
presented by MHC class I-like molecules that have limited
polymorphism. Y5 T cells are often found at epithelial surfaces
and make up about 10% of the intraepithelial lymphocytes
in the human gut.

Table 15.1 Natural killer cells play an important role in
controlling infections

Infections where NK cells have been shown to help
control infection

Human Mouse

Human cytomegalovirus
(HCMV; human herpes virus 5)

Mouse cytomegalovirus
(MCMV)

Herpes simplex virus

Vesicular stomatitis virus (VSV)

Herpes simplex virus (HSV) Vaccinia virus

Human papilloma virus (HPV) Influenza virus

Human immunodeficiency
virus (HIV)

Toxoplasma gondii

EBV in human
reconstituted mice

Epstein-Barr virus (EBV)

Malaria

Trypanosoma cruzi
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uRBC

iRBC

Figure 15.3 NK cells can bind to and kill malaria-infected erythrocytes. The upper panels show uninfected human red cells (uURBC) and the bottom
ones show red cells infected with Plasmodium falciparum (iRBC). The transgenic malaria parasites are labelled with green fluorescent protein (GFP),
the red cell membrane with phycoerythrin-labelled glycophorin A (Gly A), and the NK cell membrane with yellow phycoerythrin-cyanine 7 tandem
protein. The NK cells expressing the NK cell marker CD56 bind only to the malaria-infected erythrocytes, as shown in the merged images. BF, bright
field; CD56, cluster of differentiation 56. (Images courtesy of Samuel Sherratt, London School of Hygiene & Tropical Medicine.)
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Figure 15.4 (A) Electron micrograph and (B) diagrammatic
representation of neutrophil containing phagocytosed Candida albicans
(x7000). (Courtesy of H. Valdimarsson.)

PHAGOCYTOSIS
Phagocytes engulf, kill and digest would-be parasites

Perhaps the greatest danger to the would-be parasite is to be
recognized by a phagocytic cell, engulfed, killed and digested
(Fig. 15.4). A description of the various stages of phagocytosis is
given in Chapter 10. Phagocytes (principally macrophages) are
normally found in the tissues where invading microorganisms

are more likely to be encountered. In addition, phagocytes
present in the blood (principally the PMNs) can be rapidly
recruited into the tissues when and where required. Only
about 1% of the normal adult bone marrow reserve of 3x10"
PMN:s is present in the blood at any one time, representing a
turnover of about 10" PMNs / day. Most macrophages remain
within the tissues, and well under 1% of our phagocytes are
present in the blood as monocytes. PMNs are short lived, but
macrophages can live for many years (see below).

Intracellular killing by phagocytes

Phagocytes kill organisms using either an oxidative or
a non-oxidative mechanism

The mechanisms by which phagocytes kill the organisms
they ingest are traditionally divided into oxidative
and non-oxidative, depending upon whether the cell
consumes oxygen in the process. Respiration in PMNs is
non-mitochondrial and anaerobic, and the burst of oxygen
consumption, the so-called ‘respiratory burst’ (Fig. 15.5)
that accompanies phagocytosis represents the generation of
microbicidal reactive oxygen intermediates (ROIs).

Oxidative killing
Oxidative killing involves the use of ROIls

The importance of ROIs in bacterial killing was revealed
by the discovery that PMNs from patients with chronic
granulomatous disease (CGD) did not consume oxygen after
phagocytosing staphylococci. Patients with CGD have one of
three kinds of genetic defect in a PMN membrane enzyme
system involving nicotinamide adenine dinucleotide phosphate
(NADPH) oxidase, PHOX (see Ch. 31). The normal activity of
this system is the progressive reduction of atmospheric oxygen
to water with the production of ROIs such as the superoxide
ion, hydrogen peroxide and free hydroxyl radicals, all of
which can be extremely toxic to microorganisms (Table 15.2).

CGD patients are unable to kill staphylococci and certain
other bacteria and fungi, which consequently cause deep chronic
abscesses. They can, however, deal with catalase-negative
bacteria such as pneumococci because these produce, and do
not destroy, their own hydrogen peroxide in sufficient amounts
to interact with the cell myeloperoxidase, producing the highly
toxic hypochlorous acid. The defective PMNs from CGD patients
can be readily identified in vitro by their failure to reduce the
yellow dye nitroblue tetrazolium to a blue compound (the
‘NBT test’, see Ch. 32).
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Figure 15.5 Oxygen-dependent microbicidal
activity during the respiratory burst. The
enzyme nicotinamide adenine dinucleotide
phosphate (NADPH) oxidase in the phagosome
membrane reduces oxygen by the addition of
electrons to form superoxide anion (OH,"). This
can then give rise to hydroxyl radicals (OH),
singlet oxygen (Ag’O,) and hydrogen peroxide
(H,0,), all of which are potentially toxic. If
lysosome fusion occurs, myeloperoxidase or in
some cases, catalase from peroxisomes, acts on
peroxides in the presence of halides to
generate toxic oxidants such as hypohalite.
(Reproduced from: Male, D., Brostoff, J,, Roth,
D.B,, Roaitt, I. [2006] Immunology, 7th edn. Mosby
Elsevier, with permission.)
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Table 15.2 Some organisms killed by reactive oxygen and
nitrogen species

Bacteria Fungi Protozoa
Staph. aureus Candida albicans Plasmodium
E. coli Aspergillus Leishmania

(nitric oxide)
Serratia marcescens

Antimicrobial effects of ROIs

ROIs can damage cell membranes (lipid peroxidation), DNA
and proteins (including vital enzymes), but in some cases
it may be the altered pH that accompanies the generation
of ROIs that does the damage. Killing of some bacteria and
fungi (e.g. E. coli, Candida) occurs only at an acid pH, while
killing of others (e.g. staphylococci) occurs at an alkaline pH.
There may also be a need for protease activity (e.g. cathepsins,
elastase), with enzyme solubilization occurring as a result of
the influx of H" and K into the phagocytic vesicle.

Cytotoxic lipids prolong the activity of ROIs

As already mentioned, one of the targets of the toxic ROlIs is
lipid in cell membranes. ROIs are normally extremely short
lived (fractions of a second), but their toxicity can be greatly
prolonged by interaction with serum lipoproteins to form
lipid peroxides. Lipid peroxides are stable for hours and can
pass on the oxidative damage to cell membranes, both of
the parasite (e.g. malaria-infected red cell) and of the host
(e.g. vascular endothelium). The cytotoxic activity of normal
human serum to some blood trypanosomes has been traced
to the high-density lipoproteins.

Non-oxidative killing
Non-oxidative killing involves the use of the
phagocyte’s cytotoxic granules

Oxygen is not always available for killing microorganisms;
indeed, some bacteria grow best in anaerobic conditions

(e.g. the Clostridia of gas gangrene), and oxygen would in
any case be in short supply in a deep tissue abscess or a
TB granuloma. Phagocytic cells therefore also contain other
cytotoxic molecules. The best studied are the proteins in the
various PMN granules (Table 15.3), which act on the contents
of the phagosome as the granules fuse with it. Note that
the transient fall in pH accompanying the respiratory burst
enhances the activity of the cationic microbicidal proteins and
defensins. Neutrophil serine proteinases have homology to
the cytotoxic granzymes released by cytotoxic T cells.

Another phagocytic cell, the eosinophil, is particularly rich
in cytotoxic granules (Table 15.3). The highly cationic (i.e.
basic) contents of these granules give them their characteristic
acidophilic staining pattern. Five distinct eosinophil cationic
proteins are known and seem to be particularly toxic to
parasitic worms, at least in vitro. Because of the enormous
difference in size between parasitic worms and eosinophils,
this type of damage is limited to the outer surfaces of the
parasite. The eosinophilia typical of worm infections is
presumably an attempt to cope with these large and almost
indestructible parasites. Both the production and level of
activity of eosinophils is regulated by T cells and macrophages
and mediated by cytokines such as interleukin 5 (IL-5) and
tumour necrosis factor alpha (TNFo).

Monocytes and macrophages also contain cytotoxic
granules. Unlike PMNs (Table 15.4), macrophages contain
little or no myeloperoxidase, but secrete large amounts
of lysozyme. Lysozyme is an antibacterial molecule that
attacks peptidoglycan in the cell wall of bacteria, which is
particularly effective against Gram-positive bacteria where
it has easier access to the peptidoglycan. Macrophages are
extremely sensitive to activation by bacterial products (e.g.
LPS) and T-cell cytokines (e.g. IFNY). Activated macrophages
have a greatly enhanced ability to kill both intracellular and
extracellular targets.

Nitric oxide

A major secreted product of the activated macrophage is nitric
oxide (NO), one of the reactive nitrogen intermediates (RNIs)
generated during the conversion of arginine to citrulline by

133



134

CHAPTER
Immune defences in action

Table 15.3 Contents of polymorphonuclear leukocyte (PMN) and eosinophil granules

PMN and eosinophil granule contents

PMN Eosinophil
Primary (azurophil) Specific (heterophil) Cationic
Myeloperoxidase Lysozyme Peroxidase

Acid hydrolases

Lactoferrin

Cationic proteins

Cathepsins G, B, D Alkaline phosphatase ECP

Defensins NADPH oxidase MBP

BPI Collagenase Neurotoxin
Cationic proteins Histaminase Lysophospholipase

Lysozyme

BPI, bactericidal permeability increasing protein; ECP, eosinophil cationic protein; MBP, major basic protein; NADPH, nicotinamide adenine dinucleotide

phosphate.

Table 15.4 The major phagocytic cells - PMNs and macrophages - differ in a number of important respects

Polymorphonuclear leukocytes and macrophages compared

PMN Macrophage
Site of production Bone marrow Bone marrow or tissues
Duration in blood 7-10 h 20-40 h (monocyte)
Average life span 4 days Months-years

Numbers in blood (2.5-7.5)x10°/L

(02-0.8)x10%/L

Numbers in tissues (Transient)

100x blood

Principal killing mechanisms Oxidative, non-oxidative

Oxidative, nitric oxide, cytokines

Activated by

TNFa, IFNy, GM-CSF, microbial products

TNFa, IFNy, GM-CSF, microbial products (e.g. LPS)

Important deficiencies CGD
Myeloperoxidase
Chemotactic
Chediak-Higashi

Lipid storage diseases

Major secretory products Lysozyme

Over 80, including: lysozyme, cytokines (TNFa, IL-1),
complement factors

CGD, chronic granulomatous disease; GM-CSF, granulocyte-macrophage colony-stimulating factor; IFN, interferon; IL, interleukin; LPS, lipopolysaccharide; TNFa,

tumour necrosis factor alpha.

arginase. NO is strongly cytotoxic to a variety of cell types,
and RNIs are generated in large amounts during infections
(e.g. leishmaniasis, malaria).

CYTOKINES

Cytokines contribute to both infection control
and infection pathology
Early studies with supernatants from cultures of lymphocytes
and macrophages revealed a family of non-antigen-specific
molecules with diverse activities, which were involved in
cell-to-cell communication. These are now collectively known
as ‘cytokines’. Cytokines play many crucial roles in protection
against infectious diseases. The way in which these molecules
acquired their sometimes rather misleading names, and the
bewildering overlap of function between molecules of quite
different structure, are described in detail in Chapter 12.
Cytokines are of importance in infectious disease for two
contrasting reasons:

* They can contribute to the control of infection.

e They can contribute to the development of pathology.
The latter harmful aspect, of which TNFa. in septic shock is
a good example, is discussed in Chapter 18. The beneficial
effects can be direct or more often indirect via the induction
of some other antimicrobial process.

Interferons

The best-established antimicrobial cytokines are the
interferons (IFNs) (Table 15.5). The name is derived from
the demonstration in 1957 that virus-infected cells secreted
a molecule that interfered with viral replication in bystander
cells. IFNs of all three types (o, B and v) interact with specific
receptors on most cells, one for oo and B and another for
v, following which they induce an antiviral state via the
generation of at least two types of enzyme: a protein kinase
and a 2,5"-oligoadenylate synthetase. Both of these enzymes
result in the inhibition of viral RNA translation and therefore
of protein synthesis (Fig. 15.6).



Table 15.5 Human interferons (IFNs)
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Human interferons

IFNo

IFNB

IFNy

Alternative name

‘Leukocyte’ IFN

‘Fibroblast’ IFN

Immune’ IFN

Principal source

All cells

All cells

T lymphocytes (NK cells)

Inducing agent

Viral infection (or dsRNA)

Viral infection (or dsRNA)

Antigen (or mitogen)

Number of species

22°

1

1

Chromosomal location of gene(s) 9 9 12
Antiviral activity AR +++ 4
Immunoregulatory activity

Macrophage action - = ++
MHC I up-regulation + +

MHC Il up-regulation - = +

Infor and IFNB are also called Type I interferons and IFNy called Type Il interferon.
dsRNA, double-stranded ribonucleic acid; MHC, major histocompatibility complex.

°Each species coded by a different gene.

Figure 15.6 The molecular basis of type |
interferon—a/B (IFN) action. elF-2, eukaryotic
initiation factor 2.

virus-infected

cell uninfected cell

° o
o ° o e
C—> Oo ° d I:> '.
(@) 0
o ©
IFN o/B
produced IFN induces

IFN binds to §Ynthesis of
uninfected cell antiviral molecules

IFN induces synthesis of
1

T L
2',5'-oligoadenylate synthetase protein kinase

adenine trinucleotide synthesized phosphorylation and
@ inactivation of elF-2

4

inhibits protein
synthesis

activates endonuclease

‘ degrades viral MRNA ‘

cell remains uninfected @
antiviral state develops in

a few hours, lasts for a day or two virus

135



CHAPTER
Immune defences in action

IFNo and IFN constitute a major part of the early
response to viruses

IFNo and IFNB (type I interferons) are produced rapidly
within 24 h of infection, and constitute a major part of the
early response to viruses.

Type I IENs can also inhibit virus assembly at a later stage
(e.g. retroviruses), while many of their other effects contribute
to the antiviral state, for example, by the enhancement of
cellular MHC expression and the activation of NK cells and
macrophages (Fig. 15.7). Unlike cytotoxic T cells, type I IFN
normally inhibits viruses without damaging the host cell.
In animal experiments, treatment with antibodies to IFNa
greatly increases susceptibility to viral infection; treatment
with IFNo has proved useful for some human virus infections,
notably chronic hepatitis B (see Ch. 23). Cleverly, it seems
that once viral DNA has been sensed in the cytoplasm of
the infected cell, by cyclic guanosine monophate-adenosine
monophosphate synthase, the heterodinucleotide cyclic
GMP-AMP (called cGAMP) can not only trigger a protein
that stimulates interferon expression (STING), but also the
cGAMP can be packaged into newly produced viruses - which
means the virus itself carries stimulators of antiviral interferons
into the next cell it infects!

Although best known for their antiviral activity, type I
IFNs have recently been shown to be induced by, and active
against, infections with a wide range of organisms, including
rickettsia, mycobacteria and several protozoa. A study of gene
expression in patients with tuberculosis identified that many
genes induced by type I interferons as well as by type Il IFNy
were activated.

IFNY (type II, immune interferon) is mainly a T-cell
product and is therefore produced later, although an early
IFNY response may be mounted by NK cells and type 1 ILCs.

The role of IFNy is discussed further under T cells, below.
Some intracellular organisms (e.g. Leishmania) can counteract
the effect of IFNy on MHC expression, thereby facilitating
their own survival.

Other cytokines
TNFo production can be good or bad

A striking example of a potentially useful role for TNFo in
infection is illustrated by what happened when a humanized
antibody against TNFo. was used to treat patients with
rheumatoid arthritis and Crohn’s disease. A number of
treated patients developed tuberculosis soon after starting
therapy (Fig. 15.8); others developed Listeria, Pneumocystis
or Aspergillus infections. Patients should now be tested
for latent tuberculosis before starting treatment with a
TNF-blocking antibody. However, TNF is also thought to
contribute to the pathology of tuberculosis, as well as that
of malaria (see Ch. 18). The requirement to have not too
little and not too much of a mediator that would induce
damaging pathology, but rather an amount that is just
right, is sometimes referred to as the ‘Goldilocks” principle.
Paradoxically, TNF concentration is raised in HIV infection
and has been found to enhance the replication of HIV in T
cells - a “positive feedback” with worrying potential. The
role of T-cell-derived cytokines such as IFNy in immunity
to infection is discussed below.

ANTIBODY-MEDIATED IMMUNITY

The key property of the antibody molecule is to bind specifically
to antigens on the foreign microbe. In many cases, this is
followed by secondary binding to other cells or molecules
of the immune system (e.g. phagocytes, complement). These
are discussed below, but first some general features that

virus-infected cell uninfected cell

Figure 15.7 The multiple activities of
interferons (IFNs) in viral immunity. CD, cluster
of differentiation; IL, interleukin; MHC, major
histocompatibility complex; NK, natural killer.
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Figure 15.8 Photomicrographs of lung specimens from patients with
tuberculosis (A) who did not (x100) or (B) who did (x100) receive
infliximab, a humanized antibody to TNFo. In the patient without
infliximab treatment, there are well-formed granulomas; in the patient
with anti-TNF treatment, there is minimal granuloma formation but
much fibrosis and inflammation. (Reproduced from Keane, J. et al.
[2001] Tuberculosis associated with infliximab, a tumor necrosis factor
alpha-neutralizing agent. N Engl J Med 345:1098-1104, with permission.)

influence the effectiveness of the antibody response should
be mentioned.

Speed, amount and duration

Because of the cell interactions involved and the need
for proliferation of a small number of specific precursor
lymphocytes, a primary antibody response can be dangerously
slow in reaching protective levels. The classic example, before
penicillin, was lobar pneumonia, where the race between
bacterial multiplication and antibody production was
‘neck-and-neck’ for about 1 week, at which point one side or
the other dramatically won. Nowadays, of course, vaccines and
antibiotics have intervened to improve the patient’s chances.
Experiments with specially bred lines of mice suggest that the
speed and size of an antibody response is under the control of
a large number of genes, and the same is undoubtedly true in
humans. To help provide cover while specific antibodies are
produced, there are some pre-existing natural antibodies that
are usually low-affinity and cross-reactive IgM antibodies.
The rate of replication of the microorganism must also be
considered. Replication rates, as indicated by doubling times (see
Ch. 16) vary from <1 h (most viruses, many bacteria) to days or
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even weeks (mycobacteria, T. pallidum). Microorganisms tend
to grow more slowly in vivo than in vitro, which shows that
the host environment is generally hostile. When the incubation
period is only a few days (e.g. rhinovirus, rotavirus, cholera)
the antibody response is too slow to affect the initial outcome,
and rapidly produced cytokines such as interferons are more
important.

Usually the antibody response continues as long as antigen
is present, although some down-regulation may occur in
very prolonged responses, presumably in an effort to limit
immunopathology (see Ch. 18). The lifelong immunity that
follows many virus infections may often be due to regular
boosting by viruses in the community, but sometimes (e.g.
yellow fever) there is no obvious boost yet antibodies persist
for decades. Such persistence of immunological memory may
be due to the non-specific stimulation of memory B and T cells
by cytokines during responses to other antigens, a process
called bystander activation.

Affinity

It seems self-evident that a higher antigen-binding affinity
would render antibody more useful, and passive protection
experiments have confirmed this. Affinity is determined by
both the germline antibody gene pool and somatic mutation
in individual B lymphocytes, and appears to be under genetic
control which is separate from that controlling the total amount
of antibody made. A tendency towards a low antibody affinity
to the tetanus toxoid vaccine has been found in some subjects,
particularly those with predominantly IgG4 responses, and
there is strong evidence from mouse experiments that failure
to develop high-affinity antibody responses can predispose
to immune complex disease.

Antibody classes and subclasses (isotypes)

The different Fc portions of the antibody molecule are
responsible for most of the differences in antibody function
(see Ch. 11). Switching from one to another while preserving
the same Fab portion allows the immune system to “try out’
different effector mechanisms against the microbial invader.
This flexibility is not total. For example, T-independent antigens
such as some polysaccharides induce mainly IgM antibodies,
T cells being required for the switch to IgE and helpful for
IgG switching. IgG antibodies to polysaccharides tend to be
mainly IgG2, whereas IgG antibodies to protein are mainly
IgG1. The poor development of IgG2 in children below the age
of about 2 years explains their lack of response to bacteria with
polysaccharide capsules (e.g. Strep. pneumoniae, Haemophilus
influenzae). Antibodies to viruses are predominantly IgG1 and
IgG3, and those to helminths are IgG4 and IgE. Antigens
encountered via the digestive tract induce mainly IgA, which
is processed during its passage through epithelial cells to
slgA, the only type of antibody that can function in this
protease-rich intestinal environment; the gut microbiota may
induce T-independent IgA class switching through interactions
with intestinal epithelial cells.

Blocking and neutralizing effects of antibody

Simple binding of antibody molecules to a microbial surface
is often enough to protect the host. It may physically interfere
with the receptor interaction necessary for microbial entry (e.g.
of a virus into a cell) or with the binding of a toxin to its host
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receptor. This is the basis of many life-saving vaccines against
viruses or bacterial toxins. Such vaccines need to generate
high-affinity antibodies, and T-cell help will be needed.

Blocking of attachment and entry can be effective against
all organisms that use specific attachment sites, whether viral,
bacterial or protozoal (see Ch. 16). An important exception is
those organisms that parasitize the macrophage, such as the
virus of dengue fever; here the presence of a low concentration
of IgG antibody can actually enhance infection by promoting
attachment to Fc receptors (see Ch. 18).

A more subtle blocking effect of antibody is interference
with essential surface components of the parasite, particularly
if these are enzymes or transport molecules. Needless to say,
the successful pathogen takes steps to protect such components
whenever possible, as described in Chapter 17.

Immobilization and agglutination

Immunoglobulin antibodies, particularly the large, pentameric
IgM, are the same order of size as some of the smaller viruses,
and larger than the thickness of a bacterial flagellum (Fig.
15.9), so the simple physical attachment of antibody can
considerably restrict the activities of motile organisms. In
addition, the multivalent design of the antibody molecules
enables it to link together two or more organisms, as can
readily be demonstrated in the bacterial agglutination tests
(Fig. 15.10). The protective value of agglutination in vivo is
hard to assess; once clumped, most organisms are probably
rapidly phagocytosed, but clumps of still-motile trypanosomes
can be seen in the blood of infected animals with enough
serum antibodies. Agglutination reactions in vitro are very
useful in diagnosis (see Ch. 32).

®

Figure 15.9 (A, B) The IgM molecule. The free form of IgM adopts a
star-like configuration (arrow), as shown in the image obtained with low
temperature atomic force microscopy. (Reproduced from Daniel M.
Czajkowsky. The human IgM pentamer is a mushroom-shaped molecule
with a flexural bias. 2009;106:14960-5 http://www.pnas.org/content/
106/35/14960.)

Lysis

Lysis of bacteria in the presence of complement provides
another convenient assay for the presence of antibody (IgG
and IgA). However, lysis probably plays a major protective
role in only a restricted range of infections, notably those
caused by Neisseria and some viruses (see Ch. 18).

Opsonization

Whether by the direct binding of the immunoglobulin CH2
and CH3 regions to Fc receptors, or via the activation of
complement to allow C3b to bind to its receptor, opsonization
represents the most important overall function of the antibody
molecule. Telling evidence for this is the general similarity in
the effects on the patient of defects in antibody, complement
(up to and including C3) and phagocytic cells (see Ch. 31).
It is estimated that the rate of phagocytosis is enhanced by
up to 1000-fold by antibody and complement acting together
(Fig. 15.11). Lobar pneumonia due to Strep. pneumoniae
again provides a good example: IgG antibody against the
capsule allows neutrophils to phagocytose the organisms,
converting overnight a lung virtually solid with fluid, fibrin
and phagocytic cells into the normal breathing apparatus. Note

Figure 15.10 Bacterial agglutination. Well A shows agglutination of
group A streptococci with latex particles coated with anti-group A
antibodies. (Courtesy of DK. Banerjee.)
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Figure 15.11 Opsonization enhances the clearance of bacteria.
Antibody and complement together accelerate the clearance of
pneumococci from the blood of mice (blue line); depletion of
complement allows some opsonization if antibody is present but fails
to control the infection (red line).
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that the later complement components C5-9 are not required,
so that deficiencies of these do not predispose to bacterial
infection in general (see Ch. 31). Of course, the effectiveness
of opsonization depends on the phagocytic cell being capable
of finishing off the ingested organism. This is not the case,
however, with organisms that inhibit or avoid the normal
intracellular killing processes, of which mycobacteria are a
typical example (see Ch. 17).

Antibody-dependent cellular cytotoxicity

In the case of larger organisms (worms being the most
obvious example), phagocytosis is clearly not a possibility.
However, several types of cell, having made contact with the
parasite through antibody and Fc receptors in the same way
as phagocytes do, can inflict damage extracellularly through
antibody-dependent cellular cytotoxicity. These include most
conventional phagocytes as well as eosinophils and platelets.

Indeed, the precise way in which antibody protects
against infection is, in the majority of cases, still unknown.
For example, the enormous production of IgA in the intestine,
which may amount to half of all antibody produced in the
body, suggests the vital importance of mucosal protection,
and yet deficiency of IgA is relatively common and not
particularly serious.

Table 15.6 gives some examples of common infections
normally controlled by antibody. Once again, it must be
emphasized that the presence of antibody by no means denotes
a protective role. It may be directed against irrelevant or
non-critical microbial antigens, or the infection may be of
a type that is not primarily controlled by antibody, as with
many intracellular infections (e.g. tuberculosis, typhoid, herpes
virus). The best indication of the value of antibody comes
from antibody-deficiency syndromes (Ch. 31).

CELL-MEDIATED IMMUNITY

T cells form the second main component of the adaptive
immune response (see Chs. 11 and 12). Some act by producing
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cytokines that induce macrophage activation or help
antibody production, others by their direct cytotoxic action
on infected target cells. In both cases, the T cell needs to
‘see’ the combination of specific peptide and MHC molecule
that is recognized by its T-cell receptor. Some examples of
the importance of antibody and cell-mediated immunity in
resistance to systemic infections are given in Table 15.6.

T-cell immunity correlates with control of bacterial
growth in leprosy

In leprosy, there is a spectrum of disease, ranging from
the paucibacillary tuberculoid form to the multibacillary
lepromatous disease. Mycobacterium-leprae-specific T-cell
immunity, as measured by lymphocyte proliferation, secretion
of Th1 cytokines such as IFNY, or delayed-type hypersensitivity
skin testing, is found in patients with tuberculoid leprosy, but
absent in patients with lepromatous leprosy (see Ch. 27). The
value of T-cell stimulation leading to macrophage activation
and bacterial killing is clearly illustrated by experiments
in which lepromatous leprosy patients” skin lesions were
injected with IFNy. This resulted in an influx of T cells and
macrophages into the skin lesions, and a reduction in the
number of bacteria. Another good example of the protective
role of IFNy and Thl immunity is seen in animal models
of Leishmania infection: that is, some mouse strains such as
C57BL/ 6 are resistant to disease, controlling the infection
and making a good Thl cytokine response, whereas other
susceptible strains such as BALB / ¢ cannot control parasite
growth and fail to make IFNy (Table 15.7).

Further evidence for the protective effects of IFNy

The protective effects of making IFNYy, which then binds to its
specific receptor on macrophages and induces macrophage
activation and the production of antimicrobial molecules, are
illustrated very clearly by the consequences of a failure in
IFNYy synthesis or of binding to its receptor. Mice in which the
gene for IFNy has been inactivated ("knocked-out’) become

Table 15.6 Antibody and cell-mediated immunity (CMI) in resistance to systemic infections

Antibody and CMI in resistance to systemic infections

Type of resistance Antibody

cMmi

Recovery from primary
infection Streptococdi, staphylococci
Neisseria meningitides
Haemophilus influenza
Candida spp.

Giardia lamblia

Malaria®

Yellow fever, polioviruses, coxsackieviruses

Poxviruses: e.g. ectromelia (mice), vaccinia (humans)
Herpes-type viruses: herpes simplex, varicella-zoster,
cytomegalovirus

LCM virus (mice)

Tuberculosis

Leprosy

Systemic fungal infections

Chronic mucocutaneous candidiasis”

Resistance to re-infection
bacteria

Nearly all viruses including measles, most

Tuberculosis
Leprosy

Resistance to reactivation
of latent infection

Varicella-zoster, cytomegalovirus, herpes simplex,
tuberculosis, Pneumocystis jiroveci

Either antibody or CMI is known to be the major factor in these examples. But in many other infections there is no information, and sometimes both types of
immunity are important. It is likely that CMI is also involved in resistance to activation of latent TB infection.

LCM, lymphocytic choriomeningitis.
“Protection is incomplete and short lived.
Both Th1 and Th17 cells may be involved.
“Formerly P, carinii.
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Table 15.7 Cytokine production in the spleens of mice infected
with Leishmania major

Protective influence of IFNy in Leishmania infection
Mouse strain Phenotype IFNy IL-4
C57BL/6 Resistant + =
BALB/c Susceptible - +

The resistant phenotype (C57BL/6 mice) was associated with the production
of the Th1 cytokine interferon gamma (IFNY), whereas the susceptible
phenotype was associated with the production of the Th2 cytokine
interleukin 4 (IL-4).

(From Heinzel, FP. et al. [1989] Reciprocal expression of interferon gamma or
interleukin 4 during the resolution or progression of murine leishmaniasis.

J Exp Med 169:59, with permission.)

very susceptible to intracellular infections. Rare individuals
with mutations in the genes for the IFNy receptor have been
identified. Such individuals are susceptible to infections with
mycobacteria, or to disseminated infections following bacille
Calmette-Guérin (BCG) vaccination (Fig. 15.12).

Some bacteria evade protective Thl responses by inducing
antigen-specific regulatory T cells that produce TGFp or IL-10,
that down-regulate IFNy production.

Cytokine signatures

T cells can make a variety of cytokines but it may be most
useful if particular combinations of cytokines are made by
the same cell. For example, polyfunctional T cell that make
IFNYy, TNFo and IL-2 make greater quantities of IFNy than
do those T cells that make only IFNY, and are associated
with control of the size of Leishmania lesions in the mouse.
During viral infections, the pattern or biosignature of
cytokines produced by T cells may vary with clearance of
infection, or antigen load during a chronic infection (Fig. 15.13).
For example, primary infection with human immunodeficiency
virus (HIV) or cytomegalovirus (CMV) induces mainly
IFNy-producing T cells; in influenza IL-2-producing cells
predominate after viral clearance; chronic viral infection such
as Epstein-Barr virus (EBV) or HIV in non-progressors seem to
lead to a mixed IFNy and IL-2 signature, but with progressive
HIV infection and a higher antigen load this shifts to dominant
IFNYy production. The balance between effector T cells and
resting memory T cells will also change from acute to chronic
disease with HIV. Healthy people have balanced populations
of naive, effector and memory T cells in both the CD4 and
CD8 compartments; in acute HIV, the effector CD8 T cells
expand, but with chronic infection the naive and memory
CD4 T cells are lost. The phenotype of the memory cells will
also differ in the different types of infection (see Fig. 12.14).

Th17 T cells

The division of CD4 T cells into Thl and Th2 T cells aided
our understanding of immunity to many infections. However,
another CD4 subset making IL-17, and so called Th17, and
induced by the cytokine IL-23, also contributes to antimicrobial
immunity. Th17 cells play a role in immunity against a number
of bacterial infections including Klebsiella pneumoniae, E. coli,
Staph. aureus, Listeria monocytogenes and Candida albicans. One
way in which IL-17 works is by inducing neutrophil recruitment.
Some patients with chronic mucocutaneous candidiasis have
signalling defects leading to problems with production of Th17
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Figure 15.12 Genetic mutations in the IFNy receptor cause
susceptibility to mycobacterial infections. Three Maltese families had
children who were susceptible to atypical mycobacterial infection (solid
symbols), two of whom died (slashed symbols). Individuals with carrier
status are shown with half-filled symbols. All of the affected children
were homozygous for the disease locus on chromosome 6g22-923,
with a point mutation in the gene for the IFNy receptor. This mutation
introduces a stop codon resulting in a non-functional truncated protein.
(From: Newport, M.J. et al. (1996) A mutation in the interferon-gamma-
receptor gene and susceptibility to mycobacterial infection. N Engl J
Med 335:1941-1949, with permission. ©Massachusetts Medical Society.)

cells and increased susceptibility to Candida. Another recently
recognized role for Th17 cells is to secrete IL-26, a cytokine
that forms pores in the membranes of Gram-negative bacteria
leading to lysis of E. coli, Pseudomonas aeruginosa and Klebsiella
pneumoniae. IL-17 along with IL-22 may also help restrict tissue
damage during episodes of inflammation.

T-cell responses can be exploited in diagnostic tests
for tuberculosis (TB)

There are two types of test that measure T-cell responses to
Muycobacterium tuberculosis: the tuberculin skin test and the newer
interferon gamma release assays (IGRA). The tuberculin skin
test (Mantoux test) is a delayed-type hypersensitivity (DTH)
skin test, in which induration induced by the intradermal
injection of purified protein derivative from M. tuberculosis is
measured 2-3 days later. However, the Mantoux skin test is
positive in those with either latent infection or active TB disease.
Worse, many of the antigens in the purified protein derivative
preparation of M. tuberculosis used as the antigen in this test
are cross-reactive with those in other mycobacteria, including
BCG and non-tuberculous environmental mycobacteria. This
means that BCG-vaccinated subjects and those not exposed
to M. tuberculosis itself may have a positive Mantoux skin
test, so a higher cut-off is used to exclude those with such
cross-reactivity. Those with a large skin test response are at
increased risk of developing tuberculosis, showing that strong
T-cell responses can be induced during disease progression and
that a strongly positive skin test can indicate infection rather
than immunity. Skin tests can also be used to screen for T-cell
anergy (e.g. by using candidin), as most individuals will have
been exposed to Candida.

More specific interferon-gamma release assays that measure
IFNYy release in response to peptides from antigens present in
M. tuberculosis and not found in BCG or most environmental
mycobacteria are now available. However, again these tests
will be positive in those with latent tuberculosis or with active
tuberculosis disease.

Cytotoxic T lymphocytes kill by inducing ‘leaks’
in the target cell

The well-known cytotoxic T lymphocyte (CTL) is unusual
in that both antigen-specific recognition and killing of the
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Figure 15.13 Cytokine signatures. The balance between virus-specific T cells secreting interferon gamma (IFNy, purple cells) and T cells secreting
interleukin 2 (IL-2, yellow cells) that proliferate better varies with the antigen load and the type of viral infection. Acute infections such influenza have
a high antigen load; following clearance of virus the antigen load falls and IL-2-producing cells predominate particularly in the CD4 T cell population;
in a chronic controlled infection such as Epstein-Barr virus (EBV), chronic cytomegalovirus (CMV) or HIV-1 in long-term non-progressors there is
production of both IL-2 and IFNy-secreting T cells as well as polyfunctional cells that make both cytokines; in chronic infection with high antigen load
such as progressive HIV-1 infection, IFNy-producing cells with a limited ability to proliferate predominate. CD, cluster of differentiation. (Redrawn from:
Pantaleo, G, Harari, A. [2006] Functional signatures in antiviral T-cell immunity for monitoring virus-associated diseases. Nat Rev Immunol 6:417-423))

target are carried out by the same cell. The recognition step,
involving a peptide from an antigen that becomes associated
with a class I MHC molecule, is discussed in Chapter 12,
and displays the high degree of specificity characteristic of
all adaptive responses. Antigenic stimulation is necessary
to induce the formation of cytotoxic granules, which are
not present in naive CD8 T cells. The granule contents are
delivered into the contact zone between the cytotoxic T cell
and its target cell, and nearby cells are spared. A useful marker
called CD107 of lysosomal-associated membrane protein-1
(LAMP-1) is left on the surface of the cytotoxic T cell, once
a T cell has released its granules.

The killing mechanism, however, is relatively non-specific.
It involves the induction of ‘leaks’ or pores in the target cell
membrane by the insertion of perforin, a 66 kDa molecule that
when polymerized is structurally and functionally similar to
the terminal complement component C9 (80 kDa; Fig. 15.14).
Granzymes are found as proenzymes in acidic granules where
they bind to serglycin; once cleaved by cathepsin they enter
the target cell and induce apoptosis. A recent study has
shown that, once inside a target cell infected with bacteria
or protozoa such as Listeria or Toxoplasma, granulysin, a third
component of human lytic granules, enables granzymes to kill
the bacteria and parasites in a process similar to apoptosis.
Target cell death can also be caused by apoptosis, a ‘suicide’
programme built into all cells that is induced by Fas / FasL
interactions, granzymes and TNFo.. Leakage of cell contents
may also contribute to cell death.

These mechanisms are thought to operate principally
against virus-infected cells (such as EBV, hepatitis, HIV,

influenza, CMV), but can also kill cells infected with other
intracellular pathogens, including Listeria or Toxoplasma.

Most cytotoxic T cells are CD8 positive, recognizing
MHC class- I-restricted peptide epitopes, but cytotoxicity
can also be mediated by CD4 T cells, and by yd T cells.
It may seem unexpected that CD8 T cells are activated in
some intracellular bacterial infections such as TB, where the
mycobacteria should be within phagosomes, but microbial
antigens or even the bacteria may escape into the cytoplasm
of the host cell, allowing the antigens to be picked up and
presented by MHC I molecules. CD8 activation may also
result from a process called cross-priming, where bacterial
antigens taken up by a dendritic cell are processed for MHC
class I presentation as well as MHC class II presentation.
In some cases, apoptotic blebs released by apoptotic,
infected macrophages may be taken up by dendritic cells.
Unfortunately the lysis of an infected target cell may not
always kill the intracellular pathogen, but its release from
its hideaway could lead to subsequent killing by a more
highly activated macrophage (Fig. 15.15).

Another interesting recent finding is that not all CD8 T
cells can act as effector cytotoxic T cells. More human CD8
T cells express the granzyme A than the preformed effector
molecule perforin. In HIV infection, two-thirds of the CD8 T
cells express granzymes but only one-third express perforin.
This may explain why virus-infected cells escape killing by
antigen-specific CD8 T cells in HIV infection.

The cytotoxic molecules used by cytotoxic T cells are shown
in Table 15.8. Of course these cytotoxic cells are also important
in dealing with tumour cells.
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Figure 15.14 Comparison of the lytic mechanisms of cytotoxic cells and the complement system. The FcyRIIl receptor (CD16) on the natural killer
(NK) cell binds immunoglobulin IgG1 and IgG3 antibodies; other activating receptors are NKG2C and NKG2D. CD, cluster of differentiation;
MAC, membrane attack complex; MHC, major histocompatibility complex; Zn**, zinc ion.

i i i . L. i Figure 15.15 Possible roles for T cells in
Possible role of T-cell functions in antimicrobial immunity immunity to intracellular pathogens. (A) The T

- ) . i cell activates intracellular killing mechanisms by
(A) activation direct toxicity (© tissue damage secretion of cytokines such as IFNy (e.g. in a
macrophage). (B) The T cell directly kills cell and
parasite. (C) The T cell destroys vital tissue in the
process of killing the parasite. (D) By lysing cells
the T cell allows still-living parasites to
disseminate. (E) Parasites released in this way
may be phagocytosed by a host cell that is
better at intracellular killing. (Redrawn from:
Kaufmann, S.H. [1989] In vitro analysis of the
cellular mechanisms involved in immunity to
tuberculosis. Rev Infect Dis 11(Suppl
2):5448-5454.)

Table 15.8 Some important cytotoxic molecules in cytotoxic T-cell and NK-cell granules that operate against infectious organisms

Cytotoxic molecules Properties Effect
Perforin Monomer; forms pore once Pore allows entry of granzymes into cell
polymerized
Granzymes* Proenzymes cleaved by cathepsin Induce apoptosis
Granulysin (human cells only) Alters membrane permeability Delivers granzymes to intracellular bacteria and protozoa

*Human granzyme B can also play a beneficial role in wound healing.
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RECOVERY FROM INFECTION

The everyday concept of an infectious disease is one where the
patient is ill for a period of days to months and then recovers.
In many cases, they are subsequently immune to the disease.
In such circumstances, one can be fairly certain that adaptive
(lymphocyte-based) mechanisms have been at work, since:
(1) the existence of disease symptoms implies that natural
defence mechanisms, which act rapidly, did not succeed in
eliminating the parasite; (2) a period of days or weeks is
typical of the time that adaptive immune mechanisms take
to reach maximal levels; and (3) subsequent immunity is a
sign of the immunological memory exclusive to T and B cells,
which possess the ability to specifically recognize antigens, to
proliferate into clones, and to survive as memory cells. Thus,
the older individuals are, the better they are adapted to the
environment, until old age begins to weaken the immune
system itself.

In the early stages of an infection, however, adaptive
immunity can need some assistance. Since the lymphocytes
are programmed to recognize the shapes of antigenic epitopes,
they cannot distinguish virulent from harmless parasites, and
must rely on recognizing ‘danger’ signals - nor can they ‘know’
which type of immune response will be most effective. Often,
one mechanism is responsible for recovery and another for
resistance to re-infection (e.g. cytotoxic cells and interferon
in recovery from measles, antibody in prevention of a second
attack). In many infections, there is still controversy as to which
of the numerous responses that can be detected are useful,
harmful or neutral. The reason for an individual’s failure to
recover from, or to suffer from, an infection can also be hard to
pinpoint. If the infection is one from which most people recover
(e.g. measles), or from which they do not suffer at all (e.g.
Preumocystis), an immunodeficiency should be considered (see
Ch. 31). Infections that are rapidly fatal in normal individuals
(e.g. Lassa fever) are frequently those to which the human
immune system has not been exposed, as they are normally
maintained in animals and only accidentally infect humans
(see Zoonoses, Ch. 29). But if the infection normally runs a
prolonged course without either being eliminated or killing
the host, the parasite can be considered to be successful, and
this success will be due to one or more survival strategies.
These are the subject of Chapter 17.

« Protection against infectious organisms that penetrate
the outer barriers of the skin and mucous membranes is
mediated by a variety of early defence mechanisms,
which constitute innate immunity.

« These early defence mechanisms occur more rapidly but
are less specific than the adaptive mechanisms based on
antigen-specific lymphocyte (T- and B-cell) responses.

« Important early defence mechanisms include the acute
phase response, the complement system, IFNs,
phagocytic cells, NK cells and other innate lymphoid
cells. Together, these act as a first line of defence during
the initial hours or days of infection.
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Nutrition may have more subtle effects on
immunity to infection

Even if an immunodeficiency state is not present, other factors
may affect how a person copes with an infection. For example,
during starvation or malnutrition, concentrations of the
hormone leptin (which is produced by adipocytes and among
other functions induces PMN activation) fall. Mice fasted for
2 days had higher numbers of Strep. pneumoniae in their lungs
than did normally fed animals, but if the fasted animals were
given leptin the number of PMNSs in the lungs increased and
the bacterial counts fell (Fig. 15.16). Leptin-deficient mice are
highly susceptible to bacterial infections such as Kiebsiella
and Listeria. However, being obese is not good either - it is
worth noting that obese people seem to be more susceptible to
many more types of infections than those of a normal weight.

Other factors that affect how well the immune system
works include stress, the microbiome, exercise, seasonality
and genetics.
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Figure 15.16 Leptin can restore host defence against Strep.
pneumoniae in fasted mice. Colony-forming units (CFU) of bacteria in
the lung were measured after normal feeding (orange column), in
animals fasted for 48 h (purple column), or fasted but given leptin (blue
column), 24 h after infection with Strep. pneumoniae. (Redrawn from:
Mancuso, P. et al. [2006] Leptin corrects host defense defects after acute
starvation in murine pneumococcal pneumonia. Am J Respir Crit Care
Med 173:212-218))

« Adaptive immunity, mediated by antibody and T cells,
is responsible for recovery from infection in many cases,
although these mechanisms take days to weeks to reach
peak efficiency.

+  Sometimes, as in the common viral infections, cell-
mediated immunity is responsible for recovery from
infection, and antibody for the maintenance of
immunity.

- Failure to recover from infection may be due to some
deficiency of host immunity or to successful evasion
strategies used by the microorganism.
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Spread and replication

Introduction

An infection may be a surface infection or a systemic infection

Many successful microorganisms multiply in epithelial cells at the site of entry on the body surface,

but fail to spread to deeper structures or through the body. Local spread takes place readily on a
fluid-covered mucosal surface, often aided by ciliary action, and large-scale movements of fluid spread
the infection to more distant areas on the surface. This is obvious in the gastrointestinal tract. In the
upper respiratory tract, high ‘winds’ (coughing, sneezing) can splatter infectious agents onto new areas
of mucosa, or into the openings of sinuses or the middle ear, while the gentler downward trickle of
mucus during sleep may seed an infectious agent into the lower respiratory tract. As a result, large areas
of the body surface can be involved within a few days, with shedding to the exterior. There is not
enough time for a primary immune response to be generated, and therefore non-adaptive responses

— interferon, natural killer cells - are more important in controlling the infection. These surface infections
therefore show a’‘hit-and-run’ pattern.

In contrast, other microorganisms spread systemically through the body via lymph or blood. They
often undergo a complex or stepwise invasion of various tissues before reaching the final site of
replication and shedding to the exterior (e.g. measles, typhoid). Surface and systemic infections and
their consequences are compared in Fig. 16.1.

Figure 16.1 Surface and systemic infections. IFN, interferon;

surface and systemic spread of infection

interferon
NK cells

microbial replication

primary
immune
response

21
days

- shedding — surface infection -- systemic infection

surface systemic
examples common cold typhoid
gonorrhoea measles
bacillary dysentery
incubation <1 week >1 week
period
recovery non-adaptive* adaptive
mechanism (IFN, NK) (immune response)

*if there is pre-existing immunity (memory), a secondary
immune response comes into operation within

1-2 days
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FEATURES OF SURFACE AND
SYSTEMIC INFECTIONS

A variety of factors determine whether an infection is
a surface or a systemic infection

What prevents surface infections from spreading more deeply?
Why do the pathogens that cause systemic infections leave the
relatively safe haven of the body surface to spread through the
body, where they will bear the full onslaught of host defences?
These are important questions. For instance, what are the
factors that persuade meningococci residing harmlessly on the
nasal mucosa to invade deeper tissues, reach the blood and
meninges, and cause meningitis? The answer is not known.

Temperature is one factor that can restrict pathogens
to body surfaces. Rhinovirus infections, for instance, are
restricted to the upper respiratory tract because they are
temperature sensitive, replicating efficiently at 33°C, but
not at the temperatures encountered in the lower respiratory
tract (37°C). Mycobacterium leprae is also temperature sensitive,
which accounts for its replication being more or less limited
to nasal mucosa, skin and superficial nerves.

The site of budding is a factor that can restrict viruses to
body surfaces. Influenza and parainfluenza viruses invade
surface epithelial cells of the lung, but are liberated by budding
from the free (external) surface of the epithelial cell, not from
the basal layer from where they could spread to deeper tissues
(Fig. 16.2).

Many microorganisms are obliged to spread systemically
because they fail to spread and multiply at the site of initial
infection, the body surface. In the case of measles or typhoid,
there is, for unknown reasons, next to no replication at the
site of initial respiratory or intestinal infection. Only after
spreading through the body systemically are large numbers
of microorganisms delivered back to the same surfaces,
where they multiply and are shed to the exterior. Other
microorganisms need to spread systemically because they
have committed themselves to infection by one route, while
major replication and shedding occurs at a different site. The

air
space

surface infection

failure to spread to deeper
tissues (e.g. influenza virus
in respiratory epithelium*)

invasion of deeper tissues
(e.g. herpes simplex virus)

tissues

* the same principle applies to gut or vascular endothelium

Figure 16.2 Topography of virus release from epithelial surfaces can
determine the pattern of infection.
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pathogen must reach the replication site, and there is then no
need for extensive replication at the site of initial infection.
For instance, mumps and hepatitis A viruses infect via the
respiratory and alimentary routes, respectively, but must
spread through the body to invade and multiply in salivary
glands (mumps) and liver (hepatitis A).

In systemic infections, there is a stepwise invasion of
different tissues of the body

This stepwise invasion is demonstrated by measles (Fig. 16.3)
and typhoid (Fig. 16.4) infections. Although the final sites of
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secondary viraemia
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and other organs
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and spread to the
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Figure 16.3 The pathogenesis of measles. Virus invades body surfaces
from the blood, traversing blood vessels to reach surface epithelium
first in the respiratory tract where there are only 1-2 layers of epithelial
cells and then in mucosae (Koplik's spots) and finally in the skin (rash).
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Figure 16.4 The pathogenesis of typhoid fever.
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Table 16.1 Replication rates of different microorganisms

Microorganisms Situation Mean doubling time
Most viruses In cell® <lh
Many bacteria, e.g. Escherichia coli, staphylococci In vitro 20-30 min
Salmonella typhimurium In vitro 30 min
In vivo 5-12h
Mycobacterium tuberculosis In vitro 24 h
In vivo Many days
Mycobacterium leprae® In vivo 2 weeks
Treponema pallidum® In vivo 30h
Plasmodium falciparum In vitro/in vivo (erythrocyte or hepatic cell) 8h

?But some viruses show greatly delayed replication or delayed spread from cell to cell.

°But cannot be cultivated in vitro.

multiplication may be essential for pathogen shedding and
transmission (e.g. measles), they are sometimes completely
unnecessary from this point of view (e.g. meningococcal
meningitis, paralytic poliomyelitis). These pathogens are
not shed to the exterior after multiplying in the meninges
or spinal cord.

For the pathogen, systemic spread is fraught with obstacles
and a major encounter with immune and other defences is
inevitable. Microorganisms have therefore been forced to
develop strategies for bypassing or countering these defences
(see Ch. 17).

Rapid replication is essential for surface infections

The rate of replication of the infecting microorganism is of
central importance, and doubling times vary from 20 min to
several days (Table 16.1). Hit-and-run (surface) infections need
to replicate rapidly, whereas a microorganism that divides
every few days (e.g. Mycobacterium tuberculosis) is likely to
cause a slowly evolving disease with a long incubation period.
Microorganisms nearly always multiply faster in vitro than
they do in the intact host, as might be expected if host defences
are performing a useful function. In the host, microorganisms
are phagocytosed and killed and the supply of nutrients may
be limited. The net increase in numbers is slower than in
laboratory cultures where pathogens are not only free from
attack by host defences, but also every effort has been made
to supply them with optimal nutrients, susceptible cells,
and so on.

MECHANISMS OF SPREAD THROUGH THE BODY

Spread to lymph and blood

Invading pathogens encounter a variety
of defences on entering the body

After traversing the epithelium and its basement membrane
at the body surface, invading pathogens face the following
defences:

e Tissue fluids containing antimicrobial substances (antibody,
complement).

e Local macrophages (histiocytes). Subcutaneous and submucosal
macrophages are a threat to microbial survival.

* The physical barrier of local tissue structure. Local tissues
consist of various cells in a hydrated gel matrix; although
viruses can spread by stepwise invasion of cells, invasion
is more difficult for bacteria, and those that spread
effectively sometimes possess special spreading factors
(e.g. streptococcal hyaluronidase).

* The lymphatic system. The rich network of the lymphatic
system soon conveys microorganisms to the battery of
phagocytic and immunological defences awaiting them in
the local lymph node (Fig. 16.5). Macrophages, strategically
placed in the marginal and other lymph sinuses, constitute
an efficient filtering system for lymph.

The infection may be halted at any stage, but by multiplying
locally or in lymph nodes and by evading phagocytosis
the microorganism can ultimately reach the bloodstream.
Therefore, a minor injury to the skin, followed by a red streak
(inflamed lymphatic) and a tender, swollen local lymph node
are classic signs of streptococcal invasion. Most bacteria cause
a great deal of inflammation when they invade in this way. In
the early stages, lymph flow increases, but eventually, if there
is enough inflammation and tissue damage in the node itself,
the flow of the lymph may cease. In contrast, viruses and other
intracellular microorganisms often invade lymph and blood
silently and asymptomatically during the incubation period;
this is facilitated when they infect monocytes or lymphocytes
without initially damaging them.

Spread from blood

The fate of microorganisms in the blood

depends upon whether they are free or

associated with circulating cells

Viruses or small numbers of bacteria can enter the blood
without causing a general body disturbance. For instance,
transient bacteraemia are fairly common in normal individuals
(e.g. they may occur after defecation or brushing teeth),
but the bacteria are usually filtered out and destroyed in
macrophages lining the liver and spleen sinusoids. Under
certain circumstances, the same bacteria have a chance to
localize in less well-defended sites, such as congenitally
abnormal heart valves in the case of viridans streptococci
causing infective endocarditis, or in the ends of growing bones
in the case of Staphylococcus aureus osteomyelitis.
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Figure 16.5 Microbial invasion and spread to lymph and blood. Pathogens (or other particles) beneath surface epithelium readily enter local

lymphatics.

If microorganisms are free in the blood, they are exposed to
body defences such as antibodies and phagocytes. However,
if they are associated with circulating cells, these cells can
protect them from host defences and carry them around the
body. For example, many viruses, such as Epstein-Barr virus
(EBV) and rubella, and intracellular bacteria (Listeria, Brucella),
are present in lymphocytes or monocytes and, if not damaged
or destroyed, these ‘carrying cells” protect and transport them.
Malaria infects erythrocytes.

On entering the blood, microorganisms are exposed to
macrophages of the reticuloendothelial system. Here, in
the sinusoids, where blood flows slowly, they are often
phagocytosed and destroyed. But certain microorganisms
survive and multiply in these cells (Salmonella typhi, Leishmania
donovani, yellow fever virus). The microorganism may then:

* spread to adjacent hepatic cells in the liver (hepatitis
viruses), or splenic lymphoid tissues (measles virus)
e re-invade the blood (S. typhi, hepatitis viruses).

Each circulating microorganism invades characteristic
target organs and tissues

If uptake by reticuloendothelial macrophages is not complete
within a short time, or if large numbers of microorganisms are
present in the blood, there is an opportunity for localization
elsewhere in the vascular system. Why each circulating
microorganism invades characteristic target organs and tissues
(Table 16.2) is not completely understood, but may be due to:

e specific receptors for the microorganism, leading to
localization on the vascular endothelium of certain target
organs

* subsequent colonization and replication

* accumulation of circulating pathogens in sites where there
is local inflammation, because of the slower flow and sticky
endothelium in inflamed vessels.

After localization and organ invasion, the replicating pathogen

is shed from the body if the organ has a surface with access

to the outside world. It may also be shed back into the
bloodstream, either directly or via the lymphatic system.

Spread via nerves

Certain viruses spread via peripheral nerves
from peripheral parts of the body to the central
nervous system and vice versa

Tetanus toxin reaches the central nervous system (CNS) by this
route. Rabies, herpes simplex virus (HSV) and varicella-zoster
virus (VZV) travel in axons and although the rate is slow,
being accounted for by axonal flow (up to 10 mm /h), this
movement is important in the pathogenesis of these infections.
Rabies not only reaches the CNS largely by peripheral nerves,
but also takes the same route from the CNS when it invades
the salivary glands. Few, if any, host defences are in a position
to control this type of viral spread once nerves are invaded.
Routes of invasion of the CNS are illustrated in Fig. 16.6.

An uncommon route of spread to the CNS is via olfactory
nerves with axons terminating on olfactory mucosa. For
instance, certain free-living amoebae (e.g. Naegleria spp.) found
in sludge at the bottom of freshwater pools may take this route
and cause meningoencephalitis in swimmers. Viruses and
bacteria in the nasopharynx (e.g. meningococci, poliovirus)
generally spread to the CNS via the blood.

Spread via cerebrospinal fluid

Once microorganisms have crossed the blood-
cerebrospinal barrier, they spread rapidly in the
cerebrospinal fluid spaces

Such microorganisms can then invade neural tissues (e.g.
echoviruses, mumps virus) as well as multiply locally (Neisseria
meningitidis, Haemophilus influenzae, Streptococcus pneumoniae)
and possibly infect ependymal and meningeal cells.

Spread via other routes

Rapid spread from one visceral organ to another can
take place via the pleural or peritoneal cavity

Both the pleural and peritoneal cavities are lined by
macrophages, as if in expectation of such invasion, and the
peritoneal cavity contains an antimicrobial armoury, consisting
of the omentum (the ‘abdominal policeman’), and many
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Table 16.2 Circulating microorganisms that invade organs via small blood vessels

Pathogen Disease Principal organs invaded"
Viruses
Hepatitis B virus Hepatitis B Liver

Rubella virus

Congenital rubella

Placenta (fetus)

Varicella-zoster virus Chickenpox Skin, respiratory tract

Polio virus Poliomyelitis Brain, spinal cord

Mumps virus Mumps Parotid, testes, ovaries, CNS,
pancreas

Zika virus Microcephaly Brain

Bacteria

Rickettsia rickettsii Rocky Mountain spotted fever Skin

Treponema pallidum Secondary syphilis Skin, mucosae

Neisseria meningitidis Meningitis

Meninges

Protozoa

Trypanosoma cruzi

Chagas disease

Heart, skeletal muscle

Plasmodium spp. Malaria

Liver

Helminths

Schistosoma spp. (larvae)

Schistosomiasis

Veins of bladder, bowel

Ascaris lumbricoides (larvae) Ascariasis

Lung

Ancylostoma duodenale (larvae) Hookworm

Lung

?In liver, sinusoids; elsewhere, capillaries, venules.

cerebral
blood vessel

blood vessel
in choroid
plexus

from peripheral
nerve ending or
nasal mucosa

ventricle

direct spread from
adjacent structures fluid.
(e.g. mastoid)

meningeal
blood vessel

Figure 16.6 Routes of microbial invasion of
the central nervous system. CSF, cerebrospinal

pia

brain
substance

ependyma

lymphocytes, macrophages and mast cells. Injury or disease
in an abdominal organ provides a source of infection for
peritonitis, as do chest wounds or lung infections for pleurisy.

GENETIC DETERMINANTS OF SPREAD
AND REPLICATION

The pathogenicity of a microorganism is determined
by the interplay of a variety of factors

These factors are referred to in Chapters 13 and 17. A distinction
is sometimes made between pathogenicity and virulence:

virulence implies a quantitative measure of pathogenicity.
For instance, it can be expressed as the number of organisms
necessary to cause death in 50% of individuals: lethal dose
50 (LD50). Nearly all pathogenicity factors are controlled by
host and microbial genes. It has long been known that there
are host genetic influences on susceptibility to infectious
disease, and that mutations in microorganisms affect their
pathogenicity. A number of these genetic factors have been
revealed by the application of molecular genetics techniques,
and as a result it is increasingly possible to identify the specific
gene products involved. Progress has also been made, though



with greater difficulty, in understanding the mode of action
of these gene products.

Genetic determinants in the host

The ability of a microorganism to infect and cause
disease in a given host is influenced by the genetic
constitution of the host

At arelatively gross level, some human pathogens either do not
infect other species or infect only closely related primates (e.g.
measles, trachoma, typhoid, hepatitis B, warts), whereas others
infect a very wide range of hosts (e.g. rabies, anthrax). Also,
within a given host species, there are genetic determinants of
susceptibility. The best examples are found in animals, but
there are examples for human disease (see below).

One example at the molecular level is the sickle cell gene
and susceptibility to malaria. Malaria merozoites (see Ch. 28)
parasitize red blood cells and metabolize haemoglobin, freeing
haem and using globin as a source of amino acids. The sickle
cell gene causes a substitution of the amino acid valine for
glutamic acid at one point in the b-polypeptide chain of the
haemoglobin molecule. The new haemoglobin (haemoglobin
S) becomes insoluble when reduced, and precipitates inside
the red cell envelope, distorting the cell into the shape of a
sickle. In homozygous individuals, there are two of these
genes and the individual has the disease sickle cell anaemia,
because the red cells are so fragile they sickle under normal
circumstances. But in the heterozygote (sickle cell trait),
the gene is less harmful, and provides resistance to severe
forms of P. falciparum malaria, which ensures its selection
in endemic malarial regions. The gene would be eliminated
from populations after 10-20 generations unless it conferred
some advantage. Restriction endonuclease analyses of the
gene in Indian and West African populations have revealed
that it arose independently in these malarious countries.
Homozygotes, however, show increasing susceptibility to
other infections, particularly Strep. pneumoniae, as a result
of splenic dysfunction following repeated splenic infarcts.

Other examples are individuals whom are non-secretors
of ABO blood groups, due to homozygosity for a
fucosyl-transferase 2 (FUT2) variant that is critical for AB
antigen synthesis, who are completely resistant to norovirus
infections that cause diarrhoea. Almost total resistance to HIV-1
infection and new variant Creutzfeldt-Jakob disease is seen
in individuals homozygous for a 32-base pair deletion in the
CCRb5 chemokine receptor gene and those homozygous for
valine at codon 129 of the prion protein gene, respectively.

The P blood group antigens are attachment sites for bacteria.
Uropathogenic E. coli binds the Pk antigen and people with the
P1k phenotype are at high risk of urinary tract infections and
pyelonephritis. In addition, the P. vivax malarial parasite binds
to Duffy-positive red blood cells and people whom are Duffy
negative are relatively resistant to infection. Those with the
p phenotype cannot develop parvovirus B19 infection as the
receptor for B19 is the P antigen or globoside on the red blood
cell. So, heterogeneity in blood-group antigens could have
developed to protect humans against a variety of pathogens.

Susceptibility often operates at the level of the
immune response

A poor immune response to a given infection can lead to
increased susceptibility to disease, whereas an immune
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response that is too vigorous may lead to immunopathological
disease (see Ch. 18). Of particular importance are the major
histocompatibility complex (MHC) genes on chromosome
6, coding for MHC class II (HLA DP, DQ, DR) antigens
and controlling specific immune responses. For example,
susceptibility to leprosy is strongly influenced by MHC
class II genes. People with the HLA DR3 antigen are more
susceptible to tuberculoid leprosy, whereas those with HLA
DQ1 are more susceptible to lepromatous leprosy.

Studies of identical twins (Box 16.1) provide evidence
that genetic determinants affect susceptibility to tuberculosis.
The present-day European population shows considerable
resistance to this disease. During the great epidemics of
pulmonary tuberculosis in Europe in the seventeenth,
eighteenth and nineteenth centuries, genetically susceptible
individuals were weeded out. In 1850, mortality rates in
Boston, New York, London, Paris and Berlin were over
500/100000, but with improvements in living conditions
these fell to 180 / 100000 by 1900, and they have fallen even
more since then. However, previously unexposed populations,
especially in Africa and the Pacific Islands, show much greater
susceptibility to respiratory tuberculosis. In the Plains Indians
living in the Qu’Appelle Valley reservation in Saskatchewan,
Canada, in 1886, tuberculosis spread through the body to
infect glands, bones, joints and meninges, giving a death rate
of 9000 / 100000.

Genetic determinants in the pathogen

Virulence is often coded for by more than
one microbial gene

Virulence is determined by numerous factors such as adhesion,
penetration into cells, antiphagocytic activity, production of
toxins and interaction with the immune system. Consequently,
different genes and gene products are involved in different
ways and at different stages in pathogenesis.

Under natural circumstances, microorganisms are
constantly undergoing genetic change (i.e. mutations). The
single-stranded RNA viruses in particular show very high
mutation rates. Mutations affecting surface antigens undergo
rapid selection in the host under immune pressure (antibody,
cell-mediated immunity), as in the case of the rapidly
evolving M proteins of streptococci, and the capsid proteins
of picornaviruses. In addition, genetic changes in bacteria are
often due to acquisition or loss of genetic elements such as
integrins, pathogenicity islands, transposons and plasmids
(see Chs. 3 and 34).

Changes in the virulence of a microorganism take place
during artificial culture in the laboratory. For instance, in the
classic procedure for obtaining a live vaccine, a microorganism
is repeatedly grown (passaged) in vitro, and this generally
leads to reduced pathogenicity in the host. The new strain
is then referred to as ‘attenuated’ (Table 16.3).

Our understanding of the genetic basis for microbial
pathogenicity has advanced owing to genetic manipulation
techniques such as cloning and site-specific mutagenesis. For
instance, by introducing or deleting / inactivating genome
segments, the virulence genes can be identified. Major
advances in genomics including high-throughput rapid DNA
sequencing and bioinformatics have made major contributions
to our understanding of virulence genes and conditions
affecting their expression. This has allowed sequencing of
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Box 16.1  Lessons in Microbiology

Genetically determined susceptibility to infection

There are several classic examples of susceptibility to
infectious disease determined by unidentified but
presumably genetic factors in the human host.

The Lubeck disaster due to vaccination
with virulent tubercle bacilli

In Lubeck, Germany, between December 1929 and April
1930, three oral doses of living tubercle bacilli, instead of
attenuated (vaccine) bacilli were inadvertently given to 251
infants <10 days old. There were 72 deaths, 135 developed
clinical tuberculosis but recovered and were alive and well 12
years later, while 44 became tuberculin positive but remained
well. Each received the same inoculum, and it seems likely
that the differences in outcome were largely due to genetic
factors in the host. This disaster was a setback for early BCG
enthusiasts. Dr George Deycke, in whose laboratory the
contaminated batch of BCG had been produced (but never
tested for virulence before use), was tried, found guilty of
manslaughter and injury by negligence, and sent to prison,
together with the Director of Lubeck Health Office.

A military misfortune due to contamination of yellow
fever vaccine with hepatitis B virus

In 1942, >45000 US military personnel were vaccinated
against yellow fever, but were inadvertently injected at the
same time with hepatitis B virus present as a contaminant in
the human serum used to stabilize the vaccine. There were
914 clinical cases of hepatitis, of which 580 were mild, 301
moderate and 33 severe. Even with a given batch of vaccine,
the incubation period varied in the range 10-20 weeks.
Serological tests were not then available, so the number of
subclinical infections is unknown. In this case, both
physiological and genetic influences on susceptibility may
have played a part.

Identical twins are affected similarly
by respiratory tuberculosis

A study of tuberculosis in twins when at least one twin had
the disease showed that, for identical twins, the other twin
was affected in 87% of cases. With non-identical twins, the
equivalent figure was only 26%. In addition, the identical
twins had a similar type of clinical disease.

Table 16.3 Examples of attenuation of pathogens following repeated passage in vitro

Pathogen Passage

Attenuated (live) product

Mycobacterium bovis

10 years of repeated passage in glycerin-bile-potato medium

Bacille Calmette-Guérin (BCG) vaccine

Rubella virus 27 passages in human diploid cells

Rubella vaccine (Wistar RA 27/3)

the entire genome for many infectious agents (bacteria and
viruses). This information has facilitated the assignment of
virulence functions to specific loci and greatly improved our
understanding of the way microorganisms sense and respond
to the host environment.

OTHER FACTORS AFFECTING SPREAD
AND REPLICATION

Various other factors have an influence on susceptibility to
infectious disease (Table 16.4). In most cases, it is not known
whether this involves differences in microbial spread and
replication or differences in host immune and inflammatory
responses. Infections in hosts with immunological and other
defects are described in Chapter 31.

The brain can influence immune responses

When stress (a loosely used word) is associated with
malnutrition or crowding, it may be difficult to disentangle

the separate influences of these various factors on susceptibility
to infection, as in the case of tuberculosis. The brain can,
however, influence immune responses, acting via the
hypothalamus, pituitary and adrenal cortex. It has long been
known that glucocorticoids, which have powerful actions
on immune cells, are needed for resistance to infection and
trauma. A shortage of glucocorticoids, as in Addison’s disease,
or an excess, as with steroid therapy, results in increased
susceptibility to infection (see Table 16.4). In addition, the
brain, the endocrine and the immune systems often use the
same molecular messengers: cytokines, peptide hormones and
neurotransmitters. Neural cells, for instance, have receptors
for interferons and for interleukins IL-1, IL-2, IL-3, and IL-6,
and thymic lymphocytes can produce prolactin and growth
hormone. Immune-neuroendocrine cross-talk now has
molecular respectability and provides an acceptable basis
for the influence of the brain on immunity and infectious
disease.
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Table 16.4 Host factors influencing susceptibility to infectious diseases

Factor Example Alteration in susceptibility Mechanism

Maternal mortality 10-30% in third ?Increased metabolic burden for liver in
trimester pregnancy/immune response

Pregnancy Hepatitis E virus

Zika virus Congenital Zika Syndrome, especially  Zika virus antigen found in cytoplasm of
fetal microcephaly degenerating and necrotic neurons and

glial cells

Urinary infections Pyelonephritis more common Reduced peristalsis in ureter

Malnutrition Measles More severe; more lethal Vitamin A deficiency; depressed CMI

Age Respiratory syncytial virus More severe; more lethal in infant Small diameter of airways

Mumps, chickenpox, More severe in adult ?Increased immunopathology

Epstein—Barr virus infection

Atmospheric Raised sulphur dioxide levels  Excess acute respiratory disease ?Interference with mucociliary defences

pollution

Silicosis Increased susceptibility to tuberculosis  ?Damage to lung macrophages

Chronic osteomyelitic more common  Antimicrobial defences less effective in
necrotic tissue

Foreign bodies Necrotic bone fragments

Necrotic tissues Increased susceptibility to Clostridium ~ Anaerobic necrotic tissues favour bacterial

perfringens

growth

Stress, Glucocorticoid production:

hormones

Decreased (Addison’s disease) Increased susceptibility to infection

Hypersensitivity to inflammatory/immune
responses?

Increased (steroid therapy)

Increased susceptibility to infection

Reduction in protective
immune/inflammatory responses

CMI, cell-mediated immunity.

KEY FACTS

+ Infections restricted to the body surfaces (e.g. common
cold, Shigella dysentery) have shorter incubation periods
than do systemic infections (e.g. measles, typhoid), and
adaptive (immune) host responses tend to be less
important.

- Pathogens with a slow growth rate (e.g. M. tuberculosis)
tend to cause diseases which evolve slowly.

« Spread through the body takes place primarily via lymph
and blood. The fate of circulating pathogens depends
upon whether they are free or present in circulating
blood cells.

« Uptake by reticuloendothelial cells in liver and spleen
focuses infection into these organs, but specific
localization in the vascular bed of other organs (e.g.

mumps virus in salivary glands, meningococci in
meninges) is not understood.

Viruses can spread in either direction along nerve axons,
and this is important in the pathogenesis of recurrent
herpes simplex virus infection, zoster and rabies.

Pathogenicity and virulence are strongly influenced by
genetic factors in the host (e.g. tuberculosis in identical
twins) and by genetic factors in the pathogen (e.g. sickle
cell trait in falciparum malaria).

Our understanding of virulence has been greatly
enhanced by advances in molecular biology which have
allowed sequence analysis of entire microbial genomes
and a clearer view of microbial response to the host
environment.
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Introduction

Parasite survival strategies and
persistent infections

The most common pathogens have developed ‘answers’ to host defences

So far, we have concentrated on the battery of mechanisms available to the host, both innate and
adaptive, to keep out and destroy pathogens. Powerful as these are, they are obviously not 100%
effective; otherwise healthy people would never have infections. In fact, most of the common
infectious organisms described in this book have developed ‘answers’ to host defences that enable
them to survive as human parasites. They successfully infect humans and are of concern to the
physician precisely because they have developed strategies for evading or actively interfering with

host defences.

Strategies to evade innate non-adaptive defences
such as the phagocyte
These are many and include the following;:

e Avoiding being killed by phagocytes. Successful parasites have
evolved numerous ingenious antiphagocytic devices (Fig.
17.1). These range from avoiding being phagocytosed, not
being killed if phagocytosed, and killing or inhibiting the
phagocyte itself. Some bacteria such as Mycobacterium
tuberculosis inhibit phagosome-lysosome fusion; others such
as Listeria break out of the phagolysosome by punching
holes in the membranes and escaping into the cytoplasm.
If a microorganism can survive within the phagocyte, this
poses a very serious challenge to the host.

e Interfering with ciliary action (see Table 14.3).

e Interfering with the activation of complement. Microorganisms
can acquire or mimic complement regulators, actively
inhibit complement components, or enzymatically destroy
complement components. A variety of pathogens can bind
complement regulators, including E. coli, streptococci
and Candida albicans. The smallpox and vaccinia viruses
produce proteins that mimic host complement regulators.
Staphylococcus aureus, streptococci, herpes simplex virus
(HSV), Schistosoma and Trypanosoma express complement
inhibitors. Psuedomonas bacteria produce an elastase that
inactivates the C3b and Cba components of complement;
other proteases that destroy complement components are
produced by Pseudomonas, Serratia marcescans and Schistosoma
mansoni. Staph. aureus has a surface immunoglobulin
banding protein and an extracellular fibrinogen banding
protein that generate plasmin to degrade C3 and C3b.
Another strategy is to physically block complement lysis
- the insertion of the C567 complex is prevented by the
long side chains of the cell wall polysaccharides of smooth
strains of Salmonellae and by the capsules of staphylococci,
which do not activate complement, and the cell wall of
Gram-positive bacteria prevents lysis by the complement
membrane attack complex (Fig. 17.2). However, some

pathogens take the opposite approach, choosing to enter
host cells by exploiting opsonization with complement
components - HIV-1 and M. tuberculosis exploit the CR3
receptor in this way.

* Producing iron-binding molecules. Nearly all bacteria need
iron, but the host’s iron-binding proteins such as transferrin
limit the availability of this element. Accordingly, certain
bacteria (e.g. Neisseria) produce their own powerful
iron-binding proteins to circumvent the shortage.

* Blocking type I interferons. Host cells respond to double-
stranded DNA (dsRNA) from infecting pathogens
(including all viruses), by forming interferons alpha and
beta. These are produced rapidly, within 24 h after infection,
and are part of the innate immune response (see Ch. 10).
Certain viruses are either poor inducers of interferons
(hepatitis B) or produce molecules that block the action
of interferons in cells (hepatitis B, HIV, adenoviruses,
Epstein-Barr virus (EBV), rotavirus, vaccinia virus.

Many pathogens target the TLR signalling pathway

Signalling through the macrophage Toll-like receptors (TLR,
see Ch. 10) is essential for activation of many antimicrobial
defences. The TLR provide a series of cell surface and
intracellular receptors with which the cell can sense infectious
organisms. These receptors are clearly very important to host
defence, as there are now over 70 examples of bacteria and
viruses interfering with signalling through the TLR receptors
(Table 17.1). Following TLR binding a complex series of
intracellular events take place, with the TLR cytoplasmic tail
interacting with adaptor molecules, recruiting serine threonine
kinases, ubiquitin ligases, production of a polyubiquitin
scaffold, further phosphorylation events in protein
complexes and the eventual activation and translocation to
the nucleus of transcription factors such as nuclear factor
(NF)-xB. Most of these steps can be targeted by bacteria or
viruses. For example hepatitis C virus can cleave the adaptor
molecule TRIF that interacts with TLR3 and 4, blocking
signalling.
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Figure 17.1 Various mechanisms adopted by microorganisms to avoid phagocytosis.
Table 17.1 Many pathogens interfere with the Toll-like receptor (TLR) signalling pathways
Step targeted Pathogen Result
TLR binding Staph. aureus SSL3 and SSL4 proteins bind TLR2 ectodomain
Supramolecular organizing centre (SMOC) E.coli Blocks TIR-TIR interactions

TRAF6 and TAK1 protein ubiquitination and activation Epstein—Barr virus Deubiquinates TRAF6

Mitogen-activated protein kinases (MAPKs) Ebola virus Blocks p38 phosphorylation
Binds IKKB

Inhibits nuclear translocation of NFKB

IKK complex Vaccinia virus

Transcription factors Shigella flexneri

The complex signalling pathways that follow TLR binding are targeted by a range of pathogens. TLRs interact first with intracellular sorting adaptor proteins
that recruit signalling adaptor proteins with formation of a supramolecular organizing centre. These activate an E3 ubiquitin ligase and further proteins activate
mitogen-activated protein kinases (MPKs). The IKK complex (I kappa kinase) enables ubiquinization that promotes further activation and signaling, which
ultimately leads to activation of transcription factors that translocate to the nucleus (see Fig. 10.11). SSL, staphylococcal superantigen-like; TIR, Toll/IL-1 Receptor/
Resistance; TAK, TGFB-activated kinase; TRAF, TNF receptor associated family.

(For more details see Rosadini, C.V. and Kagan, J.G. Curr Opin Immunol 2015; 32:61-70.)

Strategies to evade adaptive defences

Strategies to evade adaptive defences are more
sophisticated than those for evading innate defences

* The polysaccharide capsules of bacteria prevent non-immune
contact between phagocytes and the bacterial cell wall,
but are quickly recognized as foreign by B-cell surface

The strategies that pathogens use to evade or interfere with receptors (immunoglobulin), leading to the formation of

adaptive (immune) defences are more sophisticated than antibody with consequent opsonization and phagocytosis

those for evading innate defences, because antigen-specific of the bacteria.

lymphocytes have cell receptors that can recognize virtually * Many microorganisms such as bacteria and fungi can resist

any shape (B cells) or amino acid sequence (T cells), provided intracellular destruction by macrophages, but if their peptides

it is not identical to self. For example: are presented in association with major histocompatibility
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Figure 17.2 Bacteria avoid complement-mediated damage by a
variety of strategies. (1) An outer capsule or coat prevents complement
activation. (2) An outer surface can be configured so that complement
receptors on phagocytes cannot obtain access to fixed C3b. (3) Surface
structures can be expressed that divert attachment of the lytic
membrane attack complex (MAC) from the cell membrane.

(4) Membrane-bound enzyme can degrade fixed complement or
cause it to be shed. (5) Complement inhibitors can be captured onto
the surface. (6) Direct inhibition of the C3 and C5 convertases blocks
complement activation. (Panels 1-4 reproduced from: Male, D., Brostoff,
J, Roth, D.B,, Roitt, I. [2006] Immunology. Mosby Elsevier, with
permission.)

complex (MHC) molecules on the macrophage surface,
their presence is detected by T cells. This enables T-helper
(Th) cells to produce macrophage-activating cytokines like
interferon gamma (IFNYy), and cytotoxic T cells to kill the
infected cell.
In both these examples, the T and B cells are behaving like a
highly specialized and sharply observant secret police force
that is more effective than the cells of the innate immune
system.

PARASITE SURVIVAL STRATEGIES

Parasite survival strategies can take as many forms as there are
parasites, but they can be usefully classified by the immune
component that is evaded and the means selected to do this.
They enable the pathogen to undergo what are often quite
lengthy periods of growth and spread during the incubation

period before being shed and transmitted to the next host,
as occurs in hepatitis B and tuberculosis. Shedding of the
pathogen for just a few extra days after clinical recovery
also gives more extensive transmission in the community,
and this is a worthwhile result for the pathogen. A person
who has recovered from norovirus or rotavirus may remain
infectious for up to 2 weeks after recovery from the clinical
symptoms.

Viruses are particularly good at hindering

immune defences

Viruses are able to impede immune defences for a number
of reasons:

e Their invasion of tissues and cells is often ‘silent’. Unlike
most bacteria, they do not form toxins, and as long as they
do not cause extensive cell destruction there is no sign
of illness until the onset of immune and inflammatory
responses, sometimes several weeks after infection, as
occurs in hepatitis B virus and EBV infections.

e Viruses such as rubella virus, wart viruses, hepatitis B
virus and EBV can infect cells for long periods without
adverse effects on cell viability.

Some pathogens are able to persist in the
host for even longer

Certain pathogens can remain (persist) in the host for many
years, or often for life. From the pathogen’s point of view,
persistence is worthwhile only if shedding occurs during the
persistence (see Box 17.1).

Virus latency is a type of persistence and is based on an
intimate molecular relationship with the infected cell. The
viral genome continues to be present in the host without
continuously producing antigens or infectious material, until
the virus reactivates (becomes patent).

Strategies for evading host defences include
causing a rapid ‘hit-and-run’ infection

One evasion strategy for microorganisms is to cause
a rapid ‘hit-and-run’ infection. The pathogen invades,
multiplies and is shed within a few days, before adaptive
immune defences have had time to come into action.
Infections of the body surfaces (rhinoviruses, rotaviruses)
come into this category. Otherwise, the principal strategies
employed by parasites to elude the lymphocyte adaptive
responses are:

* concealment of antigens
¢ antigenic variation
¢ immunosuppression.

CONCEALMENT OF ANTIGENS

A spy in a foreign country can conceal his presence from
the police by hiding, by never venturing out of doors, or
by adopting the disguise of a local. Parasites have the same
options. Places to hide include the interior of host cells (though
the MHC molecules act as ‘informers’ for this compartment,
picking up and transporting microbial peptides to the cell
surface where they will be recognized) and particular sites
in the body where lymphocytes do not normally circulate
(‘privileged sites’, the equivalent of ‘no-go’” areas or ‘safe
houses’).




Box 17.1  Lessons in Microbiology

Trail of illness from a slippery cook

In 1901, Mary Mallon, from Long Island, New York, took a
job as cook with a family in New York City. Soon
afterwards, the family washerwoman and a visitor to the
house became ill with enteric fever (typhoid). Mary moved
to another job and a few weeks later all seven family
members plus two of the servants went down with enteric
fever. Similar infections followed her movements as a cook
and in 1906 the authorities tried to dissuade her from
such work. She was indignant at the suggestion that she
was carrying a dangerous germ, knowing that she was
healthy, and failed to keep promises to have regular
checks and give up work. She was suspicious of officials
and aggressive, on one occasion advancing towards the
questioner brandishing a carving knife. She was later
arrested and put in an isolation hospital. After appealing
to the US Supreme Court, she was released in 1910
promising not to work as a cook. Then in 1914 typhoid
epidemics broke out in a hospital and in a sanatorium
where she had worked as a cook. She was traced, living
under a false name, and in the interests of public safety,
she was detained permanently on North Brother Island,
where she died in 1938. In her cooking career she had
been responsible for about 200 cases of typhoid in eight
different families and had started seven epidemics of the
disease. Her favourite recipe, an iced peaches dessert, may
have been a good source of infection.

Mary had recovered fully from an attack of typhoid
earlier in life, but she had gallstones and this enabled the
bacteria to persist in her gallbladder for many years,
appearing intermittently in the faeces. About 5% of cases
become carriers, in either the gallbladder or the urinary
bladder, and they play a central role as foci of infection.
Nowadays, Mary would have to have acquired her original
infection in a region such as the Indian subcontinent
where typhoid is endemic. Each year, there about 21
million typhoid cases worldwide, 300 of which are
confirmed cases in the USA, most being travellers to the
Indian subcontinent (see also Ch. 23).

Remaining inside cells without their antigens being
displayed on the surface prevents recognition

If a pathogen can remain inside cells without allowing its
antigens to be displayed on the cell surface, it will remain
unrecognized (‘incognito’) as far as immune defences are
concerned. Even if specific antibody and T-cell responses have
been induced, the pathogen inside such a cell is unaffected.
Persistent latent viruses such as HSV in sensory neurones
behave in this way. During reactivation, antigenic boosting
of immune defences is, however, inevitable.

Other strategies are possible. Several viruses (HIV in
macrophages, coronaviruses) display their proteins ‘secretly’
on the walls of intracellular vacuoles instead of at the cell
surface, and bud into these vacuoles. Adenoviruses have
taken more active steps to avoid antigen display. One of
the adenoviral proteins (E19) combines with class I MHC
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Figure 17.3 Viral infection of cell surfaces facing the external world.
Infection of the surface epithelium of, for instance, a secretory or
excretory gland allows direct shedding of the virus to the exterior, as
well as avoidance of host immune defences.

molecules and prevents their passage to the cell surface so
that infected cells are not recognized by cytotoxic T cells.

Colonizing privileged sites keeps the pathogen out of
reach of circulating lymphocytes

The vast numbers of pathogens that colonize the skin and the
intestinal lumen, together with those that are shed directly into
external secretions, are effectively out of reach of circulating
lymphocytes. They are exposed to secretory antibodies, which
although able to bind to the microbe (e.g. influenza virus)
and render it less infectious, are generally unable to kill the
pathogen or control its replication in or on the epithelial
surface (Figs 17.3 and 17.4). A local inflammatory response,
however, can enhance host defences.

Within the body, it is more difficult to avoid lymphocytes
and antibodies, but certain sites are safer than others. These
include the central nervous system, joints, testes and placenta.
Here, lymphocyte circulation is less intense, and access of
antibodies and complement is more restricted. However, as
soon as inflammatory responses are induced, then lymphocytes,
monocytes and antibodies are rapidly delivered and the site
loses its privilege.

Additional privileged sites can be created by the infectious
organism itself. A good example is the hydatid cyst that
develops in liver, lung or brain around growing colonies
of the tapeworm Echinococcus granulosus (Fig. 17.5), inside
which the worms can survive even though the blood of the
host contains protective concentrations of antibody.
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Figure 17.4 Wart virus replication in epidermis — a privileged site? Cell
differentiation such as keratinization controls virus replication, and as a
result virus matures when it is physically removed from immune
defences.

Figure 17.5 Hydatid cysts. Multiple, thin-walled, fluid-filled cysts in a
surgical specimen. The lung is a common site. Growing within a cyst is
a survival strategy for Echinococcus granulosus. (Courtesy of J.A. Innes.)

Perhaps the most highly privileged site of all is host DNA,
and this is occupied by the retroviruses. Retroviral RNA
is transcribed by the reverse transcriptase into DNA as a
necessary part of the replicative cycle, and this then becomes
integrated into the DNA of the host cell (see Ch. 22). Once
integrated, and as long as there is no cell damage and viral
products are not expressed on the cell surface where they
can be recognized by immune defences, the virus enjoys total
anonymity. This is what makes complete removal of virus
from a patient infected with HIV such a daunting task. The
intragenomic site becomes even more privileged if the egg
or sperm is infected. The viral genome will then be present

Figure 17.6 Listeria can move directly from cell to cell. Moving directly
from one cell into another enables the bacteria to evade any harmful
antibodies they might otherwise be exposed to. (Redrawn after Portnoy,
D, Mol Biol Cell 2012; 23:1141-1145))

in all embryonic cells and transferred from one generation to
another as if it were the host’s own DNA. Luckily, this does
not happen with HIV or with human T-cell lymphotropic
virus (HTLV) 1 and 2. However, the ‘endogenous’ retroviruses
of humans present in profusion as DNA sequences in our
genome, but not expressed as antigens, come into this category.
They are part of our inheritance. This surely represents the
ultimate step in parasitism, at the borderline between infection
and heredity.

Cell-to-cell spread is another effective way of avoiding
exposure to harmful extracellular molecules

Listeria exploits its listeriolysin molecule to punch a hole in
the phagosome membrane and escape into the cytoplasm
of the cell. It can also move from cell to cell with minimal
exposure to the exterior. It acts on actin regulatory factors
inducing the production of actin-rich protrusions, which can
essentially inject the Listeria bacteria directly into the next
cell without the immune system getting a chance to attack it
(Fig. 17.6).

Mimicry sounds like a useful strategy, but does
not prevent the host from making an
antimicrobial response

If the pathogen can in some way avoid inducing an
immune response, this can be regarded as a ‘concealment’
of its antigens. One method is by mimicking host antigens,
as such self antigens are not recognized as foreign. Some
parasite-derived molecules resemble those of the host (Table
17.2). In the case of viral proteins, mimicry based on amino
acid sequence homology (sharing of 8-10 consecutive amino
acids) is seen to be common when sequence comparisons
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Table 17.2 Some examples of mimicry or uptake of host antigens by parasites

Pathogen’s strategy Parasite

Corresponding host antigen

Mimicry

Treponema

Streptococci (M protein and
N-acetyl-beta-D-glucosamine)
Mycobacterium tuberculosis

Plasmodium falciparum
Trypanosoma cruzi

Cardiac myosin

65 kDa heat shock protein
Cardiolipin®

Vitronectin, thrombospondin®
Heart myosin, nerve

Antigen uptake
Cytomegalovirus
Schistosoma
Ascaris

Neisseria meningitides

Complement factor H
B,-microglobulin
Glycolipids, HLA I, HLA II
Blood group A, B antigens

?Basis for the original Wasserman-antibody test for syphilis developed in 1906.

“The homologous malaria protein thrombospondin-related anonymous protein (TRAP) shares an 18 amino acid sequence with the circumsporozoite protein
that mediates binding to hepatocytes. HLA, human leukocyte antigen (MHC or major histocompatibility antigens).

host cell
or tissue
component
HOST
IMMUNE
RESPONSE
amino acid sequence shared
] by microbe and host component

Figure 17.7 Molecular mimicry. Molecular mimicry by the pathogen
can induce host cell damage; for example, rheumatic heart disease
following streptococcal infection is caused by antibodies reacting with
meromyosin, the cross-reacting determinant.

are made between viral and host proteins. Perhaps the most
celebrated example is the cross-reaction between group A
beta-haemolytic streptococci and human myocardium. This
cross-reaction underlies the development of rheumatic heart
disease following repeated streptococcal infection because
of antibody made against the cross-reacting determinant
meromyosin (Fig. 17.7). The fact that the host makes such
autoantibodies shows that in this case mimicry does not
prevent an antimicrobial host response.

Pathogens can conceal themselves by taking up host
molecules to cover their surface

This is illustrated in Table 17.2. A superb example of this
is the blood fluke Schistosoma, as the schistosomula acquire
a surface coat of host blood group glycolipids and MHC
antigens from the plasma. Such a parasite must indeed be
virtually invisible to a T or B cell. For unknown reasons, this
strategy is essentially restricted to worms.

The uptake of immunoglobulin molecules by a pathogen
seems to be a more widespread phenomenon. A number of
viruses and bacteria produce immunoglobulin-binding proteins,
which are displayed on their surface and bind immunoglobulin

molecules of all specificities in an immunologically useless
upside-down position (Fig. 17.8). This prevents the access of
specific antibodies or T cells to the pathogen or the infected cell.
Muycoplasma produce a unique immunoglobulin-binding protein
that was recognized only in 2014; a better-known bacterial
protein that binds immunoglobulins is staphylococcal protein
A, a cell wall protein excreted from virulent staphylococci
that inhibits the phagocytosis of antibody-coated bacteria.
Certain herpesviruses (HSV, varicella-zoster virus [VZV],
cytomegalovirus [CMV]) code for molecules that act as Fc
receptors for IgG, and streptococci produce an Fc receptor
for IgA.

Immune modulation

Modulation of the host immune response by the pathogen can
prevent this response being an effective one. An alternative
strategy for the pathogen is to avoid inducing an immune
response or to induce a poor and ineffective response. Possible
methods include:

* infection during early embryonic life

¢ the production of large quantities of the microbial antigen
or of antigen-antibody complexes

* upsetting the balance between cell and antibody-mediated
immune responses - or between T-helper cell (Th) 1 and
2 responses

* inducing regulatory T cells or molecules that down-regulate
protective immunity.

Infection during early embryonic life

Before full development of the immune system, a time
when antigens present are regarded as “self’, infection could
possibly result in immune tolerance. However, in intrauterine
infection with CMYV, rubella virus and syphilis, the fetus
does eventually produce IgM antibody, which is detectable
in umbilical cord blood, but cell-mediated responses are
more seriously impaired. Children with congenital CMV or
rubella fail to develop lymphoproliferative responses to CMV
or rubella antigens and consequently take years to clear the
virus from the body (see Ch. 24). In some cases, infection
in the neonatal period is more likely to result in tolerance
than infection in later life. Therefore, neonatal infection with
hepatitis B virus frequently results in permanent carriage of
the virus.
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Figure 17.8 Evasion through production of Fc
receptors. The production of Fc receptors is of
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Production of large quantities of microbial antigen or Table 17.3 Infections where regulatory T cells are induced

antigen-antibody complexes

Bordetella pertussis Inhibit ThT immunity

Large quantities of microbial antigen or antigen-antibody
complexes circulating in the body can cause immune tolerance
to that antigen. Anergy, as evidenced by normal antibody but
depressed cell-mediated immune responses to the invading
pathogen, is seen in disseminated coccidioidomycosis
and cryptococcosis, and in visceral and diffuse cutaneous
leishmaniasis, in each case associated with large amounts
of microbial antigen in the circulation.

Mycobacterium tuberculosis  Inhibit Th1 immunity

Helicobacter pylori Control peptic ulcer disease

Associated with viral load in
serum

Hepatitis B virus

Hepatitis C virus Suppress cytotoxic T-cell

responses but also pathology

Herpes simplex virus Reduce extent of inflammation

Upsetting the balance between Th1 and Th2 responses

Plasmodium falciparum Associated with higher

parasitaemia

Resistance to infection often depends upon a suitable balance
between Thl and Th2 responses (see Ch. 11). Good defence
against tuberculosis and herpesviruses needs cell-mediated
immunity, whereas antibody is required to protect us against
polioviruses or Streptococcus pneumoniae. In active tuberculosis,
T cells making IL-4 can be detected, with a reduction in the
beneficial Th1 cytokine response. By inducing an ineffective
type of Th2 response rather than effective Th1l activation a

Regulatory T cells

Some bacteria evade protective Thl responses by inducing
antigen-specific regulatory T cells, that were originally called

158

pathogen can promote its own survival.

An altered Th1:Th2 balance can also drive macrophages to
be classically activated or alternatively activated. Saliva from
the Leishmania sandfly vector can reduce Thl and increase Th2
cytokine production and IL-10, thus reducing macrophage
activation by inducing alternatively activated macrophages.
In helminth infections, as well as allergy, Th2 cytokines such
as IL-4 and IL-13 induce alternatively activated macrophages
(classically activated macrophages are those activated by IFNy).
Alternatively activated macrophages are thought to play a

role in worm expulsion from the gut.

suppressor T cells. Regulatory T cells (Tregs) can be found
in healthy individuals but can also be induced by exposure
to antigen in the presence of transforming growth factor
beta (TGFP) and IL-10. Bordetella pertussis infection induces
regulatory T cells specific for its filamentous haemagglutinin
and pertactin. These regulatory T cells produce TGFf and
IL-10, and thus suppress Th1 immunity to two vital bacterial
components which help the bacteria attach to host cells.
Regulatory T cells are induced by many other bacteria
including M. tuberculosis, during malaria infection and by
some helminth antigens (Table 17.3).
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ANTIGENIC VARIATION

Reverting to the metaphor of a spy in foreign territory, there
is another way to confuse the enemy and that is by repeated
changes in appearance. The African trypanosome, the causative
organism of sleeping sickness, does this, and so do a wide
range of viruses, bacteria and protozoa. Antigenic variation
can occur during:

¢ the course of infection in a given individual
e spread of the pathogen through the host community

(Fig. 17.9).
As a strategy for evading host immune responses, antigenic
variation depends upon variation occurring in antigens whose
recognition is involved in protection. Antigenic variation is
common as the pathogen passes through the host community.
It tends to be more important in longer-lived hosts, such as
humans in whom microbial survival is favoured by multiple
re-infections during the lifetime of an individual. It is more
common in infections limited to respiratory or intestinal
epithelium where the incubation period is <1 week and the
pathogen can infect, multiply and be shed from the body
before a significant secondary immune response is generated.
During systemic infections (e.g. measles, mumps, typhoid),
the incubation period is longer and secondary responses have
more opportunity to be mobilized and control an infection by
an antigenic variant. Accordingly, antigenic variation is not
an important feature of these systemic infections.

At the molecular level, there are three main mechanisms
for antigenic variation:

e mutation
* recombination
* gene switching.

The best-known example of mutation is the
influenza virus

As the influenza virus spreads through the community
there are repeated mutations in the genes coding for
haemagglutinin and neuraminidase (see Ch. 20), causing
small antigenic changes that are sufficient to reduce the
effectiveness of B- and T-cell memory built up in response
to earlier infections. This is called ‘antigenic drift’. Human
rhinoviruses and enteroviruses also evolve rapidly and show
a similar antigenic drift. Antigenic drift could account for the
wealth of antigenic types of staphylococci, streptococci and
pneumococci. During earlier poliovirus epidemics, mutations

time

occurred at the rate of about two base substitutions per week,
some of them involving the main antigenic sites on the virus.
HIV (see Ch. 22) undergoes antigenic drift, but in this case it
occurs during infection of a given individual, which is why
this infection is difficult for the immune system to control.
Mutations affecting the epitopes recognized by cytotoxic T
(Tc) cells are the source of ‘escape mutants’.

The classic example of antigenic variation using gene
recombination involves influenza A virus

More extensive and sudden alterations in antigens can take
place by the exchange of genetic material between two
different pathogens. The classic example is genetic ‘shift’
in influenza A virus (Fig. 17.10, and see Ch. 20). When
human and avian virus strains recombine, a completely new
strain of influenza A virus suddenly emerges, expressing a
haemagglutinin or neuraminidase of avian origin. This new
virus, not previously experienced by the present population,
gives rise to an influenza pandemic. The 2009 / 2010 ‘swine
flu” epidemic which originated in Mexico was caused by a
HINI virus - segments of its genome were identified in flu
isolates almost 20 years earlier but gene reassortment led to
the new pandemic strain (Fig. 17.10). Surprisingly, it now
seems that the 1918 Spanish flu pandemic may not have been
caused by antigenic shift, but instead by an avian flu that
became able to infect humans.

Gene switching was first demonstrated in
African trypanosomes

Gene switching represents the most dramatic form of
antigenic variation and was first demonstrated in the African
trypanosomes, Trypanosoma gambiense and T. rhodesiense
(see Ch. 28). These organisms carry genes for about 1000
quite distinct surface molecules known as variant-specific
glycoproteins, which cover almost the entire surface and
are immunodominant. The trypanosome can switch from
using one gene to another, much as a B cell does with the
immunoglobulin heavy-chain-constant genes. This explains
why a sequence of antigenically unrelated infections occurs at
approximately weekly intervals. This enables the trypanosome
to persist while the immune system is constantly trying to
catch up with it. The main stimulus for each gene switch is
possibly the antibody response itself, but the exact mechanism
is not clear. About 10% of the trypanosome genome consists
of surface coat genes, but this is a worthwhile investment
for the parasite.
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Figure 17.10 Antigenic shift in influenza. The
major surface antigens of influenza virus

are haemagglutinin and neuraminidase.
Haemagglutinin is involved in attachment to
cells, and antibodies to haemagglutinin are

protective. Antibodies to neuraminidase are

e —

'

North American swine
H3N2 and H1N2

much less effective. The influenza virus can
change its antigenic properties slightly
(antigenic drift) or radically (antigenic shift).
Pandemics can arise when there is antigenic
shift with reassortment of genes. The diagram
shows the origins of the 2009 pandemic
influenza A (H1N1). The official influenza
antigen nomenclature is based on the

type of haemagglutinin (H;, H,, etc) and
neuraminidase (N;, N,, etc.) expressed on the
surface of the virion. Note that, although new
strains replace old strains, the internal
antigens remain largely unchanged. (Redrawn
from Trifonof V. et al,, N Engl J Med [2009] 361:
115-119)

2009 Human H1N1
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Gene conversion can result in the relapsing infections
Gene conversion is thought to be responsible for the relapsing
persistent course of certain other infections, including that
by Borrelia. B. borgdorferi moves genes from 15 silent cassettes
into the surface-bound lipoprotein gene, vIsE, in a process
called segmental gene conversion, which results in diversity
in six central regions of the vIsE gene. Gonococci also show
great antigenic variation as they circulate through the host
community, including through genetic recombination in their
pilin genes. Here, there is recombination with a sequence
from one of the many silent copies of pilS being transferred
to the pilE gene using a gene conversion system involving
a number of DNA repair genes including RecA and RecF.

Stage-specific antigens provide another useful
strategy to evade immunity
Some parasites have more complicated life cycles than bacteria

or viruses, and need to display state-specific molecules that
are restricted to each part of the life cycle. So while the

immune system is busy trying to recognize and respond to
malaria antigens expressed on the invading sporozoites in
the liver, parasites in the blood stage of infection express
different antigens on the surface of infected red cells and
merozoites. The sexual forms of the parasite that will continue
the life cycle once back in the mosquito express further novel
gametocyte antigens. Some of these stage-specific antigens
are being targeted as malaria vaccines, although protection
against the liver stage must be complete to prevent blood-stage
infection.

IMMUNOSUPPRESSION

Many virus infections cause a general
temporary immunosuppression

A large variety of microorganisms cause immunosuppression
in the infected host. The mechanism is not fully understood,
but it often involves invasion of the immune system by the
pathogen - in other words, ‘to evade, invade’. The host shows
a depressed immune response to antigens of the infecting



Table 17.4 Depressed immune responses in microbial infections
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Parasite Feature of immunosuppression Mechanism
Viruses
HIV LAb LCMI, long-lasting 1CD4" T cells; immunosuppression by gp41; reduced

antigen presentation by infected APC

Epstein—Barr virus JCMI, temporary

Includes polyclonal activation of infected B cells

Measles JLCMI, temporary®

Differentiation blocked in infected T and B cells®

Varicella-zoster virus, mumps JCMI, temporary

Infection of T cells

Bacteria

M. leprae (lepromatous leprosy)  LCMI

Polyclonal activation of B cells, production of IL-4 and IL.-10

Protozoa

Trypanosoma JAb Lemi Regulatory T cells, production of IL-10, LT cell proliferation
Plasmodia Regulatory T cells, Jantigen presentation

Toxoplasma 1CDAT cells, IFNy

Leishmania Production of IL-10 and TGFf

For HIV, the depressed responses are seen later, after initial neutralizing antibody and cytotoxic cell responses. There are many possible mechanisms involved
in HIV immunosuppression, but decreased numbers of CD4* T cells is probably the most important.

The BCRF-1 gene of the virus codes for an IL-10-like molecule that enhances antibody rather than protective CMI responses.

“Patients with a positive tuberculin skin test become temporarily negative during measles infection. Measles also stops macrophages producing IL-12, a

molecule needed for the Th1-type (protective) immune response.
Ab, antibody; APC, antigen-presenting cell; CMI, cell mediated immunity.

pathogen (antigen-specific suppression) or, more commonly, to
both antigens of the infecting pathogen and unrelated antigens.
HIV is one of the most spectacular, but by no means the only
pathogen that interferes with the immune system in this way
(Table 17.4). HIV causes death of CD4" T cells, resulting in
a disastrous loss of T-cell function.

To induce antigen-specific immunosuppression would
bring most benefit to the invading pathogen, but a general
immunosuppression, as long as it is temporary, may give
the pathogen enough time to grow, spread and be shed
before being eliminated. This is what happens in many virus
infections. A lasting general immunosuppression would be
detrimental to the pathogen because susceptibility to other
infections would cause unnecessary damage to the host species.
From this point of view, HIV certainly overstepped the mark.

Different pathogens have different
immunosuppressive effects

Immunosuppression by pathogens often involves actual
infection of immune cells:

e T cells (HIV, measles)

e B cells (EBV)

* macrophages (HIV, CMV, leishmania)

e dendritic cells (HIV).

This may result in impaired cell function, (e.g. blocking of
cell division, or of release of interleukin 2 (IL-2) (or other
cytokines) or in cell death.

Additional immunosuppressive actions taken by pathogens
include the release of immunosuppressive molecules. For
instance, the gp4l polypeptide formed by HIV acts as
an ‘immunological anaesthetic’, temporarily blocking T-
cell function. Other pathogens (poxviruses, herpesviruses,

Trypanosoma cruzi) release molecules that interfere with the
action of complement or with immunologically important
cytokines such as IL-2, IFNs (see above) or tumour necrosis
factor (TNF).

Certain pathogen toxins are immunomodulators

A particularly dramatic form of immune interference is
practised by the staphylococci. Many strains liberate exotoxins
(staphylococcal enterotoxin, epidermolytic toxin and toxic
shock syndrome toxin) that are responsible for disease. At
first sight, producing these toxins seems to be of no advantage
to the staphylococci, but it is now recognized that they have
extremely powerful immunomodulatory actions - they are
the most potent T-cell mitogens known, and act at picomolar
concentrations. They function as ‘superantigens” and, after
binding to MHC class II molecules on antigen-presenting
cells, act as polyclonal activators of T cells bearing particular
families of genes in their T cell receptors (Fig. 17.11). A
large proportion (2-20%) of all T cells then respond by
dividing and releasing cytokines; only 0.001-0.01% are
capable of doing this in response to a regular antigen.
Similar molecules are produced by certain streptococci and
mycoplasmas.

Possible mechanisms by which the staphylococcal toxins
may interfere with immune defences include:

* excessive local liberation of cytokines by activated cells
in a ‘cytokine storm’

* Kkilling of T cells or other immune cells

* diversion of T cells of all specificities into immunologically
unproductive activity by polyclonal activation.

The fungus Candida albicans has recently been shown to produce

a secreted toxin called candidalysin, which is necessary for
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immune response in most infections
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Figure 17.11 Microbial interference with the immune system by production of T-cell superantigens. Some microbial toxins will induce the
proliferation of families of T cells resulting in activation of much larger number of cells than is seen with antigens. This leads to excessive release of
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cytokines and severe illness.

mucosal invasion by fungal hyphae. The toxin causes epithelial
cell damage but also triggers a ‘danger signal” alert to the
immune system that this normally surface-colonizing yeast
has become invasive.

Less dramatic polyclonal activation is seen in many other
infections. Pathogens may cause polyclonal activation of B cells
as well as T cells (e.g. in EBV and HIV infections), and this
can be interpreted as an ‘immunodiversion” by the infecting
pathogen, or in the case of EBV as production of a supply of
B cells in which the virus can grow. One consequence is that
arange of ‘irrelevant’, sometimes autoimmune, antibodies are
formed (e.g. heterophil antibodies in EBV infection). Finally,
some persistent infections just wear out the immune system
resulting in T-cell exhaustion, or immune senescence where
the T cells become less good at proliferating, and lose the
ability to make IL-2. CMV does this, as does HIV.

Successful pathogens often interfere with signalling
between immune cells, with cytotoxic T-cell
recognition or with host apoptotic responses

Many pathogens interfere with host molecules such as
cytokines, chemokines, MHC, and apoptotic and complement
receptors, all of which are essential components of host
defence. Many DNA viruses code for fake molecules or
fake cell receptors for the host molecules, and this disrupts
the antimicrobial response. HSV produces a molecule,
glycoprotein C, that functions as a receptor for C3b. It is

present on the virus particle and on the infected cell and
interferes with complement activation, protecting both the
virus and the infected cell from destruction by antibody and
complement.

EBV produces a homologue of IL-10, a cytokine initially
called ‘cytokine synthesis inhibitory factor’. Virulent strains of
Mycobacterium tuberculosis induce IL-10 production by infected
macrophages, which again favours the infecting pathogen.
Furthermore, M. tuberculosis, as well as other intracellular
organisms (Leishmania major, Histoplasma capsulatum) inhibit
IL-12 production by the infected macrophages. Th1l T-cells
are therefore not activated by IL-12 to form IFNYy, and the
immune response is again diverted from the protective Thl
response.

Adenoviruses and herpesviruses prevent cytotoxic T cells
from killing infected cells by reducing MHC class I expression
and so antigen expression on the target cell.

A strategy useful for one pathogen is not necessarily good
for others. For example, a local cell infected with a virus can
commit suicide by undergoing apoptosis, a useful defence if
it takes place before virus replication is complete. So certain
viruses (HSV, EBV, HIV) code for proteins that interfere with
apoptosis, permitting long-term infection of the cell. Other
viruses, however, such as measles, induce apoptosis, as do
certain bacteria (Shigella flexneri, Salmonella) after encountering
macrophages, enabling them to escape destruction. It may
be useful to induce apoptosis in one cell but not in another.



Thus, HIV inhibits apoptosis in the infected immune cell, but
induces apoptosis in neighbouring uninfected cells.

Some pathogens interfere with the local expression of
the immune response in tissues

Some pathogens do not interfere with the development of
an immune response, but instead actively interfere with
its expression in tissues; for instance N. gonorrhoeae, Strep.
pneumoniae and many strains of Haemophilus influenzae liberate
a protease that cleaves human IgA antibody. These bacteria are

Table 17.5 Examples of persistent infections in humans
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residents or invaders of mucosal surfaces where IgA antibodies
operate, and the ability to produce such an enzyme seems
unlikely to be mere coincidence.

PERSISTENT INFECTIONS

Persistent infections represent a failure of
host defences

One way of looking at persistent infections (Table 17.5) is to
regard them as failures of host defences that should control

Microorganism Site of persistence Infectiousness of Consequence Shedding of
persistent microorganism
microorganism to exterior

Viruses

Herpes simplex Dorsal root ganglia - Activation, cold sore +

Salivary glands + Not known +

Varicella-zoster Dorsal root ganglia - Activation, zoster +

Cytomegalovirus Lymphoid tissue - Activation £ disease +

Epstein—Barr virus Lymphoid tissue - Lymphoid tumour -

Epithelium = Nasopharyngeal carcinoma =
Salivary glands Not known +

Hepatitis B and C Liver (virus shed into blood) Chronic hepatitis: liver cancer +

Adenoviruses Lymphoid tissue - Not known +

Polyomaviruses BK and  Kidney - Activation (pregnancy, +

JC (humans) immunosuppression)

T-cell leukaemia Lymphoid and other tissues + Late leukaemia, neurological -

viruses disease

Paramyxovirus Brain + Subacute sclerosing -

panencephalitis

HIV Lymphocytes, macrophages + Chronic disease -+

Chlamydia

Chlamydia trachomatis  Conjunctiva + Chronic disease and blindness +

Rickettsia

Rickettsia prowazekii Lymph node ? Activation +

Bacteria

Salmonella typhi Gallbladder + Intermittent shedding in urine, +

Urinary tract faeces

Mycobacterium Lung Reactivation +

tuberculosis (immunosuppression, old age)

Treponema pallidum Disseminated + Chronic disease -

Parasites

Plasmodium vivax Liver ? Activation, clinical malaria +

Toxoplasma gondii Lymphoid tissue, muscle, brain + Activation, neurological disease -

Trypanosoma cruzi Blood, macrophages + Chronic disease -

Schistosoma mansoni Gut + Chronic disease Eggs

Filaria Lymphatics, lymph nodes + Chronic disease +

Shedding to the exterior takes place either directly, for example via skin lesions, saliva or urine, or indirectly via the blood (hepatitis B, malaria).
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microbial growth and spread and eliminate the pathogen
from the body. The pathogen may persist in a:

e defiant infectious form, as with hepatitis B in the blood
or the schistosome in the blood vessels of the alimentary
tract or bladder

e form with low or partial infectivity, for instance
adenoviruses in the tonsils and adenoids

* metabolically altered state, such as latent M. tuberculosis
e completely non-infectious form.
Latent virus infections are classic examples of this type of
persistence. For example, HSV DNA persists in sensory
neurones in the dorsal root ganglia. During latency a single
latency-associated transcript is highly expressed in the
neurones, in contrast to the 80 or more proteins produced in the
lytic cycle in epithelial cells. This latency-associated transcript
plays a role in silencing the HSV lytic genes. The viral genome
is not integrated with host DNA, and instead of being linear
it is circular, and exists in free episomal form. It now seems
that epigenetics (through which DNA transcription can be
regulated) plays a major role in controlling viral latency. This
impacts on the frequency of reactivation and in maintenance
of the latent reservoir of virus.

Latent infections can become patent

Latent infections are so-called because they can become patent.
This is where they become of great medical interest, and the
legacy of latent herpesvirus infections in humans is described
in Chapter 27. Different patterns of persistent infections are
illustrated in Fig. 17.12. Persistent infections are important
for four main reasons:

1. They can be reactivated and represent a reservoir of
infection within the individual and community.

2. They are sometimes associated with chronic disease, as
in the case of chronic hepatitis B infections, subacute
sclerosing panencephalitis following measles, and AIDS.

3. They are sometimes associated with cancers, such as
hepatocellular carcinoma with hepatitis B virus, and
Burkitt’s lymphoma and nasopharyngeal carcinoma with
EBV.

4. From the microbial viewpoint, they enable the infectious
agent to persist in the host community (Box 17.2).

Reactivation of latent infections

Reactivation is clinically important in
immunosuppressed individuals
Reactivation occurs in immunocompromised patients, and
is of major clinical importance in those immunosuppressed
as a result of chronic infection and disease, such as HIV
and AIDS, tumours, including leukaemias and lymphomas,
or in those immunosuppressed following transplantation.
Reactivation also occurs during naturally occurring periods
of immunocompromise, the most important of these being
pregnancy and old age. From the pathogen’s point of view,
latency is an adaptation that allows reactivation with renewed
growth and shedding of the infectious agent during these
naturally occurring periods.

Features of reactivation in herpesvirus infections are
described in Chapters 22 and 27.

New imaging techniques have shown that latency in
tuberculosis is a more active state than was previously

Box 17.2  Lessons in Microbiology

Persistence is of survival value for the pathogen

Persistence without any further shedding, as occurs in
subacute sclerosing panencephalitis and progressive
multifocal leukoencephalopathy (see Ch. 25), is of no
survival value, but there are obvious advantages if the
pathogen is also shed, either continuously or
intermittently. This is especially true when the host species
consists of small isolated groups of individuals (Fig. 17.13).
Measles, for instance, is not normally a persistent
infection. It infects only humans, does not survive for long
outside the body and has nowhere else to go (i.e. there is
no animal reservoir). Without a continued supply of fresh
susceptible humans, the virus could not maintain itself
and would become extinct. At all times there must be an
individual acutely infected with measles. From studies of
island communities it is clear that a minimum of about
500000 humans is needed to maintain measles without
reintroduction from outside. In Palaeolithic times, when
humans lived in small, isolated groups, measles could not
have existed in its present form.

In contrast, persistent and latent infections are
admirably adapted for survival under these circumstances.
VZV can maintain itself in a community of <1000
individuals. Children get chickenpox, the virus persists in
latent form in sensory neurones, and later in life the virus
reactivates to cause shingles. By this time, a new
generation of susceptible individuals has appeared and
the shingles vesicles provide a fresh source of virus.

Serological studies show that the viral infections
prevalent in small, completely isolated Indian
communities in the Amazon basin are persistent or latent
(e.g. due to adenoviruses, polyomaviruses,
papillomaviruses, herpesviruses) rather than non-
persistent (e.g. due to influenza, measles, poliovirus). The
same principles apply to non-viral infections. Those
present in small communities are either persistent/latent
(e.g. typhoid, respiratory tuberculosis) or have an animal
reservoir for maintenance of the pathogen.

recognized, with some granulomas in the lung showing
metabolic activity while others are more silent. M. tuberculosis
needs to make certain proteins to keep itself in a latent state.
Other products - called resuscitation-promoting factors - are
needed to reactivate latent M. tuberculosis. There is interest in
identifying gene expression signatures that would predict those
individuals progressing from latent to active tuberculosis, so
that they could be treated before they infect others.

It is useful to distinguish two stages in
viral reactivation

The first event in reactivation (Fig. 17.14), the resumption of
viral activity in the latently infected cell, involves transcription
of immediate-early genes. In the case of HSV, this can
be triggered by sensory stimuli arriving in the neurone
from skin areas responding to sunlight, by trauma such
as dental procedures, by other infections or by hormonal
influences.
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Figure 17.12 Patterns of acute and persistent infections. For some pathogens (e.g. cytomegalovirus), the distinction between persistence in
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Figure 17.13 Persistence is a microbial survival strategy.

The second event involves the spread and replication of
the reactivated virus. HSV must travel down the sensory
axon to the skin or mucosal surface, infect and spread in
subepithelial tissues and then in the epithelium, finally forming
a virus-rich vesicle (>1 million infectious units / mL of vesicle
fluid). All this takes at least 3-4 days. This second stage is
less mysterious than the first and can be controlled by the
immune system. Therefore, cold sores may be associated with
poor lymphocyte responses to HSV antigens, and zoster with
declining cell-mediated responses to VZV antigens in older
people.

The first stage probably occurs more frequently, because
immune defences often arrest the process during the second
stage before final production of the lesion. As many as 10-20%
of HSV reactivation episodes are thought to be ‘non-lesional’
with burning, tingling and itching at the site, but no signs
of a cold sore. Also, zoster may involve no more than the
sensory prodrome associated with virus reactivation and
replication in sensory neurones; skin lesions are prevented
by host defences.

Reactivation of EBV and CMV with appearance of the
virus in saliva or blood is generally asymptomatic. In
immunologically deficient individuals, however, reactivation
may progress to cause clinical disease: either hepatitis and
pneumonitis in the case of CMV, or post-transplant lymphoma
and the rarer hairy tongue leukoplakia due to EBV (see Ch. 31).

Pathogens are clever and often use a number of
these evasion strategies

The most successful pathogens have evolved multiple
ways by which to interfere with what would otherwise be
damaging immune responses. Cytomegalovirus can interfere
with dendpritic cell maturation, and so antigen presentation,
antibody-mediated immunity, cytokine function, and with
apoptosis. CMV infection may mostly be silent, but is quietly
pushing otherwise useful T cells towards exhaustion and
senescence. The only good thing is that through understanding
these evasion mechanisms we have learnt more about how
the immune system works.

viral DNA in neurone (HSV, VZV)
stem cell of epithelium (wart)
bone marrow or spleen (CMV)

=

random event?
differentiation of cell?

A. primary reactivation event

reactivated virus

= () =

spread lesion
: clinical
growth shedding disease

B. controllable by immune response

Figure 17.14 Two stages in reactivation of latent viruses. CMV, cytomegalovirus; HSV, herpes simplex virus; VZV, varicella-zoster virus.



Many successful parasites have adopted strategies for
evading immune responses. These enable them to stay
in the body long enough to complete their business of
infection and shedding to fresh hosts. Some parasites
persist indefinitely in the body.

Mechanisms of immune evasion include:

-« concealing parasite antigens from the host (staying
inside host cells, infecting ‘privileged sites’)

« changing parasite antigens, either in the infected
individual (e.g. trypanosomiasis) or during spread
through the host population (e.g. influenza)

« direct action on immune cells (e.g. HIV on CD4*T
cells) or on immune signalling systems (e.g.
production of fake cytokine molecules)

+ local interference with immune defences
(production of IgA proteases, Fc receptors).

During some persistent infections, the pathogen may
continue to multiply and be able to infect others (e.g.
HIV, hepatitis B).

In other persistent infections, the pathogen enters into
a latent state and later in life reactivates with renewed
multiplication and the ability to infect others (e.g.
herpesviruses, M. tuberculosis).

SECTION THREE « The conflicts
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Introduction

Pathological consequences of infection

Infections can cause a range of unwanted symptoms, sometimes caused by the microbe itself and
sometimes by the immune response in response to infection. Inflammation is beneficial but also
unpleasant. A range of other hypersensitivity responses can be damaging to the host. Some viruses
can even cause cancer. We will now review these unwanted results of infections and how the immune

system responds.

Symptoms of infections are produced by the
microorganisms or by the host’s immune responses

Symptoms that appear rapidly after the acquisition of an
infection are usually due to the direct action of molecules
secreted by the invading microbe. A virus in a cell may cause
metabolic ‘shut-down’ or lyse the cell. Bacteria, however,
provoke most of their acute effects by releasing toxins, but
may also cause distress by inducing inflammation. The
inflammatory response is, of course, an important component
of host protection, vascular permeability being vital for the
rapid mobilization of cells such as neutrophils, and serum
components such as complement and antibody. Inflammation
is therefore intrinsically a healthy sign, and it is interesting
that some virulent bacteria (e.g. staphylococci) try to inhibit
the inflammatory response.

Pathological changes are often secondary to the
activation of immunological mechanisms that are
normally thought of as protective

These may involve the innate or the adaptive immune system
or, more usually, both (Fig. 18.1). Tissue damage resulting
from adaptive immune responses is usually referred to
as ‘immunopathology’ and is quite common in infectious
diseases, particularly those that are chronic and persistent. The
immunological basis of these mechanisms of tissue damage
is described in Chapter 15.

Certain viruses can cause permanent malignant changes
in cells as a result of direct, indirect and a mixture of both
types of mechanisms. Seven viruses that infect humans
cause up to 15% of human cancers around the world. These
include human T-cell lymphotropic virus type 1 (HTLV-
1; lymphomas, leukaemias), Epstein-Barr virus (EBV;
nasopharyngeal carcinoma and Burkitt’s lymphoma), human
papillomaviruses (cervical cancer), hepatitis B and C virus
infections (liver cancer), HIV (immunosuppression leads to
the development of cancers associated with Kaposi’s sarcoma-
associated herpes virus [KSHV] and EBV) and Merkel cell
polyomavirus (Merkel cell carcinoma of the skin). Co-factors
may be involved. Immunization programmes for hepatitis B

and human papillomaviruses should now reduce the incidence
of liver and cervical cancer, respectively.

PATHOLOGY CAUSED DIRECTLY
BY MICROORGANISMS

Direct effects may result from cell rupture, organ
blockage or pressure effects

Organisms that multiply in cells and subsequently spread
usually do so by rupturing the cell. Many viruses and some
intracellular bacteria and protozoa behave in this way
(Table 18.1) but many others do not. For example, viruses
or bacteria may remain latent (e.g. herpes simplex virus and
varicella-zoster virus in nerve ganglia, and Mycobacterium
tuberculosis in macrophages), and many viruses can bud from
a cell without disrupting it. The type of cell infected may
also have an influence on survival of the organism. Thus,
although HIV causes lysis of CD4 T cells, macrophages are
more resistant to both infection and lysis. Other direct effects
include:

* blockage of major hollow viscera by worms
* blockage of lung alveoli by dense growth of e.g. Prieumocystis
* mechanical effects of large cysts (e.g. hydatid).

Mode of action of toxins and consequences
These can be considered under five headings (Fig. 18.2).

Exotoxins are a common cause of serious tissue
damage, especially in bacterial infection

The pathogen may actively secrete ‘exotoxins” (Table 18.2).
In some cases, these are clearly part of its strategy for entry,
spread or defence against the host, but sometimes they seem
to be of little or no benefit to the pathogen.

Most exotoxins are proteins and are often coded not by
the bacterial DNA, but in plasmids (e.g. E. coli) or phages
(e.g. botulism, diphtheria, scarlet fever). In some cases, they
consist of two or more subunits, one of which is required for
binding and entry to the cell while the other switches on or
inhibits some cellular function.
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Figure 18.1 Pathological effects of infection: a
general scheme. Infectious parasitic organisms
can cause disease directly (top) or indirectly via
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Table 18.1 Examples of organisms that directly damage tissue
Organism Cell or tissue damaged Mechanism
Viruses
Poliovirus Neurones
Rhinovirus Lower respiratory tract epithelium
HIV CDAT cells, macrophages Cytopathic
Coxsackievirus Pancreatic beta cells, cardiac cells
Rotavirus Enterocytes
Bacteria
Streptococcus mutans Teeth Acid production
Fungi
Histoplasma Macrophages Damaged macrophage releases
cytokines
Protozoa
Plasmodium Erythrocytes Damaged erythrocyte removed
Helminths
Ascaris Intestinal occlusion Mechanical
Biliary occlusion Mechanical, inflammation
Echinococcus Hydatid cyst Pressure effects

Many organisms directly damage or destroy the tissues they infect. This is especially common with cytopathic viruses.

Powerful toxins are generally secreted from extracellular
pathogens. Microbes that multiply in cells cannot afford to
cause serious damage at too early a stage, and such toxins
therefore tend to be less prominent in intracellular infections
due to Mycobacteria, Chlamydia or Mycoplasma. For example,
leprosy patients with lepromatous disease can live with

huge bacterial loads for many years. Although many toxins
can kill host cells, lower concentrations may be important
by causing dysfunction in immune or phagocytic cells.
For example, concentrations of streptolysin well below the
cell-killing level will inhibit leukocyte chemotaxis, and the
staphylococcal enterotoxin and epidermolytic toxins also have
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Table 18.2 Some important exotoxins in disease

Organism Exotoxin Tissue damaged Action Disease
Bacteria

Clostridium tetani Tetanus toxin Neurones Spastic paralysis Tetanus
Clostridium botulinum Neurotoxin Nerve-muscle junction Flaccid paralysis Botulism
Corynebacterium diphtheriae Diphtheria toxin Throat, heart, peripheral nerve Inhibits protein synthesis Diphtheria
Shigella dysenteriae Enterotoxin Intestinal mucosa Destroys mucosal cells Dysentery

E. coli (EHEC)

Enterotoxin

Intestinal epithelium

Fluid loss from intestinal cell

Gastroenteritis

Vibrio cholerae

Enterotoxin

Intestinal epithelium

Fluid loss from intestinal cell

Cholera

Staphylococcus aureus

a-haemolysin

Red and white cells (via
cytokines)

Haemolysis

Abscesses

Enterotoxins®

Intestinal cells

Induces vomiting, diarrhoea

Food poisoning

TSST1 T cells Release of cytotoxins Toxic shock syndrome

Streptococcus pyogenes Streptolysin O and S Red and white cells Haemolysis Haemolysis, pyogenic lesions
Erythrogenic Skin capillaries Skin rash Scarlet fever

Bacillus anthracis Cytotoxin Lung Pulmonary oedema Anthrax

Bordetella pertussis Pertussis toxin Trachea Kills epithelium Whooping cough

Listeria monocytogenes Haemolysin Leukocytes, monocytes Cell lysis Listeriosis

Fungi

Aspergillus fumigatus Aflatoxin Liver Carcinogenic ? Liver damage/ cancer”

Protozoa

Entamoeba histolytica

Enterotoxin

Colonic epithelium

Cell lysis

Amoebic dysentery

Many bacteria and a few other organisms damage host tissues by secreting exotoxins, some examples of which are shown here. Some bacterial exotoxins are among the most powerful toxins known. Vaccination, by
inducing antibody, is often very effective in protection.
*Staph. aureus has five enteroxins: SEA, SEB, SEC, SED and SEE. TSST1, toxic shock syndrome toxin. Staphylococcal entertoxins and TSST-1 are superantigens that activate T cells expressing particular VB genes in their T-cell

receptors.

®In turkeys and pigs from A. fumigatus-contaminated ground nuts, but not so far in humans.
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Figure 18.2 The mode of action of some exotoxins. Bacterial toxins act in a variety of ways. Often the toxin is a two-chain molecule, one chain
being concerned with entry into cells while the other has inhibitory activity against some vital function. ACh, acetylcholine; cAMP, cyclic adenosine
monophosphate; C, Corynebacterium; Cl, Clostridium; Staph, Staphylococcus; V, Vibrio.

immunomodulatory activity at exceedingly low (nanogram
to picogram) levels.

Bacteria may produce enzymes to promote their
survival or spread

A number of bacteria release enzymes that break down the
tissues or the intercellular substances of the host, allowing
the infection to spread freely. Among these enzymes are
hyaluronidase, collagenase, DNase and streptokinase. Some

staphylococci release a coagulase, which deposits a protective
layer of fibrin onto and around the cells, thus localizing
them.

Toxins may damage or destroy cells and are then
known as haemolysins

Cell membranes can be damaged enzymatically by lecithinases
or phospholipases, or by insertion of pore-forming molecules,
which destroy the integrity of the cell. The collective term
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for such toxins is “haemolysins’, although many cells other
than red blood cells can be affected. Both staphylococci and
streptococci produce pore-forming toxins; pseudomonads
release enzymatic haemolysins. The staphylococcal alpha
haemolysin is secreted as a soluble monomer but binds to a
membrane protein to form a heptamer, making a beta-barrel
pore in the membrane.

Toxins may enter cells and actively alter some of the
metabolic machinery

Characteristically, these toxin molecules have two subunits.
The A subunit is the active component, while the B subunit
is a binding component needed to interact with receptors
on the cell membrane. When binding occurs, the A subunit,
or the whole toxin-receptor complex, is taken into the cell
by endocytosis, and the A subunit becomes activated. Two
well-studied toxins of this type are those of diphtheria (see
Ch. 20) and cholera.

Diphtheria toxin blocks protein synthesis

Diphtheria toxin is synthesized as a single polypeptide and
binds by the B subunit to target cells (Fig. 18.2). The polypeptide
is partially cleaved and then the entire toxin-receptor complex
is internalized. The A subunit then splits off and passes
into the cytosol, where it inactivates the transfer of amino
acids from transfer RNA to the polypeptide chain during
translation of mRNA by ribosomes. It does this by catalysing
attachment of adenosine diphosphate (ADP) ribose to the
elongation protein (ADP ribosylation), effectively blocking
protein synthesis.

Cholera toxin results in massive loss of water from
intestinal epithelial cells

Cholera toxin is released as a complex of five B subunits
surrounding the A subunit. The latter is cleaved into two
fragments: Al and A2, held by disulphide bonds. The B
subunits bind to ganglioside receptors on intestinal epithelial
cells, leading to internalization of the A subunits, which then
separate from one another (Fig. 18.2). The Al portion then
ADP-ribosylates one of the regulatory molecules involved in
the production of cyclic adenosine monophosphate (cAMP).
As a result, the regulatory molecule is unable to turn off
cAMP production. The increased levels of cAMP in the cell
change the sodium / chloride flux across the cell membrane,
resulting in a massive outflow of water and electrolytes from
the cell and causing the profuse diarrhoea of cholera. The
exotoxins of E. coli and salmonella have similar actions, as
does pertussis toxin.

Tetanus and botulinum toxins are among the most
potent affecting nerve impulses

These toxins are extremely potent and active at low doses.
Tetanus and botulinum toxins have the characteristic A+B
structure, the B subunit binding to ganglioside receptors
on nerve cells. The internalized A subunit of tetanus is
carried by axonal transport from the point of production to
the central nervous system (CNS), where it interferes with
synaptic transmission in inhibitory neurones by blocking
neurotransmitter release. This allows the excitatory transmitter
to continuously stimulate the motor neurones, causing spastic
paralysis. Botulinum toxin enters the body via the intestine,

escaping digestion and crossing the gut wall. The toxin affects
peripheral nerve endings at the neuromuscular junction,
blocking presynaptic release of acetylcholine. This prevents
muscle contraction, causing flaccid paralysis.

Inactivation of toxins without altering antigenicity
results in successful vaccines

Toxins can often be inactivated (e.g. by formaldehyde) without
altering their antigenicity, and the resulting toxoids are among
the most successful of all vaccines (see Ch. 35), the classic
examples being diphtheria and tetanus toxoids. Toxins are
generally more highly conserved in their structure than the
surface antigens of the organism secreting them. This allows
for more effective cross-immunity and explains, for example,
why scarlet fever (caused by streptococcal erythrotoxin)
usually occurs only once, whereas streptococcal infections
recur almost indefinitely.

Toxins as magic bullets

An interesting offshoot of the two-subunit structure of toxins
is that, by changing the specificity of the part responsible for
attachment, the specificity of the toxin for a particular cell
type can be changed. An example is the plant toxin ricin
- the A subunit can be attached to a monoclonal antibody
to make it a specific poison for tumour cells, and the toxin
could also be delivered to cancer cells by nanoparticles. The
same strategy could obviously be used against parasites
if desired.

DIARRHOEA

Diarrhoea is an almost invariable result of
intestinal infections

Diarrhoea is one of the major causes of death in children
worldwide, with rotavirus as the main culprit (see Ch.
23). In industrialized regions, bacterial pathogens such as
Campylobacter and non-typhoidal Salmonella are increasingly
important, and Clostridium difficile and norovirus infections
are a problem in hospitals, particularly in the elderly. Another
culprit is the enterotoxigenic strains of E.coli, which can
produce a heat-stable toxin (ST) and a heat-labile toxin (LT-I);
diarrhoea can be caused by E.coli strains that produce one
or both of these toxins.
Diarrhoea can be considered as:

* ameans for the host to rid itself rapidly of the infectious
organism

* a means for the infection to spread to other hosts.

Diarrhoea is a feature of a wide range of organisms, but in only
a few cases is the exact mechanism understood. While toxins
are often the cause (e.g. cholera, shigella), microbial invasion
and damage to epithelial cells may also be important. The
pathophysiology, with changes in electron transport or loss of
enterocytes, has been elucidated in some cases. Many of the
organisms causing diarrhoea can be “picked up” from food, but
the term ‘food poisoning’ is usually reserved for those cases
where toxins are already present in the food rather than being
generated during the growth of organisms in the intestine
(Fig. 18.3). As would be expected, ‘food poisoning’ causes
symptoms earlier - that is, hours after exposure rather than
days (Table 18.3). Some viruses, especially norovirus infections,
sometimes referred to as causing ‘winter vomiting disease’,
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Figure 18.3 Outbreak of bloody diarrhoea first ted to NPHS
caused by enterohaemorrhagic E. coli (EHEC) 184 ISt cases reported to
0157 in South Wales, in 2005. The verotoxin 164 population control measures instigated
produced by EHEC causes diarrhoea and is ”
similar to the Shigella toxin. The first cases had @
all eaten school dinners containing cooked S
meats from a single supplier. Of the total 157 S
reported cases, 65% were in school-aged @
children. Thirty-one people were admitted to g
hospital and one child died. NPHS, National 2 no further cases
Public Health Service. (Redrawn from: The after 08/11/05
Public Inquiry into the September 2005
Outbreak of E coli O157 in South Wales. SN | BN NN N S
Chairman H. Pennington, March 2009. http:// 555555555555555555555555555555
wales.gov.uk/ecolidocs/3008707/reporten. VYAV YIRIPIYRIPOOCOOCOOOOOO0OOO — — — —
pdsip=&langen) SSIe9RNI8RS 588257223538 935885
date of onset of symptoms
® primary case in school
= primary case in community
secondary case in community
Table 18.3 Infectious causes of diarrhoea
Onset Source

Food poisoning (due to pre-formed toxin in food)

Staphylococcus aureus 1-6 h Cream, meat, poultry

Clostridium perfringens 8-20 h Reheated meat

Clostridium botulinum 12-36 h Canned food

Bacillus cereus 1-20 h Reheated foods

Intestinal infections

Rotavirus 2-5 days Faecal-oral

Norovirus 1-2 days Faecal-oral

Salmonella 1-2 days Eggs, food

Clostridium difficile 1-2 days Faecal-oral

Shigella 1-4 days Faecal-oral

Campylobacter 1-4 days Poultry, domestic animals

Vibrio cholerae 2 days Faecal-oral

Escherichia coli 1-4 days Food

Yersinia enterocolitica Days—weeks Pets (e.g. dogs)

Giardia lamblia 1-2 weeks l TN P —

Entamoeba histolytica days—weeks

Cryptosporidium - )

e e Days—weeks ] Faecal-oral opportunistic (e.g. in AIDS)

Worldwide, infectious diarrhoea is the major cause of infant mortality.

cause outbreaks of diarrhoea and vomiting, particularly in
closed groups or communities - such as in hospitals or on
cruise ships; in England in 2015 / 2016 there were 490 reported
hospital outbreaks, 95% of which led to ward or bay closures.

PATHOLOGICAL ACTIVATION OF NATURAL
IMMUNE MECHANISMS

Overactivity can damage host tissues

The very potent innate immune mechanisms discussed in
Chapter 15 have inbuilt safety as far as specificity is concerned.

They have had to evolve in the constant presence of the host’s
‘self’ antigens, to which they do not therefore respond. However,
they are not so well controlled quantitatively, and there are many
cases when overactivity damages not only an invading parasite,
but also innocent host tissues. The expression of natural immunity
often causes a certain amount of inflammation - and this can
be severe, with tissue damage. Complement, polymorphs and
tumour necrosis factor (TNF) play important roles.

Microbial endotoxin activates the immune system and
induces cytokines, causing a bewildering variety of biological
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effects (Fig. 18.4). At the clinical level, it can be responsible
for septic shock.

Endotoxins are typically lipopolysaccharides

‘Endotoxins” of bacteria and other microorganisms have a
deceptively similar name to exotoxins, but are profoundly
different in their significance. Unlike exotoxins, these are integral
parts of the microbial cell wall and are normally released only
when the cell dies. Endotoxins are particularly characteristic
of Gram-negative bacteria. A typical lipopolysaccharide (LPS)
endotoxin is composed of:

* a conserved lipid portion (lipid A) inserted into the cell
wall, responsible for much of the toxic activity
e a conserved core polysaccharide
e the highly variable O-polysaccharide, responsible for the
serological diversity which is a feature of organisms such
as salmonellae and shigellae.
LPSs stimulate an extraordinary range of host responses - or
perhaps one should say a wide range of responses have
evolved to respond to LPSs. These include LPS-binding
protein (the LPS-LPS binding protein complex then binds
to CD14 on macrophages and dendritic cells) and TLR4
(see Ch.10). In the words of Lewis Thomas, “‘when we sense
lipopolysaccharide, we are likely to turn on every defence
at our disposal’ (Fig. 18.4). Evidently, the body needs to be
aware of invading Gram-negative bacteria at the earliest
possible stage.
Clinically, the most important effects of LPS are:

* fever

 vascular collapse (or shock).

As mentioned in Chapter 15, fever may benefit host or parasite,
or both, and is currently considered to be mainly due to
the action of two cytokines, interleukin 1 (IL-1) and TNF,
on the hypothalamus. Both these cytokines are produced by

macrophages in response to LPS (and to analogous molecules
from other organisms; see below and Box 18.1).

Endotoxin shock is usually associated with systemic
spread of organisms

The commonest example of endotoxin (or ‘septic’) shock is
septicaemia with Gram-negative bacteria such as E. coli or
Neisseria meningitidis. However, many other organisms also
release molecules that stimulate TNFo.and / or IL-1 production
(Table 18.4) and therefore function in part like LPS, although
they are more or less unrelated in structure. In the “toxic shock
syndrome’ of young women with staphylococcal infections
of the genital tract, toxic shock syndrome toxin (TSST1) is
the mediator; it acts as a superantigen, activating a large
proportion of all T cells (up to 1 in 5, see Ch. 17) that express
particular VB genes in their T-cell receptors. Activating an
enormous number of T cells produces enough cytokine to
cause the toxic effect.

Septic shock, however, is a complex phenomenon, and
other bacterial components, such as peptidoglycans, may also
play a part. Disseminated intravascular coagulation (DIC),
hypoglycaemia and cardiovascular failure are all features
of septic shock. In streptococcal infections, the culprits are
pyrogenic (erythrogenic) exotoxins released by the bacteria.

The involvement of cytokines in the pathogenesis of shock
is by no means a purely academic concern, because it suggests
the possibility of treatment by antagonists of a small number
of cytokines (e.g. by monoclonal antibodies or inhibitors),
rather than by antibodies to the toxins themselves, which
are of enormous antigenic diversity. Anti-TNF monoclonal
antibodies are now used to treat rheumatoid arthritis.

The cytokine most closely linked to disease is TNF

Raised concentrations of TNFo in the serum have been shown
to correlate with severity in patients with meningococcal
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Figure 18.4 The many activities of bacterial endotoxin. Lipopolysaccharide (LPS) activates almost every immune mechanism as well as the clotting
pathway and, as a result, LPS is one of the most powerful immune stimuli known. DIC, disseminated intravascular coagulation; IFN, interferon;
IL, interleukin; LBP, LPS binding protein; M@, macrophage; PMN, polymorphonuclear leukocyte; TNF, tumour necrosis factor.



Box 18.1  Lessons in Microbiology

Is it a cold - or is it flu?

The common cold is usually caused by a rhinovirus, or a
coronavirus. Real influenza, caused by the influenza virus,
usually has a more sudden onset and the combination of
fever and a cough has a predictive value of around 80%. But
what causes the symptoms of sore throat, sneezing, nasal
discharge and nasal congestion?

Sore throat symptoms are thought to be caused by
prostaglandins and bradykinin acting on sensory nerve
endings in the airway. Sneezing is triggered by inflammatory
mediators in the nose and nasopharynx acting on the
trigeminal nerves. The plasma-rich exudate that forms part
of the nasal discharge can change from clear to
yellow/green during an upper respiratory infection. The
colour reflects the recruitment of leukocytes into the airway
lumen. If large numbers of leukocytes are present, the green
protein myeloperoxidase found in the azurophil granules of
neutrophils gives the discharge a green colour. Nasal

Table 18.4 Important endotoxins and functionally related
molecules that induce TNF

Organisms Toxin

Bacteria

Gram-negative

Salmonella

g?é%jr//ihia coli L#S

Neisseria meningitidis

Gram-positive

Staphylococcus aureus TSST1

Mycobacteria Lipoarabinomannan
Bordetella pertussis Endotoxin

Fungi

Yeasts Zymosan

Protozoa

Plasmodium Phospholipids (exoantigens)

Most endotoxins are lipopolysaccharides (LPS) and exert their main effects
by stimulating cytokine release. LPS can also induce the secretion of other
cytokines such as interleukin 1. TSST1, toxic shock syndrome toxin.

septicaemia and with Plasmodium falciparum malaria. However,
animal experiments indicate that, in such cases, TNFo. probably
synergizes with other cytokines such as IL-1 and interferon
gamma (IFNY), to produce its full effects. In meningococcal
disease, TNFo. concentrations in blood and cerebrospinal fluid
(CSF) can change independently, the former being raised in
septicaemia and the latter in meningitis; it therefore appears
that the production and / or effects of TNFo. can be restricted
to a particular body compartment.

In some cases, it may be worth suppressing inflammation
with steroids (e.g. a randomized trial in which dexamethasone
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congestion occurs later in infection, when inflammatory
mediators such as bradykinin cause the large veins in the
nasal epithelium to dilate. Common cold viruses do not
cause such damage to the airway epithelium and infection
may not create a cough - but influenza usually causes
serious damage to the respiratory epithelium. Fever is
mainly caused by the interleukins IL-1 and IL-6. It also seems
that cytokines are responsible for muscle aches and pains,
by causing the breakdown of muscle proteins. Of course,
tumour necrosis factor was originally called cachexin,
because of its ability to cause muscle wasting or cachexia.
Sometimes, in past flu epidemics, such as the Spanish flu
epidemic in 1918, people died very quickly, within a few
days of infection — which seems too fast for secondary
infections to be responsible. Reconstructed viruses with the
same haemagglutinin and neuraminidase seem to cause
severe inflammation and it is possible that excessive
cytokine release, in a ‘cytokine storm; caused the pathology.

was given to patients with acute bacterial meningitis showed
that corticosteroid reduced mortality). The immune system
itself also tries to control inflammation during sepsis by
producing anti-inflammatory mediators such as IL-10 and
TGEB.

There may also be strain differences in the ability of bacteria
to induce inflammation; Haemophilus influenzae strains isolated
from patients with chronic obstructive pulmonary disease
exacerbations induce more inflammation than do colonizing
strains not associated with the worsening of symptoms
(Fig. 18.5).

Complement is involved in several
tissue-damaging reactions

The activation of complement is a vital part of immunity to
many bacteria, viruses and protozoa (see Ch. 15). Complement
can, however, be involved in tissue-damaging reactions, such
as immune complex disease, which also involves antibody and,
usually, polymorphonuclear leukocytes (PMNs). Complement
also plays an important role in the acute inflammatory response
by generating the chemotactic factors C3a and Cba (see
Ch. 10). Animal experiments suggest that C5a contributes to
cardiac problems during sepsis, as it binds to C5a receptors on
cardiomyocytes (cardiomyocytes are also damaged by LPS itself
and by inflammatory cytokines such as IL-1B, TNFo and IL-6).

Direct activation of complement by LPS may contribute
to the shock induced by toxic amounts of this endotoxin, in
which the levels of complement components (e.g. C3) drop
profoundly; this response appears to involve both the classic
and the alternative complement pathways, which are activated
by the lipid and polysaccharide components, respectively.
CBa and Cba are produced in large amounts, and there is
frequently a severe decrease in the number of PMNs because
of aggregation of these cells, adherence to vessel walls and
their activation to release toxic molecules, both oxidative and
non-oxidative. When this occurs in the pulmonary capillaries,
severe pulmonary oedema may result - the “acute respiratory
distress syndrome’ (ARDS).
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Figure 18.5 Haemophilus influenzae strains isolated from patients with chronic obstructive pulmonary disease (COPD) induce more inflammation
than colonizing strains not associated with worsening of symptoms. H. influenzae strains from patients with COPD exacerbations (exac) induce greater
numbers of neutrophils (A), more adherence to airway epithelial cells (B) and more IL-8 (C) than do isolates associated with colonization (col). BAL,
bronchoalveolar lavage; IL-8, interleukin 8. (Redrawn from: Chin, C.L. et al. [2005] Haemophilus influenzae from patients with chronic obstructive
pulmonary disease exacerbation induce more inflammation than colonizers. Am J Respir Crit Care Med 172:85-91.)

Disseminated intravascular coagulation is a rare but
serious feature of bacterial septicaemia

Disseminated intravascular coagulation (DIC) can be a feature
of bacterial (e.g. meningococcal) septicaemia, but is also seen
in some virus infections such as Ebola fever (Ch. 29). The
relative contributions of immune complexes, platelets and
direct activation of the clotting pathway via the effect of
LPS on Hageman factor remain controversial. For example,
the haemorrhagic phenomena of yellow fever are probably
secondary to coagulation defects due to the extensive liver
damage, whereas in dengue (‘haemorrhagic’) fever it has been
suggested that there is immune complex deposition in blood
vessels. However, in all these haemorrhagic syndromes the
role of cytokines such as TNF also needs to be considered.

PATHOLOGICAL CONSEQUENCES OF
THE IMMUNE RESPONSE

Overreaction of the immune system is known as
‘hypersensitivity’

Adaptive immune responses are vital to defence against
infection, as witnessed by the increased susceptibility to
infectious disease of immunodeficient patients (see Ch. 31).
The antimicrobial effects of lymphocyte responses act mainly
by focusing or enhancing non-specific effector mechanisms
(see Ch. 11). This may also enhance the pathological effects
outlined above. The tissue-damaging effects of hypersensitivity
are referred to as ‘immunopathological’. Coombs and Gell in
1958 classified hypersensitivity into four types, based on the
immunological mechanism underlying the tissue-damaging
reaction.

Each of the four main types of hypersensitivity can be
of microbial or non-microbial origin

Hypersensitivity of microbial origin includes some of the most
serious of these responses (Table 18.5). Organisms of many

sorts can be involved, but one common feature is that the
infection is prolonged, with continuous or repeated antigenic
stimulation.

Type | hypersensitivity

These reactions are often called “immediate’, as they can occur
within minutes, when the allergen triggers the degranulation
of mast cells precoated with specific IgE antibodies.

Allergic reactions are a feature of worm infections

The most dramatic allergic (type I) reaction is that following
the rupture of a hydatid cyst. Slow leakage of worm antigens
ensures that the patient’s mast cells are sensitized with
specific IgE, and the massive flood of antigens on rupture
may cause acute fatal anaphylaxis, with vascular collapse
and pulmonary oedema. Even the small amount of antigen
used in diagnostic skin tests can have this effect, although
this is rare.

Another worm associated with high levels of IgE is
Ascaris, but here the pathological consequences are mainly
respiratory, with eosinophilic infiltrates and asthmatic
episodes corresponding to passage of the parasite through the
lung. The itching rashes characteristic of helminth infections
when the worms die in the skin are probably also of this
type, an example being ‘swimmer’s itch” due to cercariae
released from snails infected with human, animal or avian
schistosomes.

Why allergic reactions are such a feature of worm infections
is not really clear, but they may be due to some feature of the
antigens; in addition, it has been suggested that IgE plays a
role in protection against worms. One would hope so, as in
all other respects this class of antibody appears to be nothing
but a nuisance.

Some insect venoms cause severe and life-threatening
systemic reactions called anaphylaxis. One-third of beekeepers
are sensitized to bee venom, and have venom-specific IgE; the



Table 18.5 Hypersensitivity of microbial origin
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Coombs and Gell classification Principal mechanism Examples
Type | (allergic/anaphylactic) IgE, mast cells Helminths
Ascaris

Hydatid (ruptured cyst)
? Viral skin rash

? Upper respiratory tract
Viral infections

Type Il (cytotoxic)
Complement
Cytotoxic cells

IgG to surface antigens

Virus-infected cells
Malaria-infected erythrocytes
Autoantibodies in:

Mycoplasma

Streptococci

Trypanosoma cruzi

Type lll immune
complex-mediated) Complement

PMN

Immune complexes

In tissues:
Allergic alveolitis
Actinomycosis

In blood vessels:
Glomerulonephritis
Malaria
Streptococci
Hepatitis B
Syphilis

Type IV (cell-mediated) T lymphocytes

Cytokines

non-specific cells)

Macrophages (and other

Granuloma

Tuberculosis

Leprosy (tuberculoid)

Schistosomiasis (eggs)

Histoplasma

Mononuclear infiltration £ cell damage in many
virus infections with CD4 and CD8 T cell-derived
cytokines and macrophages playing roles

Viral rashes

Autoimmunity

Cross-reaction with host

Streptococcal myocarditis

Polyclonal B-cell activation

African trypanosomiasis

All four classic types of hypersensitivity can be induced by infectious organisms, types Il and lll being the most commonly encountered. Note that some

mechanisms mediating hypersensitivity also take part in protective immunity.
PMN, polymorphonuclear leukocyte.

main honey bee allergen is Api m 1. Some insect allergens are
enzymes such as hyaluronidases or di-peptidylpeptidases that
are cross-reactive between species such as bees and wasps.
Hypersensitivity can be demonstrated through skin prick or
basophil activation tests. Venom immunotherapy can induce
tolerance through desensitization, reducing the risk of a future
systemic reaction by 90%.

Type Il hypersensitivity

Type Il reactions are mediated by antibodies to the
infectious organism or autoantibodies

Strictly speaking, type II reactions are mediated by antibody
(usually IgG) leading to cytotoxicity, either extracellular or
intracellular (e.g. after phagocytosis). Antibody binds to the
cell and, if complement is activated, the cell is lysed. An
important distinction can be made between antibodies to the
(foreign) infectious organism and autoantibodies; the former
kill host cells because they display foreign antigens, whereas
the latter bind to unaltered host antigens, and both types of
response occur in infectious disease (see Table 18.5).

In blood-stage malaria, malarial antigens attach
themselves to host cells

It has been shown that the haemolytic anaemia of blood-stage
malaria is due not to autoantibody, as previously thought,
but to antibodies to parasite-derived antigens that have
been picked up by red cells. In some cases, it may be the
antigen-antibody complex that binds to the cell. A similar
reaction can occur following quinine treatment of P. falciparum
malaria - blackwater fever.

Antimyocardial antibody of group A -haemolytic
streptococcal infection is the classic autoantibody
triggered by infection

This reaction is due to the presence of the same cross-reacting
carbohydrate antigen on the bacterium and the myocardium.
However, as more protein sequences are obtained and
compared, numerous other similar examples have come to
light, and it is possible that cross-reaction between microbial
and human antigens may underlie a number of diseases of
currently unknown origin. Whether this mimicry of host
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antigens has any survival value to the microbe is discussed
in Chapter 17.

Type Ill hypersensitivity

Immune complexes cause disease when they become
lodged in tissues or blood vessels

Immune complexes cause pathology if they are made in excess,
if they are not removed properly from the circulation and if
they deposit in tissues.

The formation of immune complexes can lead to
phagocytosis and removal of antigen, but also to complement
activation. Complications occur when the complexes escape
removal by the phagocytes of the reticuloendothelial system
and become lodged in the tissues or blood vessels, attracting
complement and neutrophils. Release of lysosomal enzymes
then results in local damage, which is particularly serious
in small blood vessels, especially in the renal glomeruli.
Immune complex disease is a major cause of both acute and
chronic glomerulonephritis, and the majority of cases are
probably the result of infection. There is also an important
group in which autoantigen-autoantibody complexes
are responsible (e.g. DNA-anti-DNA in systemic lupus
erythematosus [SLE]), but even these may ultimately be
the consequence of viral infection or reactivation - there is
an association between EBV infection and SLE, particularly
in younger patients.

Like most other immunopathological conditions, immune
complex deposition is usually a feature of chronic infection
(e.g. malaria). However, a persistent antigenic stimulus
is not the only prerequisite, indicated by the fact that the

most serious form of malarial nephropathy is found in
Plasmodium malariae (quartan) malaria, which progresses
despite successful treatment of the infection, whereas the
nephropathy of P. falciparum (malignant tertian) malaria
typically recovers after the infection has been cured.
Predisposing factors may include a poor antibody response
(in terms of amount or affinity), a particular tendency of the
antigen itself to bind to vascular endothelium, or inhibition
of the normal function of phagocytes or complement in
removing circulating complexes.

Acute glomerulonephritis occurs as a serious
complication of streptococcal infection (see Ch. 19) and
is at least partly due to localization in glomeruli of immune
complexes containing streptococcal antigens (see Fig. 18.6).
Polymorph infiltration and alterations in the basement
membrane cause leakage of albumin, even red cells, into the
urine. The glomerulonephritis appears a few weeks after
the infection has been terminated. When complexes are
deposited over a long period (malarial nephropathy), the
mesangial cell intrusions and fusion of foot processes cause
a more irreversible impairment of glomerular function
(chronic glomerulonephritis).

Occupational diseases associated with inhalation of
fungi are the classic examples of immune complex
deposition in the tissues

Immune complex deposition in the tissues, made famous
by the work of Arthus on antigens injected into the skin of
animals with pre-existing antibody (mainly IgG), manifests
as a combination of thrombosis in small blood vessels and
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Figure 18.6 Glomerulonephritis caused by immune-complex-mediated tissue damage. Type Il hypersensitivity results in the deposition of immune
complexes in the blood vessel walls, particularly at sites of high pressure, filtration or turbulence such as the kidney. Large complexes deposit on the
glomerular basement membrane, whereas small ones pass through the basement membrane and then deposit on the epithelial side of the

glomerulus. PMN, polymorphonuclear leukocyte.



necrosis in the tissues due to PMN degranulation (Fig. 18.7).
The best-studied examples are the occupational diseases
associated with inhalation of fungi (e.g. farmer’s lung,
pigeon-fancier’s disease, maple bark stripper’s disease) in
which chronic inflammation of the lung can lead to a state of
destruction and fibrosis known as “extrinsic allergic alveolitis’,
an unfortunate name as classic (IgE-mediated) allergy does
not seem to be involved.

Another well-known example of immune complex
disease was serum sickness

Serum sickness follows repeated injections of foreign protein,
leading to circulating immune complexes, which deposit in
the kidneys (Fig. 18.6), skin and joints. This was common
in the pre-antibiotic days of passive serotherapy with horse
serum for diphtheria (see Ch. 36). To prevent a similar
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reaction to monoclonal antibodies used as immunotherapy,
antibodies are now genetically engineered so that as much of
the molecule as possible is humanized, and some are now fully
human.

Type IV hypersensitivity

Cell-mediated immune responses invariably cause
some tissue destruction, which may be permanent

Despite the examples of antibody-mediated tissue damage
discussed above, the antibody response generally achieves
its purpose in eliminating invading organisms without any
trace of damage to the host. Cell-mediated (type IV) responses
with the activation of both T cells and macrophages invariably
cause some tissue destruction, which may be reparable if not
too prolonged, but that over time can lead to fibrosis and
even calcification (Table 18.6).

Figure 18.7 The Arthus reaction. Microbial
antigens that enter the tissues (e.g. fungal ®e
particles in the lung) encounter antibodies and
form immune complexes. These activate
complement and initiate chemotaxis of
polymorphonuclear leukocytes (PMNs), and
degranulation of these and tissue mast cells.
The resulting inflammatory response is further
potentiated by damage induced by PMN-
derived lysosomal enzymes.

N antibody

Table 18.6 Cell-mediated immunity in protection and disease

immune
complex

complement

PMN

> o chemotaxis
lysosomal ©

enzymes .
5

mast cell
degranulation

endothelial

2 cell retraction
SR
: © O
antibody platelet vasoactive
aggregation amines

Cell-mediated responses

Immune cells or molecules Protective effect against

Pathological effect Skin test

Virus infections
Theileria, (Mycobacteria)®

Cytotoxic T cells (CD8)

Local tissue loss

Basophils, T cells ? Inflammation 24 h (Jones—Mote reaction)

T cells (CD4) Intracellular organisms Mononuclear cell .

Macrophages Viruses ’ infiltration DEgyEel/tostavlinitfoe (Fackys
Cytokines Bacteria Granuloma

Giant cells Fungi Fibrosis

Epithelioid cells Protozoa Calcification

Eosinophils Worms

?A role for CD8 T cells in protection against M. tuberculosis has been proposed.
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From the medical viewpoint, granuloma formation is
the most important type IV hypersensitivity response

The cell-mediated response to microbial antigen is responsible
for granuloma formation and plays a major role in diseases
such as tuberculosis, tuberculoid leprosy, lymphogranuloma
inguinale, and in Toxocara infection. Some granulomas have a
tendency to undergo necrosis (e.g. caseation in tuberculosis)
whereas others do not (e.g. leprosy, sarcoidosis) which may
be explained in terms of the different pattern of cytokines
involved. TNF, often in association with some microbial
products, is especially likely to cause necrosis through its
effects on vascular endothelium.

The clinical features of schistosomiasis are produced
by cell-mediated immunity

The price paid for protective cell-mediated immunity
is particularly well illustrated by the helminth disease
schistosomiasis. Schistosoma mansoni (the blood fluke) lays
eggs in the mesenteric venous system, some of which become
lodged in small portal vessels in the liver. Strong cell-mediated
reactions to secreted enzymes lead to granulomatous reactions
around each egg, resulting in egg destruction and sparing of
liver parenchyma from the toxic effects of the egg enzymes.
However, the coalescent calcified granulomas ultimately cause
portal cirrhosis, with portal hypertension, oesophageal varices
and haematemesis (see Ch. 23).

The rather unexpected effect of malnutrition in reducing the
incidence and severity of certain diseases (e.g. typhus, malaria)
may be attributable to a reduction in immunopathology,
though in the majority of diseases (e.g. measles, meningococcal
infection, tuberculosis), the reverse is true. Indeed, poor
nutrition may be a major factor predisposing to the greater
severity of many common infections in tropical countries.

Antibodies can also cause enhancement of
pathology, as in dengue infection

Most cases of dengue haemorrhagic fever occur in people who
get a second infection with the dengue virus. Neutralizing
antibodies bind to the envelope-dimer epitope. The problem is
that there are four dengue serotypes that can differ by as much
as 30% in the amino acid sequence of their envelope proteins.
After infection with a second serotype, the concentration and
avidity of the antibodies that have been generated to the first
serotype will not be sufficient to prevent the new infection,
but will enhance virus uptake as antibody binding to the
virus leads to greater internalization through Fc binding
(Fig. 18.8). The viral load falls as the fever falls, but this is
when the most severe symptoms and pathology appear,
including leakage of plasma from capillaries, haemorrhage and
shock, at least partly due to excessive inflammatory cytokine
release in a ‘cytokine storm’. There are recent concerns that
such antibody-dependent enhancement of infection might
occur if individuals previously infected with dengue become
infected with the Zika virus, due to cross-reactivity between
the envelope proteins of these two Flaviviruses.

SKIN RASHES

A variety of skin rashes have an immunological origin

The ways in which infections can affect the skin are
detailed in Chapter 27, but some rashes are considered to
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Figure 18.8 Antibody-dependent enhancement in dengue (D)
infection. A primary infection with one of the four dengue serotypes
generates protective neutralizing antibodies to the E protein. A
subsequent infection with a different serotype can lead to severe
pathology with vascular leakage as a result of virus multiplication and
cytokine release. It is thought that cross-reactive antibodies from the
first infection are insufficient in quantity or avidity to neutralize

the second serotype, but do enable the virus to enter
monocytes/macrophages through Fc receptor binding. Mo,
macrophage; TNF, tumour necrosis factor.

be immunologically mediated. For example, the characteristic
skin rash of measles is absent in children with T-cell
deficiency (e.g. thymic aplasia or DiGeorge syndrome),
who instead develop a fatal systemic infection, indicating
that the skin lesions are T-cell mediated and are associated
with cell-mediated immunity. In contrast, if children with
T-cell deficiency are vaccinated with live vaccinia virus,
they develop an inexorable spreading skin lesion, which
is clearly a direct and not an immunopathological effect.

Table 18.7 lists the more common skin conditions of
immunological origin in which an infectious organism is
thought to be involved.

The SARS coronavirus caused lung
immunopathology and T-cell loss

The SARS coronavirus infected more than 8000 people
with >750 fatalities in around 29 countries in an epidemic
in 2002-2003. Acute respiratory distress syndrome (ARDS)
was seen in patients with severe disease, mostly elderly,
resulting in around 50% mortality. The lungs of patients
with SARS viral pneumonia show diffuse damage to the
alveoli, with the presence of multinucleate giant cells and
many macrophages. Acute pulmonary edema, extensive
inflammatory cell infiltration and multi-organ failure were
hallmarks and the virus could be found in other organs such
as the intestine, liver and kidney of patients.

During the acute phase of infection, lymphopenia occurs
with loss of both CD4 and CD8 T cells. Studies have suggested
that alterations in antigen-presenting cell function and
dendritic cell migration could reduce T-cell priming resulting
in fewer virus-specific T cells. In addition, T-cell apoptosis
could be induced by the high glucocorticoid levels seen in
stress responses as well as the explosive type 1 interferon
response.



Table 18.7 Skin rashes and their immunological basis
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Organism Disease Character Pathogenic basis
Viruses
Measles Measles Maculopapular rash ;
T cells, immune complexes, allergy
Rubella German measles Maculopapular rash

? Immune mediated

Enterovirus

Hand, foot and mouth

Vesicular
Erythematous

Viral cytopathic
Viral ? immune mediated

Varicella-zoster

Chickenpox/zoster

Vesicular rash

Viral cytopathic

HIV

AIDS

Maculopapular

Lymphocytic infiltrate

EBV

Glandular fever

Erythematous rash
Transient erythematous
rash

Idiosyncratic antibody development
to ampicillin
Viral 7 immune mediated

Parvovirus B19

Erythema infectiosum

Erythematous rash

Immune complexes

Bacteria

Streptococcus pyogenes

Scarlet fever

Erythematous rash

Erythrogenic toxin

Treponema pallidum Syphilis Disseminated infectious Immune complexes
Treponema pertenue Yaws rash in secondary stage
Salmonella typhi Typhoid, enteric fever Sparse rose spots Immune complexes

Neisseria meningitidis

Meningitis, spotted fever

Petechial or maculopapular
lesions

Immune complexes

Mycobacterium leprae

Tuberculoid leprosy

Hypopigmented skin
lesions

T cells, macrophages

Rickettsia prowazeki and
others

Typhus

Maculopapular or
haemorrhagic rash

Thrombosis

Fungi

Dermatophytes Dermatophytid or allergic rash Immune complexes?

Blastomyces dermatitidis ~ Blastomycosis Papule or pustule Hypersensitivity to fungal antigens, T
developing into granuloma cells

Protozoa

Leishmania tropica

Cutaneous leishmaniasis

Papules ulcerating to form
crusted infectious sores

T cells, macrophages

Many skin rashes represent immunological reactions occurring in the skin. It is suspected that several skin diseases of unknown origin are in fact caused by viruses,

either directly or indirectly.

Severe lung and systemic inflammation is probably a result
of innate cytokine dysregulation, with higher concentrations
of cytokines such as TNFo, IL-6 and IL-8 being present. This
may be due to massive activation of monocytes / macrophages.
In those with severe infection, high concentrations of type
I interferon and a dysregulated interferon-stimulated gene
response are present.

Overall, it is still not known whether the lung pathology
seen in SARS was mostly due to a type I interferon-independent
exaggerated proinflammatory reaction or whether both
interferon-dependent and -independent anomalous cytokine
production contributed. The SARS-CoV acute antibody response
was found to last less than 6 months, whereas virus-specific
IgG antibodies had fallen 12 months post-infection. Despite this
poor virus-specific memory B-cell response, SARS-CoV-specific
memory T cells persisted in SARS survivors for up to 6 years
post-infection, suggesting T cells are important in survival.

The hygiene hypothesis - are we too clean?

Allergic diseases are more common than they used to be, and
it has been proposed that this may be because most of us now
grow up in an environment that is too clean. The hygiene
hypothesis proposes that, if we are exposed to a range of
bacterial and viral infections in infancy, this may prevent
the development of more harmful allergies by promoting a
bias towards Thl cytokine production. A more informative
name might be ‘microbial exposure deficiency hypothesis’.
Certainly, people living in Africa seem to have had more
exposure to antigenic stimulation, age for age, than those
living in Europe, with more memory T cells and fewer naive T
cells, although this may also be due to earlier infections with
viruses like cytomegalovirus. Slightly surprisingly, it seems
that infections with helminths, which induce copious Th2
responses, also protect against development of atopy, possibly
because they out-compete the allergen-specific IgE on mast
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cells. Other factors, such as innate immunity and regulatory
T cells that act to reduce harmful immune responses causing
immunopathology, may be involved.

VIRUSES AND CANCER

A variety of RNA and DNA viruses can cause permanent
malignant changes within cells (Table 18.8). An account of
proviruses and oncogenes (genes causing malignancy) is

Table 18.8 Malignant transformation

Changes Details

Morphology Loss of shape; rounding

Decreased adhesion to surface

Loss of contact inhibition of
growth and movement
Increased ability to grow from
a single cell

Increased ability to grow in
suspension

Capacity for continued growth
(immortalization)

Growth, contact

DNA synthesis induced
Chromosomal changes
Appearance of new antigens
(viral or cellular in origin)

Cellular properties

Loss of fibronectin
Reduced cAMP

Biochemical properties

These changes occur when tumour viruses cause transformation of cultured
cells. Many of these changes are obviously relevant for tumour production in
vivo. CAMP, cyclic adenosine monophosphate.

Table 18.9 Viruses and human cancer

included in Chapter 3. Various human cancers have been
shown to be associated with such oncogenic viruses (Table
18.9). Some of these include cancers associated with HIV
infection. Three types of cancer, namely Kaposi sarcoma (KS),
non-Hodgkin’s lymphoma (NHL) and cervical cancer, are
part of the classification of an acquired immunodeficiency
syndrome (AIDS) defining diagnosis, consistent with advanced
HIV infection. The resulting immunosuppression and loss of
immune control over HHV-8 (KS-associated herpes virus),
Epstein-Barr virus (EBV)-associated diffuse large B-cell and
central nervous system NHL and human papillomavirus
(HPV)-associated cervical cancer, leads to these cancers
developing. There are latent and lytic components to the life
cycles of these viruses. Few genes are expressed in latent
infections, allowing the virus to reside in specific sites with
the potential for reactivation but enabling infected cells to
undergo future malignant change. The virus can disseminate
in the lytic stage by release from infected cells. Some of the
genes expressed can also promote tumour development.
This part of the viral replicative cycle may therefore
be of more importance in virus-associated malignancy.
HIV-infected individuals are also at higher risk of developing
HPV-associated anal cancer and hepatitis-B-associated
liver cancer.

Human T-cell lymphotropic virus type 1 (HTLV-1) is

associated with adult T-cell leukaemia/lymphoma

HTLV-1 and HTLV-2 are retroviruses that have no oncogenes
(see Ch. 3). HTLV-1 proviral DNA is detectable in the cellular
DNA of individuals with adult T-cell leukaemia / lymphoma
(ATLL). Although reported around the world, HTLV-1
infection is endemic in Southern Japan, the Caribbean islands,
West and Central Africa and parts of South America. Less
is known about the geographic distribution of HTLV-2,

Viruses Cancer Strength of Viral genome Cofactor
association in cancer cells
Epstein—Barr virus Burkitt's lymphoma ++ + Malaria
Nasopharyngeal ++ 3 Nitrosamines
carcinoma
Hodgkin's disease - - -
Human papillomavirus Cervical cancer ++ ? Sexual practices
Oropharyngeal cancer ++ Sexual practices
Skin cancer + A Genetic predisposition
? UV light
HHV-8 (KSHV) Kaposi sarcoma ++ + HIV
immunosuppression
Hepatitis B virus Liver cancer + iF ? Aflatoxin
Hepatitis C virus Liver cancer ++ = ? Hepatocyte
regeneration
HTLV-1 T-cell leukaemia ++ 3 -

Many viruses transform cells in culture, but only a few are important in human cancer. The associations are strongly supported by studies of naturally occurring
or experimentally induced cancers in animals. HHV-8, human herpes virus 8; HTLV-1, human T-cell lymphotropic virus 1; KSHV, Kaposi's sarcoma-associated

herpes virus; UV, ultraviolet.



which can be isolated from hairy T-cell leukaemia but has
no association with malignancy. This virus can be found in
certain Amerindian tribes and is associated with neurological
and other chronic inflammatory conditions.

The carcinogenic nature of HTLV-1 is not due to activation
of a cellular oncogene, but rather to the Tax accessory gene
product enhancing transcription of host genes involved in
cell division. This transactivation by Tax and stimulation
of T-cell proliferation by HTLV-1 are thought to be central
to oncogenesis. ATLL cells contain the integrated HTLV-1
proviral DNA but the latter is not transcribed very actively.
The Tax and HBZ oncoproteins play key roles in immortalizing
T cells and / or leading to leukemia by down-regulating
various host cell functions, in particular repressing a tumour-
suppressor protein. These infections are described in more
detail in Chapter 27.

Epstein-Barr virus (EBV) is associated with
nasopharyngeal carcinoma and lymphoma including
post-transplant lymphoproliferative disease

Epstein-Barr virus is closely linked with the development
of nasopharyngeal carcinoma (NPC) (see Ch. 19), which is
common in Southern China and other parts of Asia (8-30
cases /100000 people / year, but higher in men than women),
less common in parts of North Africa, and rare elsewhere in the
world. The reason for this restricted geographical distribution
is unknown. There is no convincing evidence for specific
carcinogenic EBV strains, but these effects could be due to
local co-carcinogens such as nitrosamines in salted fish. EBV
DNA can be demonstrated in the cancer cells, but the precise
mechanism for tumorigenicity is unknown; cellular oncogenes
have not been implicated. People at high risk of developing
NPC show high IgA titres to EBV capsid antigen a year or
more before clinical symptoms appear.

Epstein-Barr virus is associated with
Burkitt’s lymphoma

Burkitt's lymphoma (BL), a tumour of immature B cells, occurs
in parts of East Africa, such as Uganda, and in Papua New
Guinea in 6-14-year-old children, especially boys. EBV DNA
is present in the tumour cells, but most of the many copies
of the EBV genes are not integrated into the host cell DNA.
The tumour is probably caused by the action of EBV on B
cells, causing them to proliferate and making activation of
cellular oncogenes more likely. The cellular oncogene c-myc is
translocated from chromosome 8 to the immunoglobulin heavy
chain locus on chromosome 14, where it is expressed. As a
result, the B cell may be prevented from entering the resting
stage. There is also down-regulation of adhesion and human
leukocyte antigen (HLA) molecules, so that the EBV-containing
cells, which are normally subject to immune control, develop
into tumour cells. The BL cells also show other chromosomal
abnormalities, but their role in tumorigenesis is unclear.
The fact that EBV is a common worldwide infection,
whereas BL, like NPC, is restricted geographically, points once
again to the involvement of local co-factors, perhaps chemical
or infectious co-carcinogens. Malaria is a recognized co-factor
in BL, perhaps operating by altering the balance of the host’s
immune response, inducing polyclonal B-cell expansion and
lytic cycle EBV reactivation. Expansion of latently infected B
cells increases the chance of a c-myc translocation, seen in all
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BL. Another hypothesis is that malaria co-infection impairs
EBV-specific T-cell responses with loss of viral immune
surveillance and control.

Epstein-Barr virus is also associated with

Hodgkin’s lymphoma and lymphomas in
immunosuppressed individuals

Epstein-Barr virus has been shown to be associated with classical
Hodgkin's lymphoma, in particular as seen in childhood and
older adulthood. In addition, bearing in mind that cytotoxic
T cells police EBV infection, when host immunosuppression
reduces T-cell surveillance then uncontrolled lymphoproliferation
can result. Reducing immunosuppression in EBV-driven
post-transplant lymphoproliferative may, however, result
in graft rejection. Alternative treatment is usually required
involving targeted monoclonal antibodies, namely rituximab,
which acts on the B-cell CD20 receptor used for EBV entry and
cytotoxic chemotherapy.

EBV-associated primary cerebral lymphoma may occur in
HIV-infected individuals. The role of HIV is mostly indirect and
is related to immunosuppression or B-cell activation. About
30% of AIDS-related lymphomas are Burkitt’'s [ymphomas.
Counterintuitively, since the advent of combined antiretroviral
therapy (cART) there has been an increased risk for developing
Hodgkin’s lymphoma, which may be partly due to the increase
in the age of the population living with HIV due to cART, (a
‘downside effect’ of immune reconstitution). This is because
Hodgkin’s lymphoma is associated with EBV infection and
immune reconstitution increases the stimulation of B cells in
which EBV exists episomally.

Certain human papillomavirus infections are
associated with cervical cancer

Papillomavirus infections are ubiquitous, transmitted by
direct contact and associated with a number of epithelial
hyperproliferative diseases. The viral life cycle is intertwined
with the host keratinocyte cells” differentiation cycles. After
small epithelial abrasions in skin or mucosal surfaces, these
cells in the basal skin layer are exposed to HPV and the viral
DNA becomes episomal and replicates with the host DNA
using host synthetic machinery.

There are clear associations between the development
of cervical cancer and infection with certain of the around
200 subtypes of human papillomavirus (HPV; see Chs. 3, 22
and 27). It has been suggested that the vaginal microbiome
(VM), the microbial flora in that site, could play both a
protective as well as a destructive role in HPV persistence.
Using high-throughput gene sequencing, higher microbial
diversity was detected in the VM of HPV-positive compared
with HPV-negative women. It is possible that the composition
of the VM could influence the host’s innate immune response,
susceptibility to infection and the development of cervical
disease.

Most HPV infections resolve within 24 months, but those
that do not account for more than 80% of cervical cancers,
the remainder being penile, vulval, rectal and oropharyngeal
cancers, which are also associated with HPV. The HPV
high-risk types include 16 and 18; low-risk types include
6 and 11. The latter cause cervical lesions but have a lower
risk of progression to malignancy. HPV vaccine programmes
were started in 2009 (see Ch. 35).
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In most primary and metastatic cancer cells, the HPV
genomes are present in integrated form, within the host
genome and certain viral oncoprotein genes referred to
as E6 and E7 are transcribed and translated. Integration
occurs at different chromosomal locations and the E6 and E7
open-reading frames seem to be involved in transformation of
epithelial cells and in maintenance of the transformed state,
probably by binding to and inactivating tumour-suppressing
cellular proteins concerned with regulation of the cell
cycle. E6 is involved in up-regulating telomerase activity,
maintaining telomere integrity during cell division and
mediating degradation of p53, a tumour-suppressor protein;
E7 binds and inactivates the retinoblastoma proteins (pRb).
Both these activities are critical in HPV-induced oncogenesis
and result in genome instability, accumulation of oncogene
mutations, uncontrolled cell growth and eventually cancer.
The viral E6 and E7 proteins drive cell proliferation in the
nasal and parabasal cell layers at sites such as the cervix,
where neoplastic changes can occur. There are functional
differences in E6 and E7 that may explain the presence of
high-risk and low-risk HPV types. For example, the low-risk
E7 proteins differ from the high-risk ones in the way they
associate with the pRb, while the high-risk E7 protein binds
to and degrades other proteins that control cell cycle entry
and re-entry in basal and upper epithelial cell layers. Cervical
cancer is an uncommon sequel to infection with the low-risk
types of HPV, and co-carcinogens such as cigarette smoke
and herpes simplex virus (HSV) have been implicated.

Human papillomavirus infection is also associated
with squamous cell carcinoma of the skin

It is possible that ultraviolet light acts as a co-carcinogen,
as is known to be the case with papillomaviruses and skin
cancers in sheep and cattle. People with the rare autosomal
recessive disease epidermodysplasia verruciformis (EV) are
infected with up to 20 different but less common types of
HPV, and 30-60% of EV patients between 20 and 40 years
of age develop multiple squamous cell carcinomas (SCCs) of
the skin. Of these tumours, 90% contain HPV-5, -8, -14 and
-20 DNA. These HPV types may act as co-carcinogens with
ultraviolet light or immunosuppression in the development
of non-melanoma skin cancers, the most common form of
skin tumours in populations with fair skin.

HPVs may also play a role in the genesis of 90% of the skin
cancers that appear in immunosuppressed organ transplant
recipients, and cutaneous warts are common in these patients.
In addition, there are reports that skin cancers in healthy
individuals may be associated with HPV infection.

Head and neck SCC are caused mostly by exposure to
tobacco and alcohol. It was thought that oropharyngeal
SCC (OPSCC) would fall as public health programmes
were increasingly successful in reducing smoking rates.
However, the incidence of OPSCC plateaued and then
increased, associated with HPV-16. HPV-positive OPSCC was
associated with exposure to high-risk HPV and was found to
have wild-type p53 and high levels of p16, a marker of HPV
DNA integration into nuclear DNA. In the USA, 5% annual
increases in the rate of OPSCC diagnosis have been reported
particularly in males with multiple sexual partners and / or
orogenital partners. Increases in incidence of OPSCC have
also been seen in Europe and Australia.

Hepatitis B and hepatitis C viruses are major causes
of hepatocellular carcinoma

The results, in sequential order, of chronic active hepatitis
(CAH) include hepatocyte necrosis, chronic inflammation,
cytokine production, fibrosis and finally cirrhosis. Therefore,
CAH is a major driver for the development of hepatocellular
carcinoma (HCC).

Individuals with active hepatitis B infections are 20-fold
more likely to develop HCC than are uninfected individuals.
The oncogenic process depends on a number of predisposing
factors that are both viral and host derived (Fig. 18.9). HCC
is the outcome of chronic necroinflammatory liver disease
associated with higher levels of HBV replication as well as
the host immune response. Moreover, some HBV mutant
strains and specific genotypes may be associated with HCC
development. Integrated HBV sequences found in HCC
tumour cells may activate cellular oncogenes that encode
proteins linked with controlling cell signalling, proliferation
and viability, such as the myc family. Chronic inflammation,
associated with increased liver cell proliferation, induces
several rearrangements of the integrated HBV genome that
can generate chromosomal instability. Moreover, there is
evidence for the involvement of occult HBV infections, in
which hepatitis B surface antigen cannot be detected but
HBV DNA is integrated in the hepatocytes. The relationship
between HBV DNA integration and either activation
or inactivation of specific genes in the pathogenesis of
HCC is still unclear. Specific HBV proteins such as the
intriguingly named HBx, as well as the L envelope protein,
may have important roles in cellular transformation are
being investigated. Finally, HBV and hepatitis C virus
(HCV) co-infection may act in concert with chronic alcohol
consumption in liver carcinogenesis.

HCC is more common in certain parts of the world, such
as Africa and South-East Asia, and this may be due to the
presence of co-carcinogens (e.g. aflatoxin). However, the closely
related hepadnavirus of woodchucks (Box 18.2) causes the
same tumour in these animals in the apparent absence of
co-carcinogens.

The mechanism by which HCV causes HCC is considered
to be indirect, as HCV sequences are not integrated into
tumour cells. It is thought that the persistent hepatocyte
damage and inflammation in HCV carriers, together with

direct mechanisms:
viral proteins: HBx, PreS2/St
HBV DNA insertion in cellular
genome

g chronic inflammation l
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Figure 18.9 Development of hepatocellular carcinoma (HCC). HBV,
hepatitis B virus; HBx, hepatitis B virus x protein.



Box 18.2  Lessons in Microbiology

The many faces of hepatitis B

Classic epidemiological studies on hepatitis B virus in
Taiwan showed two things. First, 90% of those infected in
infancy became carriers, as did 23% of those infected at
1-3 years, but only 3% of those infected as university
students. Second, among 3454 HBsAg carriers, there were
184 cases of hepatocellular carcinoma, whereas there
were only 10 cases among 19253 non-carriers. Some 80%
of all liver cancers are due to hepatitis B.

Worldwide, there are about 350 million carriers of this
virus and, therefore, with liver cancer causing up to 2
million deaths each year, hepatitis B virus is second only
to tobacco as a human carcinogen.

Very similar viruses infect woodchucks, ground
squirrels and Pekin ducks. In northwest USA, 30% of
woodchucks are carriers and most develop liver cancer in
later life. In this host, the virus infects not only liver cells
but also lymphoid cells in the spleen, peripheral blood
and thymus, and pancreatic acinar cells and bile duct
epithelium.

Transmission by hepatitis B carriers has been reported
in a number of different healthcare settings, but hepatitis
B immunization and advances in antiviral therapy will
reduce these incidents.

the effects of cytokines on the development of fibrosis and
hepatocyte proliferation, results in HCC. It is also thought
that HCV may have a direct action via specific viral proteins
interacting with host cell factors modulating pathways such
as cell signalling and proliferation and apoptosis that result
in malignant transformation of liver cells. Once cirrhosis is
established, the annual incidence of HCC is 1-7% per year. In
addition, HCV is associated with mixed cryoglobulinaemia,
a lymphoproliferative disorder that can develop into B-cell
non-Hodgkin’s lymphoma.

Several DNA viruses can transform cells in which they
are unable to replicate

Extensive studies have been carried out concluding that despite
high oncogenicity in vitro and in laboratory animals, these
viruses do not seem to be important in human cancer. For
instance:

* Human adenoviruses transform cells in culture and
cause sarcomas experimentally in hamsters. About 10%
of the adenovirus genome integrates, and the T antigen
is expressed. However, adenoviruses are not associated
with human cancer.

e Polyomavirus (Latin: poly, many; oma, tumours), a mouse
papovavirus, and simian vacuolating virus 40 (5V40), a
monkey papovavirus, both cause tumours in experimentally
inoculated hamsters. The viral DNA is integrated into the
DNA of tumour cells, and T antigens are expressed. Are
these viruses, or their human equivalents (BK and JC
viruses), linked with human cancers? An incident occurred
about 30 years ago, when thousands of children were
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accidentally inoculated with SV40 virus present in certain
batches of poliovirus vaccine. The formalin inactivation
procedure had failed to kill the SV40 virus present in
the monkey kidney cells in which the polio vaccine had
been grown. There was, however, no consequent increase
in tumour incidence in the SV40-infected individuals.
Nevertheless, evidence is accumulating that JC, BK and
SV40 viruses are associated with certain cancers of the
brain, with certain lymphomas and with other tumours,
although a causative role has not been established.

Kaposi’s sarcoma is caused by HHV-8

Kaposi’s sarcoma (KS) is a multicentric tumour that involves
massive proliferation of endothelial cells. It is 300 times
more common among patients with AIDS than among other
immunosuppressed groups, but is seen almost entirely in
those who acquired HIV by sexual contact. It was identified
in 1994 from a lesion in an individual with AIDS-associated
KS. Human herpes virus 8 (HHV-8), referred to originally as
the Kaposi's sarcoma-associated herpes virus (KSHV), appears
to be sexually transmitted and is present in the tumours.

HHV-8 latently infects most tumour cells in lymphomas
and KS. As a result, they are resistant to antiviral drugs
targeting herpesviruses in the lytic cycle of replication. One
of the HHV-8 lytic genes encodes the viral G-protein-coupled
receptor (VGPCR), a constitutively active cellular chemokine
receptor. vGPCR signalling can result in cell proliferation, the
production of angiogenic factors and, in an animal model,
can lead to KS-like lesions (Fig. 18.10). Moreover, there are
indirect mechanisms involved in oncogenesis relating to altered
T-cell responses and HHV-8 immunoregulation.

KSHYV has developed strategies to evade innate and specific
immunity, affect cell signalling, induce proliferation and
prevent apoptosis of infected cells, thus promoting oncogenesis
and angiogenesis.

The incidence of KS fell sharply in HIV-infected individuals
after the advent of combined antiretroviral therapy (cART),
However, as the number of HIV-infected individuals increases
and ages, a stabilization of incident KS is likely and may
be followed by an increase in numbers. KS treatment is
aimed at immune reconstitution by giving cART. Localized
treatment is usually avoided and systemic treatment involves
chemotherapy using liposomal anthracycline agents.

HHV-8 is also associated with other lymphomatous
conditions, namely multicentric Castleman’s disease and
primary effusion lymphoma.

Bacteria associated with cancer

The association between Helicobacter pylori and stomach
and duodenal cancer, including gastric mucosa-associated
lymphoid tissue (MALT) lymphoma, is discussed in Chapter
23. It is thought that a number of inflammatory reactions
are triggered as a result of H. pylori colonizing the stomach
mucosa leading to chronic atrophic gastritis (CAG). This
sets off a cascade of mucosal changes resulting in intestinal
metaplasia, dysplasia and carcinoma. The question is whether
there are other environmental or genetic co-factors involved
in oncogenesis. The tumour is associated with chronic
inflammation secondary to H. pylori colonization, but it is
thought that the bacterium alone is not sufficient for cancer
to develop.
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Figure 18.10 Activities of the vVGPCR protein in human herpes virus 8 (HHV-8). The constitutively active viral G-protein-coupled receptor (vGPCR) of
HHV-8 may promote the development of Kaposi's sarcoma by means of a variety of mechanisms. Signalling by vGPCR activates Akt, an activated
protein kinase which directly induces cell transformation. The vGPCR also results in the production of a variety of other factors, including the nuclear
factor (NF)-kB-dependent factors interleukin (IL)-8, growth-related protein alpha (GRO-a), IL-6, IL-1p, tumour necrosis factor alpha (TNFat), AP-1-
dependent basic fibroblast growth factor (bFGF), platelet-derived growth factor B (PDGF-B) and placental growth factor (PIGF). Some, but not all,
studies have found that vGPCR induces secretion of vascular endothelial growth factor (VEGF) and there is evidence that this secretion may be
mediated by hypoxia-inducible factor (HIF). Also, vGPCR up-regulates the expression of the VEGF receptors 1 and 2 (VEGFR-1 and VEGFR-2,
respectively). PIGF, VEGF and other factors can act in an autocrine or paracrine fashion to promote Kaposi's sarcoma. KSHV, Kaposi's sarcoma-
associated herpes virus. (Redrawn from: Yarchoan, R. [2006] Key role for a viral lytic gene in Kaposi's sarcoma. N Engl J Med 355:1383-1385, with
permission.)

« Tissue damage or disease can be caused by infectious
organisms in several ways.

+ Infectious organisms may destroy cells directly (e.g.
cytopathic viruses), release toxins that destroy cells or
their cellular function (e.g. staphylococcal or tetanus
toxins), overstimulate normal defence systems (e.g.
LPS) or stimulate excessive or prolonged adaptive
responses.

-« Such effects of infectious organisms on defence
systems may be antibody or T-cell mediated and are
collectively known as ‘hypersensitivity reactions’ or
‘immunopathology"

+ Some viruses have been shown to be involved in the
initiation of tumours, with the viral genome being
found in the cancer cells. The restricted geographic
distribution of some of these tumours may be due to
the local presence of co-carcinogens.
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SECTION FOUR - Clinical manifestation and diagnosis of infections by body system

Upper respiratory tract infections

Introduction

The air we inhale contains millions of suspended particles, including microorganisms, most of which
are harmless. However, the air may contain large numbers of pathogenic microorganisms if someone
is near an individual with a respiratory tract infection. Efficient cleansing mechanisms (see Chs. 10 and
14) are therefore vital components of the body’s defence against infection of both the upper and
lower respiratory tract. Infection takes place against the background of these natural defence
mechanisms, and it is then appropriate to ask why the defences have failed. For the upper respiratory
tract, the flushing action of saliva is important in the oropharynx and the mucociliary system in the
nasopharynx traps invaders. As on other surfaces of the body (see Ch. 9), a variety of microorganisms
live harmoniously in the upper respiratory tract and oropharynx (Table 19.1); they colonize the nose,
mouth, throat and teeth and are well adapted to life in these sites. Normally they are well-behaved
guests, not invading tissues and not causing disease. However, as in other parts of the body, resident
microorganisms can cause trouble when host resistance is weakened. In addition, a host of invaders
cause upper respiratory tract symptoms that may progress to the lower respiratory tract, depending

on the pathogen.

The upper and lower respiratory tracts form a
continuum for infectious agents

We distinguish between upper and lower respiratory tract
infections, but the respiratory tract from the nose to the alveoli
is a continuum as far as infectious agents are concerned (Fig.
19.1). There may, however, be a preferred ‘focus’ of infection
(e.g. the nasopharynx for coronaviruses and rhinoviruses); but
parainfluenza viruses, for instance, can infect the nasopharynx
to give rise to a cold, as well as the larynx and trachea resulting
in laryngotracheitis (croup), and occasionally the bronchi and
bronchioles (bronchitis, bronchiolitis or pneumonia).

Generalizations can be made about upper and lower
respiratory tract infections:

1. Although many microorganisms are restricted to the surface
epithelium, some spread to other parts of the body before
returning to the respiratory tract, oropharynx and salivary
glands (Table 19.2).

2. Two groups of pathogens can be distinguished:
‘professional” and ‘secondary’ invaders (Table 19.3).

3. Professional invaders are those that successfully infect the
normally healthy respiratory tract. They generally possess
specific properties that enable them to evade local host
defences, such as the attachment mechanisms of respiratory
viruses (Table 19.4). Secondary invaders cause disease only
when host defences are already impaired (see Table 19.3).

4. The symptoms of an upper respiratory tract infection
include fever, rhinitis and pharyngitis or sore throat. It is
not just respiratory pathogens that cause these symptoms,
Cytomegalovirus (CMV) and Epstein-Barr virus (EBV)
infections are included in this chapter but are associated

only with the fever and pharyngitis components. They
are both part of a glandular fever differential diagnosis.

RHINITIS

Molecular diagnostic tests have demonstrated
a much wider range of viruses that cause colds
compared with older techniques

Viruses are the most common invaders of the nasopharynx, and
a great variety of types (see Table 19.4) are responsible for the
symptoms referred to as the common cold. They induce a flow
of virus-rich fluid, called rhinorrhea, from the nasopharynx,
and when the sneezing reflex is triggered then large numbers
of virus particles are discharged into the air. Transmission
is therefore by aerosol and also by virus-contaminated
hands (see Ch. 14). Most of these viruses possess surface
molecules that bind them firmly to host cells or to cilia or
microvilli protruding from these cells. As a result, they are not
washed away in secretions and are able to initiate infection
in the normally healthy individual. Virus progeny from the
first-infected cell then spread to neighbouring cells and via
surface secretions to new sites on the mucosal surface. After
a few days, damage to epithelial cells and the secretion of
fluid containing inflammatory mediators such as bradykinin
lead to common cold-type symptoms (Fig. 19.2).

Viral co-infections are being detected using
more sensitive tests

In view of the large variety of viruses and because common
colds are generally mild and self-limiting with no systemic
spread in healthy individuals, determination of the aetiology
is helpful both from a management as well as from an
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epidemiological perspective. In particular, the advent of
molecular diagnostic tests of higher sensitivity and specificity
has meant that, as well as detecting a wider range of viruses,
co-infections have been seen where before only one pathogen
was identified. This has had an impact on diagnosis, especially
when the lower respiratory tract is involved, as for instance
with influenza viruses or in children with respiratory syncytial
virus (RSV) infection.

Table 19.1 The normal flora of the respiratory tract

There has been a revolution in laboratory diagnosis. The
older methods of cell culture, looking for a cytopathic effect or
adding red cells to detect haemagglutinating viruses, as well as
immunofluorescence detecting viral antigens in exfoliated cells
in samples such as nasopharyngeal aspirates or throat swabs
(see Fig. 19.5), have been superseded in many parts of the
world by molecular diagnostic tests. These include detecting
genomic material by methods including real-time multiplex
polymerase chain reaction (PCR), which may be performed
in laboratories or as point-of-care tests, and microarrays.

Alternatively, collecting an acute and convalescent serum
sample and looking for a rise in virus-specific antibodies can
confirm the diagnosis retrospectively.

Type of resident’ Microorganism Due to the increased sensitivity in detecting respiratory
Common residents (>50% of Oral streptococci viruses by PCR, together with automated sample extraction
normal people) Neisseria spp.
Moraxella
Corynebacteria T
Bacteroides anatomy CIilcntl::
Anaerobic cocci (Veillonella) P
Fusiform bacteria” .
Candida albicans® sinuses
Streptococcus mutans
Haemophilus influenzae rhinitis
Occasional residents (<10% of  Streptococcus pyogenes defensive ring |(Sinusitis etc.)
normal people) Streptococcus pneumoniae of lymphoid h i
Neisseria meningitidis tissue pharyngitis
Uncommon residents (<1% of  Corynebacterium diphtheria tonsil
normal people) Klebsiella pneumoniae
Pseudomonas
E colf /® oesophagus
: : . cervical
C. albicans lymph node laryngitis
Residents in latent state in Pneumocystis jirovecii )
tissues: Mycobacterium tuberculosis traclf;%)ggor?ggleasl trachea tracheitis
Lung Cytomegalovirus (CMV)
Lymph nodes Epstein—Barr virus (EBV) alveolar
Sensory neurone /dorsal root  Herpes simplex virus (HSV) macrophage bronchus bronchitis
ganglia Varicella-zoster virus (VZV)
bronchiole bronchiolitis
Al except tissue residents are present in the oronasopharynx or on teeth.
®Present in mouth; also Entamoeba gingivalis, Trichomonas tenax, micrococdi, alveolus pneumonia
Actinomyces spp.

‘Especially after antibiotic treatment.
9All except M. tuberculosis are present in most humans.

Figure 19.1 The respiratory tract as a continuum.

Table 19.2 Pathogens that gain entry via the upper respiratory tract

Type Examples Consequences

Rhinoviruses

Influenza

Streptococci in throat
Chlamydia (conjunctivitis)
Diphtheria

Pertussis

Candida albicans (thrush)

Restricted to surface Local spread
Local (mucosal) defences important
Adaptive (immune) response sometimes too late to be important in recovery

Short incubation period (days)

Spread through body  Measles, mumps, rubella Little or no lesion at entry site

EBV, CMV Pathogen spreads through body, returns to surface for final multiplication and
Chlamydophila psittaci® shedding, e.g. salivary gland (mumps, CMV, EBV), respiratory tract (measles)

Q fever Adaptive immune response important in recovery

Cryptococcosis Longer incubation period (weeks)

After entry via the respiratory tract, pathogens either stay on the surface epithelium or spread through the body. CMV, cytomegalovirus; EBV, Epstein—Barr virus.
*Formerly Chlamydia psittaci.
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Type

Requirement

Examples

Professional invaders (infect
healthy respiratory tract)

Adhesion to normal mucosa (in spite
of mucociliary system)

Respiratory viruses (influenza, rhinoviruses)
Streptococcus pyogenes (throat)

Strep. pneumoniae

Chlamydia (psittacosis, chlamydial conjunctivitis and
pneumonia, trachoma)

Ability to interfere with cilia

Bordetella pertussis
Mycoplasma pneumoniae
Strep. pneumoniae (pneumolysin)

Ability to resist destruction in alveolar
macrophage

Legionella
Mycobacterium tuberculosis

Ability to damage local (mucosal,
submucosal) tissues

Corynebacterium diphtheriae (toxin)
Strep. pneumoniae (pneumolysin)

Secondary invaders (infect
when host defences impaired)

Initial infection and damage by
respiratory virus (e.g. influenza virus)

Staphylococcus aureus
Strep. pneumoniae, pneumonia-complicating influenza

Local defences impaired (e.g. cystic
fibrosis)

Staph. aureus
Pseudomonas

Chronic bronchitis, local foreign body
or tumour

Haemophilus influenzae
Strep. pneumoniae

Depressed immune responses
(e.g. AIDS, neoplastic disease)

Pneumocystis jirovecii
Cytomegalovirus
M. tuberculosis

Depressed resistance (e.g. elderly,
alcoholism, renal or hepatic disease)

Strep. pneumonia
Staph. aureus
H. influenzae

Table 19.4 Respiratory viruses and their mechanisms of attachment

Virus Types involved  Attachment mechanism Disease
Rhinoviruses (>100 types)® All Capsid protein binds to ICAM-1 Common cold
type molecule on cell®
Enteroviruses including: Many Capsid protein binds to ICAM-1 Common cold; also oropharyngeal

Coxsackie virus A (24 types) type molecule on cell®
Echoviruses (34 types)

Enteroviruses (116 serotypes)

vesicles (herpangina) and hand, foot and
mouth disease (A16, EV71)

Influenza virus A, Band C Haemagglutinin binds to May also invade lower respiratory tract
neuraminic acid-containing
glycoprotein on cell surface

Parainfluenza virus (4 types) 1,2,3,4 Viral envelope protein binds to May also invade larynx
glycoside on cell

Respiratory syncytial virus Aand B G protein on virus attaches to May also invade lower respiratory tract

receptor on cell

Common cold

Severe acute respiratory syndrome (SARS)
Middle East respiratory syndrome
coronavirus (MERS CoV)

Coronaviruses (several types) A Viral envelope protein binds to

glycoprotein receptors on cell

Penton fibre binds to cell
receptor

Adenovirus (41 types) 5-10 Mainly pharyngitis; also conjunctivitis,

bronchitis

A given type shows little or no neutralization by antibody against other types.
°ICAM-1: intercellular adhesion molecule expressed on a wide variety of normal cells; member of immunoglobulin superfamily, coded on chromosome 19.
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Figure 19.2 The pathogenesis of the common cold. For simplification, the epithelium is represented as one cell thick.

and detection methods, many laboratories use molecular
methods for making a diagnosis using combined nose and
throat swab samples. These swabs can be used instead of
collecting nasopharyngeal aspirates that are more invasive
and lead to aerosol production - an infection control issue.

Treatment of the common cold is symptomatic

It is often said that a common cold will resolve within 48 h
if vigorous treatment with anticongestants, analgesics and
antibiotics is undertaken. There are no vaccines to protect
against the common cold viruses as the vaccines would have
to be polyvalent to cover this antigenically diverse group
of viruses, and treatment is for the most part symptomatic.

PHARYNGITIS AND TONSILLITIS

About 70% of acute sore throats are caused by viruses

Microorganisms that cause sore throats (acute pharyngitis)
are listed in Table 19.5. Those viruses that infect the upper
respiratory tract inevitably encounter the submucosal lymphoid
tissues that form a defensive ring around the oropharynx (see
Fig. 19.1). The throat becomes sore either because the overlying
mucosa is infected or because of inflammatory and immune
responses in the lymphoid tissues themselves. Adenoviruses
are common causes, often infecting the conjunctiva as well as
the pharynx to cause pharyngoconjunctival fever. Epstein-Barr

virus (EBV) and cytomegalovirus (CMV) multiply locally in
the pharynx (Fig. 19.3), and herpes simplex virus (HSV) and
certain coxsackie A viruses multiply in the oral mucosa to
produce a painful local lesion or ulcer. Certain enteroviruses
(e.g. coxsackie A16) can cause additional vesicles on the hands
and feet and in the mouth (hand, foot and mouth disease;
Fig. 19.4).

Cytomegalovirus infection

Cytomegalovirus can be transmitted by saliva, urine,
blood, semen and cervical secretions

Cytomegalovirus is the largest human herpesvirus (Fig.
19.5) and is species specific; humans are the natural hosts.
Cytomegalovirus refers to the multinucleated cells, which
together with the intranuclear inclusions are characteristic
responses to infection with this virus. CMV was originally
called ‘salivary gland’ virus and is transmitted by saliva and
other secretions. In addition, it can be transmitted by sexual
contact, as semen and cervical secretions may also contain this
virus, and by blood transfusions (although leukodepletion
reduces the risk significantly) and organ transplants from
CMV antibody positive donors. The CMV load will be high
in the urine from babies with congenital CMV infection and
careful hand washing and disposal of nappies will reduce
the risk of transmission to susceptible individuals. CMV
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Table 19.5 Microorganisms that cause acute pharyngitis

Organisms Examples Comments
Viruses Rhinoviruses, coronaviruses A mild symptom in the common cold
Adenoviruses (types 3,4, 7, 14, 21) Pharyngoconjunctival fever
Parainfluenza viruses More severe than common cold
Influenza viruses, CMV, EBV Not always present
Coxsackie A and other enteroviruses Small vesicles (herpangina)
Epstein—Barr virus Occurs in 70-90% of glandular fever patients
Herpes simplex virus type 1 Can be severe, with palatal vesicles or ulcers
Bacteria Streptococcus pyogenes Causes 10-20% of cases of acute pharyngitis; sudden onset; mostly
in 5- to 10-year-old children
Neisseria gonorrhoeae Often asymptomatic; usually via orogenital contact
Corynebacterium diphtheriae Pharyngitis often mild, but toxic illness can be severe
Haemophilus influenzae Epiglottis
Borrelia vincentii plus fusiform bacilli Vincent's angina; commonest in adolescents and adults

CMV, cytomegalovirus; EBV, Epstein-Barr virus.

Figure 19.3 Infectious mononucleosis caused by Epstein-Barr virus. Figure 1?-4 Ulcers on the hard palfate and tongue in hand, foot and
The tonsils and uvula are swollen and covered in white exudate. There mouth disease due to coxsackie A virus. (Courtesy of JA. Innes.)
are petechiae on the soft palate. (Courtesy of JA. Innes.)

can be detected in breast milk, which is another route of
transmission.

Cytomegalovirus infection is often asymptomatic, but
can reactivate and cause disease when cell-mediated
immunity (CMI) defences are impaired

After clinically silent infection in the upper respiratory tract,
CMV spreads locally to lymphoid tissues and then systemically
in circulating lymphocytes and monocytes to involve lymph
nodes and the spleen. The infection then localizes in epithelial
cells in salivary glands and kidney tubules, and in the cervix,
testes and epididymis, from where the virus is shed to the
outside world (Table 19.6). Figure 19.5 Electron micrograph of cytomegalovirus particles. This is

Infected cells may be multinucleated or bear intranuclear  the largest human herpes virus, with a diameter of 150-200 nm, and a
inclusions, but pathological changes are minor. The virus = dense DNA core. (Courtesy of DK. Banerjee.)
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Table 19.6 The effects of cytomegalovirus infection

Site of infection Result

Comment

Salivary glands Salivary transmission

Via kissing and contaminated hands

Tubular epithelium of kidney Virus in urine

Probable role in transmission by contaminating
environment

Cervix, testis /epididymis Sexual transmission

Up to 107 infectious doses /mL of semen in an
acutely infected male

Lymphocytes, macrophages
Mononucleosis may occur
Immunosuppressive effect

Virus spreads through body via infected cells

Probable site of persistent infection

Placenta, fetus Congenital abnormalities

Greatest damage in fetus after primary maternal
infection rather than reactivation

inhibits T-cell responses, and there is a temporary reduction
in their immune reactivity to other antigens.

Although specific antibodies and CMI responses are
generated, these fail to clear the virus (see Ch. 17), which
often continues to be shed in saliva and urine for many
months. The infection is, however, eventually controlled by
CMI mechanisms, although infected cells remain in the body
throughout life and can be a source of reactivation and disease
when CMI defences are impaired.

CMV owes its success in our species to its ability to evade
immune defences. For instance, it presents a poor target for
cytotoxic T (Tc) cells by interfering with the transport of major
histocompatibility complex (MHC) class I molecules to the cell
surface (see Ch. 11), and it induces Fc receptors on infected
cells (see Ch. 17).

Cytomegalovirus infection can cause fetal
malformations and pneumonia in
immunodeficient patients

In the natural host, the human infant or child, CMV causes
no illness, and in general it causes a mild illness in adults.
However, as with all infections, there is a spectrum of
clinical disease ranging from asymptomatic to severely ill.
A glandular fever type illness can occur in adolescents,
which is similar to Epstein-Barr virus infection, with fever,
lethargy and abnormal lymphocytes and mononucleosis in
blood smears. Primary infection during pregnancy allows the
spread of virus from the blood to the placenta and then to the
fetus, resulting in symptomatic CMV infection at birth in 18%,
and detection of other sequelae in 25% by just under 5 years
of age, as described in Chapter 24. Reactivation of infection
during pregnancy also occurs, which may be asymptomatic
at birth but up to 8% of children will have symptoms by 5
years of age. CMV is second only to Down’s syndrome as a
cause of intellectual disability.

In immunodeficient patients such as bone marrow or solid
organ transplant recipients (see Ch. 31), CMV infection can
cause an interstitial pneumonitis with infiltrating infected
mononuclear cells. Other sites affected include the CNS, with
focal cerebral ‘micronodular” lesions with infected mononuclear
cells, together with a variety of other complications, including
retinitis in HIV-infected individuals with AIDS. This
was a major complication before the advent of combined

antiretroviral therapy. In addition, the gastrointestinal tract
may be involved, with a colitis and hepatitis.

Clinical diagnosis of primary infection is rarely possible,
because it is often asymptomatic. However, in symptomatic
immunocompetent individuals, the diagnosis is made by
detecting CMV IgM in blood samples. In those with possible
CMV pneumonitis, a bronchoalveolar lavage sample is
collected by passing a bronchoscope into the lungs and
collecting washings, and CMV DNA or CMV antigen detection
methods are used to make the diagnosis. Multinucleated cells
or cells with prominent intranuclear inclusions may be seen in
lung biopsy material. CMV IgM and IgG serology is available
but is unlikely to be of diagnostic help in immunosuppressed
patients. The management of post-transplant recipients
involves CMV DNA monitoring of whole blood or plasma
samples and giving pre-emptive therapy, having detected a
CMYV viraemia (see Ch. 31).

Antiviral treatment options in CMV infection

While ganciclovir, foscarnet or cidofovir (although the latter
is a third line agent and used infrequently) are effective
treatments, aciclovir is ineffective. These antiviral drugs reduce
viral replication, do not eliminate the virus and can be used
in specific clinical situations as pre-emptive therapy (see Ch.
31). As CMV pneumonitis is an immunopathological disease,
CMV-specific or human normal immunoglobulin is given in
addition to the antiviral agent to potentially block the Tc-cell
response to pneumocytes expressing the target antigens.

Prevention of CMV infection

There is no vaccine, but trials of live, inactivated and recombinant
vaccines have been carried out. Bearing in mind that it is the
second most common cause of intellectual disability in babies,
immunization is a major consideration once a number of
practical issues have been resolved. The results of a recombinant
CMV glycoprotein B vaccine trial reported in 2011 involving
solid organ transplant recipients suggested that antibody levels
generated in response to vaccine led to reduced viraemia and
duration of antiviral use. Transmission can be reduced in various
settings by avoiding contact between congenitally infected
children and susceptible pregnant women, or maintaining
good hand hygiene if this is not possible. Blood for transfusion
of newborns, and solid organ and bone marrow transplants,
should preferably come from CMV antibody negative donors.
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Epstein-Barr virus infection

Epstein-Barr virus is transmitted in saliva

Epstein-Barr virus (EBV), like CMYV, is species specific.
EBV is structurally and morphologically identical to other
herpesviruses (see Ch. 3), but is antigenically distinct. Major
antigens include the viral capsid antigen (VCA) and the
EBV-associated nuclear antigens (EBNA) that are used in
diagnostic tests. Humans are the natural hosts.

EBV is transmitted by the exchange of saliva, for instance
during kissing, and is a ubiquitous infection. In resource-poor
countries, infection probably occurs via close contact in early
childhood and is subclinical. Elsewhere, infection occurs in
two peaks at 1-6 years and 14-20 years of age, and in most
cases, causes illness.

The clinical features of EBV infection are
immunologically mediated

Clinical and immunological events in EBV infection are
illustrated in Fig. 19.6. EBV replicates in B lymphocytes, after
making a specific attachment to the C3d receptor (CD21) on
these cells, and also in certain epithelial cells. The pathogenesis
of the disease and the clinical features can be accounted for
on this basis. Virus is shed in saliva from infected epithelial
cells and possibly lymphocytes in salivary glands, and from
the oropharynx, with clinically silent spread to B lymphocytes

in local lymphoid tissues and elsewhere in the body (lymph
nodes, spleen).

T lymphocytes respond immunologically to the infected B
cells (outnumbering the latter by about 50 to 1) and appear in
peripheral blood as “atypical lymphocytes” (Fig. 19.7). Much
of the disease is attributable to an immunological civil war,
as specifically activated T cells respond to the infected B cells.
In the naturally infected infant or small child, these immune
responses are weak and there is generally no clinical disease.
Older children, however, become unwell, and young adults
develop infectious mononucleosis or glandular fever 4-7
weeks after initial infection. This is characterized by fever,
sore throat, often with petechiae on the hard palate (see Fig.
19.3), lymphadenopathy and splenomegaly, with anorexia
and lethargy as prominent features. Hepatitis may occur,
with mild elevations of hepatocellular enzymes in 90% of
cases and jaundice in 9%. Splenic rupture may occur.

Complications are seen in about 1% of acute EBV
infections and may be due to virus invading the tissue or to
immune-mediated damage. These include aseptic meningitis
and encephalitis, nearly always with complete recovery,
haemolytic anaemia, airway obstruction due to oropharyngeal
swelling, haemophagocytic syndrome and splenic rupture.

The symptoms are presumably due to the action of
cytokines released during the intense immunological activity.
High levels of interferon gamma (IFNY), produced by activated

clinical and immunovirological events in Epstein-Barr virus infection
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!l F

incubation period oropharyngeal local :‘:: spread
4-7 weeks epithelium B cells via blood
lymph
@ nodes
) d spleen
virus immune response coely
shedding T cells, antibodies | infected
in saliva B cells
@ gradually
clear infection
glandular fever immunopathology more
sore throat, anorexia (lymphadenopathy _B cells
lethargy, lymphaden- etc.) and symptoms infected
opathy, splenomegaly (probably due to N
hepatitis cytokine release) @ {} @
restricted infection polyclonal immortalization
continues no lysis activation indefinite B
often for EBV DNA becomes raised Ig levels cell proliferation
?cofactor months latent in circulating
after recovery B cells malaria
c-myc
ﬂ?cofactor ﬂ translocation
N
uncommon nasopharyngeal reactivation lymphoma Burkitt's
late carcinoma in e.g. post-bone in immuno- lymphoma
tumours SE Asia marrow transplant compromised in Africa

Figure 19.6 Clinical and immunovirological events in Epstein—Barr virus (EBV) infection in adolescents or adults. A milder, often subclinical, infection
occurs in children.
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Figure 19.7 (B) Atypical lymphocytes characteristic of Epstein—Barr virus infection and (B) a normal lymphocyte for comparison. (Courtesy of Dr Sue
Height, Paediatric Haematology, King's College Hospital NHS Foundation Trust, London.)

T cells and NK cells, are likely to contribute to the symptoms
as it causes headache, tiredness and fever. The infected B cells
are stimulated to differentiate and produce antibodies; this
polyclonal activation of B cells is responsible for the production
of heterophil antibodies (reacting with erythrocytes of sheep or
horses) and a variety of autoantibodies. Spontaneous recovery
usually occurs in 2-3 weeks, but the symptoms may persist
for a few months. The virus remains as a latent infection in
spite of antibody and CMI responses, and saliva often remains
infectious for months after clinical recovery.

The autoantibodies produced in response to EBV infection
include IgM antibodies to erythrocytes (cold agglutinins),
which are present in most cases. About 1% of cases develop
an autoimmune haemolytic anaemia, which subsides within
1-2 months.

A ‘hairy tongue’ condition caused by EBV replication
in squamous epithelial cells in the tongue occurs in
immunodeficient patients.

Epstein-Barr virus remains latent in a small
proportion of B lymphocytes

Epstein-Barr virus is well equipped to evade immune defences
(see Ch. 17). It acts against complement and interferon,
and produces a fake interleukin 10 (IL-10) molecule that
interferes with the action of the host’s own IL-10 (an important
immunoregulatory cytokine). EBV also prevents apoptosis
(lysis) of infected cells, and the boldness of its strategy has
enabled it to take up permanent residence within the immune
system.

EBV DNA is present in episomal form in a small proportion
of B lymphocytes, and a few copies may be integrated into
the cell genome. Later in life, immunodeficiency can lead to
reactivation of infection so that EBV reappears in the saliva,
usually with no clinical symptoms.

Laboratory tests for diagnosing infectious
mononucleosis should include viral capsid

antigen IgM detection

Infectious mononucleosis is diagnosed clinically by the
characteristic syndrome and the appearance of palatal

petechiae in the throat. Laboratory diagnosis is made by
detecting VCA IgM in the serum. However, there are other
tests that help and these include the following:

* Demonstrating atypical lymphocytes, comprising up to 30%
of nucleated cells, in a blood smear. However, a number of
viral infections cause an atypical lymphocytosis; therefore
this is not specific to EBV.

* Demonstrating heterophil antibodies to horse (or sheep)
erythrocytes in the ‘monospot’ test. These are present in
90% of cases, but may not be detected in those less than
14 years of age and the response is also short lived.

* EBV-specific antibody is the mainstay of diagnosis; in
particular, detecting VCA IgM indicates current infection.
VCA IgG can be detected soon after VCA IgM, and EBNA
IgG appears a few weeks later after symptom onset.

Treatment of EBV infection is limited

Antiviral agents are not used to treat EBV-infected
immunocompetent individuals. In immunosuppressed people
in specific clinical settings there are some data on using specific
antivirals to reduce viral replication, but they are effective
only in the lytic part of the life cycle. In addition, an anti-CD20
receptor humanized monoclonal antibody called rituximab
has been used to target EBV-infected B cells in specific clinical
settings. There is no licensed vaccine, but placebo-controlled
clinical trials have been carried out involving an envelope
glycoprotein subunit vaccine and a CD8 T-cell peptide vaccine.
The subunit vaccine was shown to have a significant effect
on clinical disease but did not prevent infection.

Cancers associated with EBV

Epstein-Barr virus is closely associated with Burkitt’s
lymphoma in African children

Burkitt’s lymphoma (Fig. 19.8) is virtually restricted to parts
of Africa and Papua New Guinea, so it is clear that EBV
alone is not enough to cause the lymphoma. The most likely
co-carcinogen is malaria, which acts by weakening T-cell
control of EBV infection and perhaps by causing polyclonal
activation of B cells, the increased turnover rendering them
more susceptible to neoplastic transformation.
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Figure 19.8 Burkitt's lymphoma affecting the maxilla in an African
child. (Courtesy |. Magrath, MD, Bethesda, Md. From Zitelli B., Davis H.
Atlas of Pediatric Physical Diagnosis, 2007, Mosby Elsevier.)

Epstein-Barr virus is closely associated with other
B-cell lymphomas in immunodeficient patients

For example, B-cell lymphomas occur in 1-10% of solid organ
transplant recipients, especially children, when primary EBV
infection occurs post-transplantation. EBV DNA and RNA
transcripts are found in the tumour cells, which also show
a translocation of the c-myc oncogene on chromosome 8 to
the immunoglobulin heavy chain locus on chromosome 14
(see Ch. 18). Post-transplant lymphoproliferative disorders
(PTLD) are due to uncontrolled B-cell proliferation. In addition,
there is the rare X-linked lymphoproliferative disease (XLP)
that is associated with EBV infection. This inherited disorder
involves mutations in the gene that codes for the signalling
lymphocyte activation-molecule-associated protein. The
latter is key to B-cell activation of T cells and NK cells which
control EBV-infected B cells. Therefore, individuals with this
X-linked disorder can develop fatal infectious mononucleosis
and lymphomas and these can be prevented only by having
an allogeneic bone marrow transplant.

Epstein-Barr virus infection is also closely associated
with nasopharyngeal carcinoma

Nasopharyngeal carcinoma (NPC) is a very common cancer
in China and South-East Asia. EBV DNA is detectable in
the tumour cells, and a co-carcinogen is likely - possibly
ingested nitrosamines from preserved fish. Host genetic factors
controlling human leukocyte antigens (HLA) and immune
responses may confer susceptibility to NPC.

Bacterial infections
Bacteria responsible for pharyngitis include:

e Streptococcus pyogenes (Fig. 19.9), which is a group A
streptococcus (GAS), is beta haemolytic and colonizes
the throat, skin and anogenital tract. It is a common
infection, transmitted by respiratory droplets and direct
skin contact, and diagnosing it is important because it

Figure 19.9 Streptococcal tonsillitis due to group A beta haemolytic
Streptococcus pyogenes with intense erythema of the tonsils and a
creamy-yellow exudate. (Courtesy of J.A. Innes.)

can lead to complications (see below), but can be readily
treated with penicillin

*  Corynebacterium diphtheriae

* Haemophilus influenzae (type B), which occasionally causes
severe epiglottitis with obstruction of the airways, especially
in young children

* Borrelia vincentii together with certain fusiform bacilli,
which can cause throat or gingival ulcers

* Neisseria gonorrhoeae.

Each of these types of bacteria attach to the mucosal surface,

sometimes invading local tissues.

Complications of Strep. pyogenes infection

Complications of Strep. pyogenes throat infection
include quinsy, scarlet fever and rarely, rheumatic
fever, rheumatic heart disease and glomerulonephritis

These complications are important enough to be listed
separately and can be associated with streptococcal toxic shock
syndrome, although most are uncommon in resource-rich
countries where there is good access to medical care and
probably less exposure to streptococci. Invasive GAS (iGAS)
is a severe infection in which the streptococci are isolated in
sterile sites, including the bloodstream. The complications
include the following;:

* Peritonsillar abscess (‘quinsy’) is an uncommon complication
of untreated streptococcal sore throat.

e Otitis media, sinusitis and mastoiditis (see below) are
caused by local spread of Strep. pyogenes.

* Scarlet fever - certain strains of Strep. pyogenes produce
an erythrogenic toxin coded for by a lysogenic phage.
The toxin spreads through the body and localizes in the
skin to induce a punctate erythematous rash (scarlet fever;
Fig. 19.10). The tongue is initially furred, but later red.
Symptoms include a rash, sore throat, red cheeks and
swollen tongue. It is a notifiable disease and is highly
contagious. The rash begins as facial erythema and then
spreads to involve most of the body except the palms and
soles. The face is generally flushed with circumoral pallor.
The rash fades over the course of 1 week and is followed
by extensive desquamation. The skin lesions themselves
are not serious, but they signal infection by a potentially
harmful streptococcus, which in pre-antibiotic days could
sometimes spread through the body to cause cellulitis and
septicaemia.
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Figure 19.10 Scarlet fever. (A) Punctate erythema is followed by
peeling for 2-3 weeks. (B) The tongue is furred at first and then
becomes raw with prominent papillae. ([A] From James W.D., Berger T.
Andrews’ Diseases of the Skin, 2006, Saunders Elsevier. [B] Courtesy of W.E.
Farrar.)

e Impetigo, erysipelas and cellulitis (see Ch. 27).

¢ Pneumonia.

* Rheumatic fever - this is an indirect complication.
Antibodies formed to antigens in the streptococcal cell
wall cross-react with the sarcolemma of the heart, and
with tissues elsewhere. Granulomas are formed in the
heart (Aschoff’s nodules) and 2-4 weeks after the sore
throat the patient (usually a child) develops myocarditis or

Table 19.7 Revised Jones Criteria for the diagnosis of rheumatic
fever (RF) in people with evidence of a preceding GAS infection

Acute RF

2 Major manifestations or 1
major plus 2 minor
manifestations

Recurrent RF

2 Major or 1 major and 2
minor or 3 minor

Major criteria

Low-risk populations®

Moderate- and high-risk
populations

Carditis Carditis
« Clinical and /or « Clinical and /or
subclinical subclinical

Arthritis Arthritis

- Polyarthritis only - Monoarthritis or
polyarthritis
Polyarthralgia

Chorea Chorea

Erythema marginatum

Erythema marginatum

Subcutaneous nodules

Subcutaneous nodules

Minor criteria

Low-risk populations

Moderate- and high-risk
populations

Polyarthralgia

Monoarthralgia

Fever (=38.5°C)

Fever (=38°C)

ESR =60 mm in the first
hour and /or
CRP >3.0 mg /dL

ESR>30 mm /h and /or
CRP >3.0 mg /dL

Prolonged PR interval, after

(unless carditis is a major
criterion)

accounting for age variability

Prolonged PR interval, after
accounting for age variability
(unless carditis is a major
criterion)

CRP, C-reactive protein; ESR, erythrocyte sedimentation rate; GAS, group A

streptococcal infection

*Low-risk populations are those with ARF incidence <2 per 100000

school-aged children or all-age rheumatic heart disease prevalence of <1 per

1000 population per year.

Based on Gewitz MH et al. Revision of the Jones Criteria for the diagnosis of
acute rheumatic fever in the era of Doppler echocardiography — a scientific
statement from the American Heart Association. Circulation 2015;

131:1806-1818.

pericarditis, which may be associated with subcutaneous
nodules, polyarthritis and, rarely, chorea. Chorea is an
involuntary movement disorder and disease of the central
nervous system resulting from streptococcal antibodies
reacting with neurones. Dr T. Duckett-Jones produced the
Jones criteria for the diagnosis of rheumatic fever with
major and minor manifestations and evidence of a recent
GAS infection as an essential criterion. These were modified
by the American Heart Association in 2015 (Table 19.7).

Rheumatic heart disease - repeated attacks of Strep. pyogenes
with different M types can lead to damage to the heart
valves. Certain children have a genetic predisposition
to this immune-mediated disease. If a primary attack is
accompanied by rising or high anti-streptolysin O (ASO)
antibody levels, future attacks must be prevented by

penicillin prophylaxis throughout childhood. In many
resource-poor countries, rheumatic heart disease is the
most common type of heart disease, seen where there is
poverty and overcrowding.

Acute glomerulonephritis - this is an immune-complex-
mediated disease in which antibodies to streptococcal
components combine with them to form circulating immune
complexes, which are then deposited in glomeruli. Immune
cells are recruited and cytokines and chemical mediators
produced, together with local complement and coagulation
systems being activated, resulting in inflammation in the
glomeruli. Blood appears in the urine (red cells, protein)
and there are signs of an acute nephritis syndrome
(oedema, hypertension) 1-2 weeks after the sore throat.
ASO antibodies are usually elevated. There are seven of
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Figure 19.11 The pathogenesis of mumps.
Understanding the pathogenesis of this
infection helps to explain the disease picture,
sites of shedding and the complications that 54
can arise.
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at least 80M types of Strep. pyogenes that give rise to this
condition, this being a protein that is a primary virulent
factor, but nephritis may also follow group C streptococcal
infection. Penicillin prophylaxis is therefore not given. In
contrast to rheumatic fever, second attacks are rare.

Diagnosis

A laboratory diagnosis is not generally necessary for
pharyngitis and tonsillitis

There are many possible viral causes of pharyngitis and
tonsillitis, and the clinical condition is generally not serious
enough to seek laboratory help. The diagnosis of EBV or
CMV infection is helped by detection of a lymphocytosis and
atypical lymphocytes in a blood film. EBV is distinguished
from CMV by detection of the VCA IgM, although the
less-specific tests such as the Paul-Bunnell or monospot test
may be used in some laboratories, whereas CMV diagnosis
is made by detection of CMV IgM. HSV is readily isolated
or the DNA detected in swabs from the lesions sent to the
laboratory, but clinical diagnosis is usually adequate. Bacteria
are identified by culture of throat swabs (see Ch. 33). It is
especially important to diagnose Strep. pyogenes infection by
culture because of the possible complications (see above) and
because, unlike Streptococcus pneumoniae, it remains susceptible
to penicillin. Resistance to erythromycin and tetracycline,
however, is increasing. Although during the winter months
up to 16% of schoolchildren carry group A streptococci in
the throat without symptoms, treatment is recommended.

PAROTITIS

Mumps virus is spread by air-borne droplets and
infects the salivary glands

There is only one serotype of this single-stranded RNA
paramyxovirus. It spreads by air-borne droplets, salivary
secretions and possibly urine. Close contact is necessary, for

example, at school, as the peak incidence is at 5-14 years of
age. However, susceptible adults are at risk of complications
of mumps such as orchitis.

After entering the body, the primary site of replication is
the epithelium of the upper respiratory tract or eye. The virus
spreads, undergoing further multiplication in local lymphoid
tissues (lymphocytes and monocytes) and reticuloendothelial
cells. After approximately 7-10 days the virus enters the blood,
a primary viraemia, and localizes in salivary and other glands
and body sites including the central nervous system, testis,
pancreas and ovary (Fig. 19.11) and is excreted in the urine.
Infected cells lining the parotid ducts degenerate and finally,
after an incubation period of 16-18 days, the inflammation,
with lymphocyte infiltration and often oedema, results in
disease. After a prodromal period of malaise and anorexia
lasting 1-2 days, the parotid gland becomes painful, tender
and swollen, and is sometimes accompanied by submandibular
gland involvement (Fig. 19.12). This is the classic sign of
mumps, and parotitis is the most common clinical sign.
Other sites may be invaded, with clinical consequences
such as inflammation of the testis and pancreas, resulting
respectively in orchitis and pancreatitis (Table 19.8). CMI as
well as antibody responses appear, and the patient usually
recovers within 1 week. Mumps reinfection can occur after
both natural infection or having received MMR vaccine.

Laboratory diagnosis is made:

* by detecting viral RNA in throat swabs, cerebrospinal fluid
(CSF) or urine or by isolating virus in cell culture
* by detecting mumps-specific IgM antibody.

Treatment and prevention

There is no specific treatment, but mumps is prevented by
using the attenuated live virus vaccine, which is safe and
effective. This is usually given in combination with measles
and rubella vaccines (MMR vaccine).
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Combined MMR has been a controversial issue in the UK
after autism and bowel disorders were reported as being
possibly associated with immunization. However, despite
a series of epidemiological studies showing no association
with immunization, there was a fall in MMR uptake rates and
subsequent outbreaks of mumps and measles around the UK.
These rates had improved by 2017: in the United Kingdom
the coverage was above 90%. However, outbreaks of measles
were being reported in other parts of Europe.

Figure 19.12 Enlarged submandibular glands in a child with mumps.
(From Heumann et al. Klinische Infektiologie, 2008, Elsevier.)

OTITIS AND SINUSITIS

Otitis and sinusitis can be caused by many viruses and
a range of secondary bacterial invaders

Many viruses are capable of invading the air spaces
associated with the upper respiratory tract (sinuses, middle
ear, mastoid). Mumps virus or respiratory syncytial virus
(RSV), for instance, can cause vestibulitis or deafness, which is
generally temporary. The range of secondary bacterial invaders
is the same as for other upper respiratory tract infections (i.e.
Strep. pneumoniae, H. influenzae and Moraxella catarrhalis and
sometimes anaerobes, such as Bacteroides fragilis). Brain abscess
is a major complication (see Ch. 25). Blockage of the eustachian
(auditory) tube or the opening of sinuses, caused by allergic
swelling of the mucosa, prevents mucociliary clearance of
infection, and the local accumulation of inflammatory bacterial
products causes further swelling and blockage.

Acute otitis media

Common causes of acute otitis media are viruses,
Strep. pneumoniae and H. influenzae

This condition is extremely common in infants and small
children, partly because the eustachian (auditory) tube is open
more widely at this age. A study in Boston showed that 83%
of 3-year-olds had had at least one episode, and 46% had
had three or more episodes since birth. At least 50% of the
attacks are viral in origin (especially RSV), and the bacterial
invaders are nasopharyngeal residents, most commonly Strep.
pneumoniae, H. influenzae and M. catarrhalis and sometimes
Strep. pyogenes or Staphylococcus aureus. There may be general
symptoms, and acute otitis media should be considered in
any child with unexplained fever, diarrhoea or vomiting. The
ear drum shows dilated vessels with bulging of the drum at
a later stage (Fig. 19.13). Fluid often persists in the middle
ear for weeks or months (‘glue ear’), regardless of therapy,

Table 19.8 Clinical consequences of mumps virus invasion of different body tissues

Site of growth

Result

Comment

Salivary glands

Inflammation, parotitis
Virus shed in saliva (from 3 days before to 6 days after
symptoms)

Often absent; can be unilateral

Meninges Meningitis Common (in about 10% cases)
Brain Encephalitis Less common; complete recovery is the rule,
deafness is a rare complication
Both may occur up to 7 days after parotitis
Kidney Virus present in urine No clinical consequences

Testis, ovary

Epididymo-orchitis; rigid tunica albuginea around testis
make orchitis more painful and more damaging in male

Common in adults (20% in adult males); often
unilateral; not a significant cause of sterility

Pancreas

Pancreatitis

Rare complication (possible role in juvenile
diabetes mellitus)

Mammary gland

Virus detectable in milk; mastitis in 10% post-pubertal
females

Thyroid Thyroiditis Rare
Myocardium Myocarditis Rare
Joints Arthritis Rare
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Figure 19.13 Acute otitis media with bulging ear drum. (Courtesy of
M. Chaput de Saintonge.)

and contributes to impaired hearing and learning difficulties
in infants and small children. Most uncomplicated infections
resolve with oral analgesics, but if there is no improvement
then systemic antibiotics should be started.

If acute attacks are inadequately treated, there may be
continued infection with a chronic discharge through a
perforated drum and impaired hearing. This is ‘chronic
suppurative otitis media’.

Otitis externa

Causes of otitis externa are Staph. aureus, Candida
albicans and Gram-negative opportunists

Infections of the outer ear can cause irritation and pain, and
must be distinguished from otitis media. In contrast to the
middle ear, the external canal has a bacterial flora similar to
that of the skin (staphylococci, corynebacteria and, to a lesser
extent, propionibacteria), and the pathogens responsible for
otitis media are rarely found in otitis externa. The warm
moist environment favours Staph. aureus, C. albicans and
Gram-negative opportunists such as Proteus and Pseudomonas
aeruginosa.

Ear drops containing neomycin or chloramphenicol are
usually an effective treatment.

Acute sinusitis

The aetiology and pathogenesis of acute sinusitis are similar
to those of otitis media. Clinical features include facial pain
and localized tenderness. It may be possible to identify the
causative bacteria by microscopy and culture of pus aspirated
from the sinus, but sinus puncture is not often carried out.
In addition, the patient can be treated empirically with
amoxicillin, or co-amoxiclav to deal with beta-lactamase-
producing organisms.

ACUTE EPIGLOTTITIS

Acute epiglottitis is generally due to H. influenzae
capsular type B infection

Acute epiglottitis is most often seen in young children. For
unknown reasons, H. influenzae capsular type B spreads from
the nasopharynx to the epiglottis, causing severe inflammation
and oedema. There is usually a bacteraemia.

Acute epiglottitis is an emergency and necessitates
intubation and treatment with antibiotics

Acute epiglottitis is characterized by difficulty in breathing
because of respiratory obstruction and, until the airway has
been secured by intubation, extreme care must be taken when
examining the throat in case the swollen epiglottis is sucked
into the oedematous airway and causes total obstruction.
Treatment is begun immediately with antibiotics effective
against H. influenzae such as cefotaxime. The clinical diagnosis
is confirmed by isolating bacteria from the blood and possibly
the epiglottis. The H. influenzae type B (Hib) vaccine greatly
reduces the frequency of this and other infections due to H.
influenzae type B.

Respiratory obstruction due to diphtheria (see below) is
rare in resource-rich countries, but the characteristic false
membrane and local swelling can extend from the pharynx
to involve the uvula.

ORAL CAVITY INFECTIONS

Saliva flushes the mouth and contains a variety
of antibacterial substances

The oral cavity is continuous with the pharynx, but is dealt
with separately because of the presence of teeth, which are
subject to a particular set of microbiological problems. The
normal mouth contains commensal microorganisms, some of
which are to a large extent restricted to the mouth (see Table
19.1). Most of them make specific attachments to teeth or
mucosal surfaces and are shed into the saliva as they multiply.
The litre or so of saliva secreted each day mechanically flushes
the mouth. It also contains secretory antibodies, polymorphs,
desquamated mucosal cells and antibacterial substances
such as lysozyme and lactoperoxidase. When salivary flow
is decreased for a few hours, as between meals, there is a
fourfold increase in the number of bacteria in saliva, and, in
dehydrated patients or in severe illnesses such as typhoid
or pneumonia, the mouth becomes foul because of microbial
overgrowth.

Oral candidiasis

Changes in the oral flora produced by
broad-spectrum antibiotics and impaired
immunity predispose to thrush

The presence of commensal bacteria in the mouth makes it
difficult for invading microorganisms to become established,
but changes in oral flora upset this balance. For instance,
prolonged administration of broad-spectrum antibiotics allows
the normally harmless C. albicans to flourish, penetrating the
epithelium with its pseudomycelia, and causing thrush. Oral
thrush (candidiasis, Fig. 19.14) is also seen when immunity is
impaired, as in HIV infection and after cytotoxic chemotherapy
to treat various cancers, and occasionally in newborn
infants and the elderly. It sometimes spreads to involve the
oesophagus. The diagnosis is readily confirmed by Gram
stain and culture of scraped material, which shows large
Gram-positive budding yeasts.

Topical antifungal agents such as nystatin, clotrimazole
or oral fluconazole (see Ch. 34) are effective treatments for
thrush, together with attention to any predisposing factors.

Another example of the shifting boundary between
harmless coexistence and tissue invasion by resident microbes
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Figure 19.14 Oral candidiasis. (Courtesy of JA. Innes.)

Figure 19.15 Dental plaque on the deep surface of a child’s tooth. e,
enamel (x20000). (Courtesy of H.N. Newman.)

is seen with vitamin C deficiency, which reduces mucosal
resistance and allows oral residents to cause gum infections.

Caries

In the USA and Western Europe, 80-90% of people
are colonized by Streptococcus mutans, which
causes dental caries

The microorganisms specifically adapted for life on teeth form
a film called dental plaque on the tooth surface. This is a
complex mass containing about 10° bacteria / g embedded in
a polysaccharide matrix (Fig. 19.15). The film, visible as a red
layer when a dye such as Erythrocin is taken into the mouth,
is largely removed by thorough brushing, but re-establishes
itself within a few hours. The clean teeth become covered
with salivary glycoproteins to which certain streptococci
(especially Strep. mutans and Strep. sobrinus) become attached
and multiply. In the USA and Western Europe, 80-90% of
people are colonized by Strep. Mutans, which itself synthesizes
glucan (a sticky high-molecular-weight polysaccharide) from
sucrose and this forms a matrix between these streptococci.
Certain other bacteria, including anaerobic filamentous
fusobacteria and actinomycetes, are also present. When the

teeth are not cleaned for several days, plaque becomes thicker
and more extensive - a tangled forest of microorganisms.

The bacteria in plaque use dietary sugar and form lactic
acid, which decalcifies the tooth locally. Proteolytic enzymes
from the bacteria help to break down other components of
the enamel to give rise to a painful cavity in the tooth (caries).
Infection may then spread into the pulp of the tooth to form
a pulp or root abscess, and from here to the maxillary or
mandibular spaces.

The pH in an active caries lesion may be as low as 4.0.
Therefore, caries usually develops in crevices on the tooth
when suitable bacteria (Strep. mutans) are in the plaque
and there is a regular supply of sucrose. Acid tolerance is
a primary ecological advantage for the bacteria involved in
caries. Strep. mutans, lactobacilli and Bifidobacteria spp. are very
acid tolerant and break down carbohydrates in the diet to a
pH far lower than that in which the commensal bacteria are
able to survive. In addition, the commensals do not have a
chance as the competitive advantage is bolstered even more
by the bacteriocins that are produced by Strep. mutans, which
are active against bacteria associated with oral health. It may
legitimately be regarded as an infectious disease - one of the
most prevalent infectious diseases in resource-rich countries
due to closely placed bacteria-coated teeth and a sugary, often
fluoride-deficient, diet.

Periodontal disease

Actinomyces viscosus, Actinobacillus and Bacteroides
spp. are commonly involved in periodontal disease

A space (the gingival crevice) readily forms between the
gums and tooth margin, and it may be considered as an oral
backwater. It contains polymorphs, complement and IgG and
IgM antibodies, and easily becomes infected. Gingival crevices
normally contain an average of 2.7x10" microbes / g, and 75%
of them are anaerobes. The oral microbiome contains hundreds
of bacterial species, of which a smaller number is associated
with progressive periodontal disease, with Gram-negative
anaerobic rods and spirochetes predominant. Bacteria such as
Actinomyces viscosus, Actinobacillus, Porphyromonas gingivalis,
Fusobacterium spp. and Bacteroides spp. are commonly involved.
In periodontal disease, the space enlarges to become a “pocket’,
with local inflammation, an increasing number of polymorphs
and a serum exudate. The inflamed gum bleeds readily and
later recedes, while the multiplying bacteria cause halitosis.
Finally, the structures supporting the teeth are affected, with
reabsorption of ligaments and weakening of bone, causing the
teeth to loosen. The interplay between bacterial factors and host
response, once again, is key as bacterial lipopolysaccharides
activate macrophages to produce cytokines that include
interleukins and tumor necrosis factor. These cytokines activate
periodontal fibroblasts and matrix metalloproteinases inducing
collagen degradation. This is a local disaster as collagen is
the main constituent of the periodontal matrix and the result
is bone resorption. Periodontal disease with gingivitis is
highly prevalent, although its severity varies greatly. It is
a major cause of tooth loss in adults. Periodontal disease
is multifactorial as there are other risk factors including genetic
risk factors, diet, smoking and diabetes.
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« The respiratory tract from the nose to the alveoli is a
continuum, and any given pathogen can cause disease
in more than one segment.

- Some respiratory infections (e.g. influenza, diphtheria,
pertussis) are restricted to the surface epithelium,
whereas others (e.g. measles, rubella, mumps, CMV,
EBV) enter via the respiratory tract, causing local
symptoms such as pharynagitis, but then spread
throughout the body and are associated with a range
of non-respiratory symptoms.

- 'Professional’ invaders (e.g. common cold viruses,
influenza viruses, mumps, CMV, EBV, M. tuberculosis)
infect the healthy respiratory tract, whereas ‘secondary’
invaders (e.g. Staph. aureus, Pneumocystis jirovecii,
Pseudomonas) cause disease only when host defences
are impaired.

«  Common diseases of the teeth and neighbouring
structures — caries, periodontal disease — are of
microbial aetiology.
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Introduction

Lower respiratory tract infections

Although the respiratory tract is continuous from the nose to the alveoli, it is convenient to distinguish
between infections of the upper and lower respiratory tract, even though the same microorganisms
might be implicated in infections of both. Infections of the upper respiratory tract and associated
structures are the subject of Chapter 19. Here, we discuss infections of the lower respiratory tract.
These infections tend to be more severe than infections of the upper respiratory tract and the choice
of appropriate antimicrobial therapy is important and may be life saving. In addition, immunization is
important to protect those at particular risk of complications.

LARYNGITIS AND TRACHEITIS

Parainfluenza viruses are common causes of laryngitis

Laryngeal infection (laryngitis) and tracheitis cause hoarseness
and a burning retrosternal pain. The larynx and trachea have
non-expandable rings of cartilage in the wall, and are easily
obstructed in children, due to their narrow passages, leading
to hospital admission. Swelling of the mucous membrane may
lead to a dry cough and inspiratory stridor (‘crowing’) known
as croup. Viral infections of the upper respiratory tract may
spread downwards to involve the larynx and the trachea.
With the advent of more sensitive molecular diagnostic tests,
a broader range of viruses causing laryngitis and tracheitis
are being detected and include rhinovirus, parainfluenza
virus, influenza virus, adenovirus and respiratory syncytial
virus (RSV) infections. Diphtheria (see below) may involve
the larynx or trachea.

Bacteria such as group A streptococci, Haemophilus influenzae
and Staphylococcus aureus are less common causes of laryngitis
and tracheitis.

DIPHTHERIA

Diphtheria is caused by toxin-producing strains of
Corynebacterium diphtheriae and can cause
life-threatening respiratory obstruction

Diphtheria is now rare in resource-rich countries owing to
widespread immunization with toxoid and as a result may
be difficult to diagnose clinically, but it is still common in
resource-poor countries. It can be respiratory or cutaneous
in nature, due to the exotoxin-producing C. diphtheria and C.
ulcerans, respectively. Non-toxigenic strains occur in the normal
pharynx, but bacteria producing the extracellular toxin must
be present to cause disease. They can colonize the pharynx
(especially the tonsillar regions), the larynx, the nose and
occasionally the genital tract and in the tropics or in indigent
people with poor skin hygiene, the skin.

Adhesion is mediated by pili or fimbriae covalently attached
to the bacterial cell wall. The bacteria multiply locally without
invading deeper tissues or spreading through the body. The

toxin destroys epithelial cells and polymorphs and an ulcer
forms, which is covered with a necrotic exudate forming a
‘false membrane’. This soon becomes dark and malodorous
and bleeding occurs on attempting to remove it. The onset
of membranous pharyngitis and fever is accompanied by
extensive inflammation and swelling of the soft tissue (Fig.
20.1) and enlarged cervical lymph nodes giving a ‘bull-neck’
appearance.

Nasopharyngeal diphtheria is the most severe form of the
disease. When the larynx is involved, increasing hoarseness and
stridor can result in life-threatening respiratory obstruction.
Anterior nasal diphtheria is a mild form of the disease if it
occurs on its own, because the toxin is less well absorbed from
this site, and a nasal discharge may be the main symptom.
The patient will, however, be highly infectious.

The incubation period is 2-5 days, but may be up to 10 days.
It is most commonly spread by droplets, but direct contact

Figure 20.1 Pharyngeal diphtheria. Characteristic diphtheria ‘false
membrane’in a child, with local inflammation. (Courtesy of Norman
Begg)
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Box 20.1  Lessons in Microbiology

Diphtheria toxin

The genes encoding toxin production are carried by a
temperate bacteriophage which, during the lysogenic
phase, is integrated into the bacterial chromosome. The
toxin is synthesized as a single polypeptide (molecular
weight 62000; 535 amino acids) consisting of:

» fragment B (binding) at the carboxy terminal end,
which attaches the toxin to the host cells (or to any
eukaryotic cell)

- fragment A (active) at the amino terminal end, which is
the toxic fragment.

Toxic fragment A is formed only by protease cleavage
and reduction of disulphide bonds after cellular uptake of
the toxin. Fragment A inactivates elongation factor-2
(EF-2) by adenosine diphosphate (ADP) ribosylation and
thereby inhibits protein synthesis (see Fig. 20.2).
Prokaryotic and mitochondrial protein synthesis is not
affected because a different EF is involved. A single
bacterium can produce 5000 toxin molecules/h and the
toxic fragment is so stable within the cell that a single
molecule can kill a cell. For unknown reasons, myocardial
and peripheral nerve cells are particularly susceptible.

with cutaneous diphtheria lesions or infected secretions can
also result in transmission.

Diphtheria toxin can cause fatal heart
failure and a polyneuritis

Although there are four biovars of C. diphtheria, the management
from both a clinical and a public health perspective is the
same. The exotoxin causes local tissue necrosis and has several
effects when absorbed into the lymphatics and blood (Box
20.1 and Fig. 20.2):

* Constitutional upset, with fever, pallor, exhaustion.

* Myocarditis, usually within the first 2 weeks. Electro-
cardiographic changes are common and cardiac failure
can occur. If this is not lethal, complete recovery is usual.

* Polyneuritis, which may occur after the onset of illness,
due to demyelination. It may, for instance, affect the 9th
cranial nerve, resulting in paralysis of the soft palate and
regurgitation of fluids.

Diphtheria is managed by immediate treatment with
antitoxin and antibiotic

Diphtheria is a life-threatening disease and clinical diagnosis
is a matter of urgency. As soon as the diagnosis is suspected
clinically, the patient is isolated to reduce the risk of the
toxigenic strain spreading to other susceptible individuals
and antitoxin and antibiotic treatment is started. The antitoxin
is produced in horses and tests for hypersensitivity to horse
serum should be carried out. Until the patient can swallow
properly, parenteral benzylpenicillin or erythromycin is also
given. Laryngeal diphtheria may result in an obstructed airway
and require a tracheotomy to assist with respiration. Patients
should also be immunized with a diphtheria-toxoid-containing
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Figure 20.2 Mechanism of action of diphtheria toxin. ADP, adenosine
diphosphate; EF-2, elongation factor-2.

vaccine once they have recovered as the antitoxin level may
be inadequate post-infection.

The diagnosis is confirmed in the laboratory by culture
on standard agar and identification by biochemical
tests or, depending on availability, matrix-assisted laser
desorption / ionization - time of flight (MALDI-TOF) analysis.
PCR can be carried out in some reference laboratories to
detect the tox gene responsible for producing the toxin and
toxin production is demonstrated by a gel-diffusion precipitin
reaction (Elek test).

Contacts may need chemoprophylaxis or
immunization

Close contacts of diphtheria patients should have a
nasopharyngeal and throat swab collected and tested for
carriage of toxigenic C. diphtheriae before chemoprophylaxis
to see if they are asymptomatic carriers. They should then
be given antibiotic prophylaxis with erythromycin and
immunized. Toxigenic bacteria may be carried and transmitted
by asymptomatic convalescents or by apparently healthy
individuals.

Diphtheria is prevented by immunization

Diphtheria has almost disappeared from resource-rich
countries as a result of the immunization of children with
a safe, effective toxoid vaccine. However, the disease
reappears when immunization is neglected. In 1990, epidemics
began in the Russian Federation and by 1994 all 15 of the
newly independent states of the former Soviet Union were
involved, with 157000 reported cases by 1997. The World
Health Organization (WHO) website reported in 2011 that
the incidence of diphtheria ranged from 0.5 to 1/100000
population in Armenia, Estonia, Lithuania and Uzbekistan,
to 27-32 /100000 in Russia and Tajikistan. Case fatality rates
ranged from 2-3% in Russia to 17-23% in Azerbaijan, Georgia
and Turkmenistan. Worldwide, in 2015, WHO reported that
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there were 4778 cases and the immunization coverage globally
was 86%.

WHOOPING COUGH

Whooping cough is caused by the bacterium
Bordetella pertussis

Whooping cough or pertussis is a severe disease of childhood.
Infants, especially if not immunized, are at the highest risk
of severe complications. Bordetella pertussis, first described
by Bordet and Gengou in 1906, is confined to humans and is
spread from person to person by airborne droplets. The bacteria
attach to, and multiply in, the ciliated respiratory mucosa, but
do not invade deeper structures. Surface components such as
filamentous haemagglutinin and fimbriae play an important
role in specific attachment to respiratory epithelium and / or
suppressing the initial inflammatory response to infection,
helping persistence.

B. pertussis infection is associated with the production
of a variety of toxic factors

Some of these virulence factors affect inflammatory processes,
whereas others damage ciliary epithelium. They are:

* Pertussis toxin, sometimes called lymphocytosis-promoting
factor as it induces lymphocytosis, resembles diphtheria
and other toxins in being a subunit toxin with an active
(A) catalytic subunit and membrane-binding (B) subunits.
The A unit is an adenosine diphosphate (ADP) ribosyl
transferase, which catalyses the transfer of ADP-ribose
from nicotinamide adenine dinucleotide (NAD) to the host
cell inhibitory G proteins. The functional consequence of
this is a disruption of signal transduction to the affected
cell as the modification stops the G proteins inhibiting
adenylate cyclase activity, thereby increasing the cyclic
adenosine monophosphate (cAMP) levels in the cell,
causing dysregulation of the immune response, in addition
to other effects the toxin has on the cell surface.

e Adenylate cyclase toxin has a C-terminal domain that
mediates binding to target cells and forms pores in the
plasma membrane and an N-terminal domain which is
adenylate cyclase that converts ATP to cAMP. It affects
host cells, on entry, by causing ion permeability, increased
cAMP levels, which has an effect on cell signalling, and
reduces intracellular ATP. In neutrophils, this results in
an inhibition of defence functions such as chemotaxis,
phagocytosis and bactericidal killing. This toxin may also
be responsible for the haemolytic properties of B. pertussis.

¢ Tracheal cytotoxin, which is a cell wall component derived
from the peptidoglycan of B. pertussis that specifically kills
tracheal epithelial cells.

¢ Endotoxin, which differs from the classic endotoxin of
other Gram-negative rods, but has functional similarities
and may play a role in the pathogenesis of infection.

B. pertussis infection is characterized by paroxysms of coughs

followed by a “‘whoop’. There are three phases, the catarrhal,

paroxysmal and convalescent phase. After an incubation period
of 7-10 days (range 5-21 days), B. pertussis infection is manifest
first as a catarrhal illness with little to distinguish it from other

upper respiratory tract infections. This is followed up to 1

week later by a dry non-productive cough, which becomes

paroxysmal. A paroxysm is characterized by a series of short

Figure 20.3 Chest radiograph showing patchy consolidation and
collapse of the right middle lobe in whooping cough. (Courtesy of J.A.
Innes.)

coughs producing copious mucus, followed by a “whoop’,
which is a characteristic sound produced by an inspiratory
gasp of air. Despite the severity of the cough, the symptoms
are confined to the respiratory tract, and lobar or segmental
collapse of the lungs can occur (Fig. 20.3).

Complications include central nervous system (CNS)
anoxia, exhaustion and secondary pneumonia due to invasion
of the damaged respiratory tract by other pathogens.

The early clinical picture is non-specific, and the true
diagnosis may not be suspected until the paroxysmal phase.
The organisms can be isolated on suitable media from
nasopharyngeal or per nasal swabs, not throat swabs as the
bacteria are most likely to be found on the posterior wall of
the nasopharynx or on ‘cough plates’, but they are fastidious
and do not survive well outside the host. Polymerase chain
reaction (PCR) is usually more sensitive than culture but may
not be positive if the symptoms have lasted more than 3 weeks.

Whooping cough is managed with supportive care
and erythromycin

Supportive care is of prime importance. Infants are at greatest
risk of complications, and admission to hospital should be
considered for children less than 1 year of age. For specific
antibacterial treatment to be effective it must penetrate the
respiratory mucosa and inhibit or kill the infecting organism.
Treatment with macrolide antibiotics such as erythromycin,
clarithromycin or azithromycin is recommended. Although the
treatment is often started only when the disease is recognized
in the paroxysmal phase, it does appear to reduce its severity
and duration. It also reduces the bacterial load in the throat,
thereby helping to reduce both the infectivity of the patient
and the risk of secondary infections.

Prophylaxis with macrolide antibiotics of close contacts of
active cases is helpful in controlling the spread of infection.

Whooping cough can be prevented by

active immunization

For many years, a whole cell vaccine comprising a killed
suspension of B. pertussis cells was used, combined with
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purified diphtheria and tetanus toxoids and administered
as ‘DPT’ or ‘triple” vaccine. Although an effective vaccine,
there were major concerns about side effects. These included
fever, malaise and pain at the site of administration in up to
20% of infants; convulsions, thought to be associated with
the vaccine in about 0.5% of vaccinees; and encephalopathy
and permanent neurological sequelae associated with
vaccination, with an estimated rate of 1 in 100000 vaccinations
(<0.001%).

Concern about side effects led to a marked fall in uptake
of the vaccine and subsequently to a marked increase in the
incidence of whooping cough.

Acellular pertussis vaccines became the dominant vaccine
preparation as they provide the same or better protection
against whooping cough, and cause fewer side effects as they
are highly purified with much reduced levels of endotoxin
compared with whole cell vaccines. The acellular vaccines
contain pertussis toxoid and other bacterial components,
including the filamentous haemagglutinin and fimbriae,
and are given in combination with other vaccines such
as diphtheria, tetanus and inactivated polio. In 2012,
surveillance in the UK detected the highest rise in pertussis
infections in 20 years. These were seen in young adults
and adolescents, but morbidity and mortality occurred in
unimmunized infants. Pertussis immunization in pregnancy
was introduced that year and extended to at least 2019, as
babies born to immunized mothers were 90% less likely to
develop pertussis than were those born to unimmunized
mothers. This was due to passively transferred maternal
antibody to the baby. In 2015, about 86% of all infants
worldwide received three doses of pertussis vaccine. WHO
estimated that there were about 89000 deaths due to pertussis
in 2008 and 123210 reported infections worldwide in 2015
(Fig. 20.4).

world immunization coverage

DPT3

polio

measles 85%

hepatitis ° _

pneumococcal 31%

vaccines

rotaviruses 19%

0% 18% 36% 54% 72%  90%

Figure 20.4 World Immunization coverage of diphtheria-tetanus-
pertussis (DTP3) vaccines in infants (from <50%), 2015. (From WHO/
UNICEF coverage estimates, 2015 version (July 2016), with permission.)

ACUTE BRONCHITIS

Acute bronchitis is an inflammatory condition of the
tracheobronchial tree, usually due to infection

Causative agents include rhinoviruses and coronaviruses,
which also infect the upper respiratory tract, and lower
tract pathogens such as influenza viruses, adenoviruses and
Muycoplasma pneumoniae. Secondary bacterial infection with
Streptococcus pneumoniae and H. influenzae may also play a
role in pathogenesis. The degree of damage to the respiratory
epithelium varies with the infecting agent:

e With influenza virus infection, it may be extensive and
leave the host prone to secondary bacterial invasion
(post-influenza pneumonia; see below).

*  With M. pneumoniae infection, a cause of community-acquired
pneumonia, specific attachment of the organism to
receptors on the bronchial mucosal epithelium, evading
the host’s attempts at mucociliary clearance (Fig. 20.5)
and the release of community-acquired respiratory distress
toxin that causes airways inflammation and sloughing of
affected cells are key components. It was considered an
atypical bacterium due to the pneumonia not responding
to antibiotics that act on the cell wall, a result of it not
having a cell wall! There is a 4-yearly epidemic cycle
that normally occurs 2 years after the Olympic Games.
A dry cough is the most prominent presentation, with
fever, and treatment is largely symptomatic. However,
it can cause pneumonia and complications involving
other organs, such as hepatitis, encephalitis, arthralgia,
haemolytic anaemia and skin lesions known as erythema
multiforme and Stevens-Johnson syndrome, which is a
toxic epidermal necrolysis. Treatment involves antibiotics
such as tetracyclines or macrolides.

ACUTE EXACERBATIONS OF
CHRONIC BRONCHITIS

Infection is only one component of chronic bronchitis

Chronic bronchitis is a condition characterized by cough
and excessive mucus secretion in the tracheobronchial
tree that is not attributable to specific diseases such as

Figure 20.5 Opsonized Mycoplasma pneumoniae cells (arrowed)
phagocytosed by an alveolar macrophage (bar, 2 um). The insert shows
M. pneumoniae cells adhering with the tip organelle (T) to macrophage
surfaces. (From Jacobs E. Rev Med Microbiol 2:83-90, ©1991, with
permission.)
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bronchiectasis, asthma or tuberculosis. Infection appears to
be only one component of the syndrome, the others being
cigarette smoking and inhalation of dust or fumes from the
workplace. Bacterial infection does not appear to initiate
the disease, but is probably significant in perpetuating it
and in producing the characteristic acute exacerbations. S.
pneumoniage and unencapsulated strains of H. influenzae are
the organisms most frequently isolated, but interpretation
of the significance of their presence in sputum is difficult
because they are also commonly found in the normal throat
flora and can therefore contaminate expectorated sputum.
Other bacteria such as Staph. aureus and M. pneumoniae are
less commonly associated with infection and exacerbation.
Viruses are frequent causes of acute infection and cause the
initial damage that results in secondary bacterial infections.
Antibiotic therapy may be helpful in the treatment of acute
exacerbations, although its efficacy is difficult to assess.

BRONCHIOLITIS

Around 75% of bronchiolitis presentations
are caused by RSV infection

Bronchiolitis is a disease restricted to childhood, and usually
to children less than 2 years of age. The bronchioles of a
young child have such a fine bore that if their lining cells
are swollen by inflammation the passage of air to and from
the alveoli can be severely restricted. Infection results in
necrosis of the epithelial cells lining the bronchioles and leads
to peribronchial infiltration, which may spread into the lung
fields to give an interstitial pneumonia (see below). As many
as 75% of these infections are caused by RSV and the rest
are also of viral aetiology, including parainfluenza viruses,
human metapneumovirus and influenza viruses.

RESPIRATORY SYNCYTIAL VIRUS (RSV)
INFECTION

RSV is the most important cause of bronchiolitis and
pneumonia in infants

Respiratory syncytial virus is a typical paramyxovirus, and
two major strains have been identified: group A and group
B. Its surface spikes bear G protein (not haemagglutinin or
neuraminidase) for attachment to the cell, and fusion (F)
protein. The latter initiates viral entry by fusing the viral
envelope to the cell membrane, and also fuses host cells to
form syncytia.

RSV infection is transmitted by droplets and to some
extent by hands. Outbreaks occur each winter and, during
the RSV season, infection can spread in hospitals as well as
in the community. Nearly all individuals have been infected
by 2 years of age. About 1 in every 100 infants with RSV
bronchiolitis or pneumonia requires admission to hospital.

RSV infection can be particularly severe in
young infants

After inhalation, the virus establishes infection in the
nasopharynx and lower respiratory tract. Clinical illness
appears after an incubation period of 4-5 days. The illness
can be particularly severe in babies, with peak mortality at 3
months of age, the virus invading the lower respiratory tract by
direct surface spread to cause bronchiolitis or pneumonia. They
develop a cough, rapid respiratory rate and cyanosis. In young

children and adults, however, the virus may be restricted to
the upper respiratory tract, causing a less severe common
cold-type illness. Otitis media is quite common. Secondary
bacterial infection is thought to be rare, but with more sensitive
diagnostic tests, over time it may become apparent that it is
more frequent than was recognized previously.

The manifestations of RSV infection appear to have an
immunopathological basis

Maternal antibodies in the infant react with virus antigens,
perhaps with the liberation of histamine and other mediators
from the host’s cells. In early trials, a killed vaccine was used
and during subsequent natural RSV infection the vaccinees
had more frequent and severe lower respiratory tract disease
compared with unimmunized children, supporting an
immune-mediated pathogenesis.

Neutralizing antibodies are formed, at lower levels in
younger infants, but cell-mediated immunity (CMI) is needed
to terminate the infection. The virus continues to be shed from
the lungs of children lacking CMI for many months. Apparently
healthy children may continue to show depressed pulmonary
function or wheeze even 1-2 years after apparent recovery.

Recurrent infections are common, but are less severe. The
reason for recurrence, which is also a feature of parainfluenza
virus infection, is unknown.

RSV RNA is detectable in throat swab specimens and
ribavirin is indicated for severe disease

Molecular methods, such as PCR, used to detect RSV RNA in
throat swab specimens, have a higher diagnostic sensitivity
than the older diagnostic tests such as immunofluorescence
(Fig. 20.6) and virus isolation.

In most children, treatment is supportive, involving
rehydration, bronchodilators and, if needing admission to
hospital, oxygen. The antiviral agent ribavirin, given as an
aerosol or orally, has been used successfully in a number of
clinical settings, including children with severe infection and
immunosuppressed individuals at risk of severe disease. A
monoclonal antibody, palivizumab, can be used as prophylaxis
to prevent RSV infection in infants less than 2 years old at
risk of severe disease such as those with chronic lung disease,
congenital heart disease or those born at less than 32 weeks
of age. As of 2017, there is no vaccine available but a number
of vaccines are being developed.

Figure 20.6 Immunofluorescent preparation from the nasopharynx
showing respiratory syncytial virus-infected cells (bright green).
(Courtesy of H. Stern.)
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HANTAVIRUS PULMONARY SYNDROME (HPS)

The reservoir host for Sin Nombre virus (SNV), a New World
hantavirus, is the deer mouse found commonly in North
America. In 1993, individuals were infected in southwestern
USA and developed severe cardiopulmonary disease. HPS
followed flu-like symptoms, such as fever and myalgia,
followed around 10 days later by cough and dyspnoea as
viral invasion of the pulmonary capillary endothelium results
in fluid pouring into the lungs owing to increased vascular
permeability. At least 26 deaths were reported secondary
to pulmonary oedema, hypotension and cardiogenic shock.
The route of transmission is by inhaling SNV-infected rodent
faeces, saliva or urine. The Old World hantaviruses cause
haemorrhagic fever with renal syndrome. The pathogenesis of
both diseases is thought to involve aberrant immune responses
by SNV-infected endothelial cells that are also involved in
regulating vascular permeability. By 2016, 690 individuals
with HPS had been reported in the USA, with a 36% mortality
rate. HPS has also been reported in South America. There are
other hantaviruses that cause HPS in other areas of the USA
with different rodents hosts including the white-footed mouse
and cotton rat. Person-to-person transmission has not been
reported. Treatment is mainly supportive in an intensive care
unit setting. Ribavirin treatment has not been shown to be
effective despite success treating patients with haemorrhagic
fever with renal syndrome.

PNEUMONIA

Pneumonia has long been known as “the old person’s friend’
as it is the most common cause of infection-related death
in the USA and Europe. It is caused by a wide range of
microorganisms and the challenge lies not in the clinical
diagnosis of pneumonia, except perhaps in children, in whom
it may be more difficult to diagnose, but in the laboratory
identification of the microbial cause.

Microorganisms reach the lungs by inhalation,
aspiration or via the blood

Microorganisms gain access to the lower respiratory tract
by inhalation of aerosolized material or by aspiration of the
normal flora of the upper respiratory tract. The size of inhaled
particles is important in determining how far they travel
down the respiratory tract; only those less than about 5 mm
in diameter reach the alveoli. Less frequently, the lungs become
seeded with organisms as a result of spread via the blood from
other infected sites. Healthy individuals are susceptible to
infection by a range of pathogens possessing adhesins, which
allow the pathogens to attach specifically to the respiratory
epithelium. In addition, people with impaired defences,
for example, if immunocompromised, with preceding viral
damage, or with cystic fibrosis, may develop infections with
organisms that do not cause infections in healthy individuals.
An example is Prneumocystis jirovecii, a fungal infection that is
an important cause of pneumonia in individuals with AIDS.

The respiratory tract has a limited number of ways in
which it can respond to infection

The host’s response can be defined by the pathological and

radiological findings. Four descriptive terms are in common
use (Fig. 20.7):

Lobar pneumonia refers to involvement of a lobe, a distinct
region of the lung. The polymorph exudate formed in
response to infection clots in the alveoli and renders
them solid. Infection may spread to adjacent alveoli until
constrained by anatomical barriers between segments or
lobes of the lung. Thus one lobe may show complete
consolidation.

e Bronchopneumonia refers to a more diffuse patchy
consolidation, which may spread throughout the lung as
a result of the original pathological process in the small
airways.

* Interstitial pneumonia or pneumonitis involves invasion
of the lung interstitium and is particularly characteristic
of viral infections of the lungs, but is also seen in atypical
bacterial causes of pneumonia and Preumocystis infection.

* Lung abscess, sometimes referred to as necrotizing
pneumonia, is a condition in which there is cavitation
and destruction of the lung parenchyma.

The outcomes common to all these conditions are respiratory

distress resulting from the interference with air exchange in

the lungs, and systemic effects as a result of infection in any
part of the body.

A wide range of microorganisms can cause pneumonia
Age is an important determinant (Table 20.1):

* Most childhood pneumonia is caused either by viruses
or by bacteria invading the respiratory tract secondary
to a viral infection, such as influenza. Neonates born to
mothers with genital Chlamydia trachomatis infection may
develop a chlamydial interstitial pneumonitis resulting
from colonization of the respiratory tract during birth.

* In the absence of an underlying disorder such as cystic
fibrosis, pneumonia is unusual in older children. Children
and young adults with cystic fibrosis are very prone to
lower respiratory tract infection, caused characteristically
by Staph. aureus, H. influenzae and Pseudomonas aeruginosa.

* The cause of pneumonia in adults depends upon a number
of risk factors such as older age, underlying disease and
exposure to pathogens through occupation, travel or contact
with animals.

Pneumonia acquired in hospital tends to be caused by a different

spectrum of organisms, particularly Gram-negative bacteria.

The causative agents of adult pneumonia are summarized in

Fig. 20.8. Although clinical and epidemiological clues help

Table 20.1 Causes of pneumonia related to age
Children Adults

Mainly viral (e.g. respiratory
syncytial virus, parainfluenza)
or bacterial secondary to viral
respiratory infection (e.g. after
influenza, measles)

Bacterial causes more
common than viral

Aetiology varies with
age, underlying disease,
occupational and
geographic risk factors

Neonates may develop
interstitial pneumonitis
caused by Chlamydia
trachomatis acquired from
the mother at birth

Pneumonia in children is more often viral in origin or bacterial secondary to
a viral respiratory infection. In adults, bacterial pneumonia is more common.
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Figure 20.7 Four types of pneumonia. (A) Pneumococcal lobar pneumonia, showing consolidated alveoli filled with neutrophils and fibrin (H&E
stain). (B) Right lower lobe pneumonia — white out on chest X-ray and chest CT. (E) Mycoplasma bronchopneumonia, with patchy consolidation in
several areas of both lungs. (F) Interstitial pneumonia due to influenza virus. (G) Lung abscess, showing an abscess cavity (arrowed) on chest X-ray (H)
and chest CT (I). ([A] Courtesy of |.D. Starke and M.E. Hodson. [B]-[D] Courtesy of G. Bain, London North West Healthcare Trust). [E] Courtesy of JA.
Innes. [F] Courtesy of .D. Starke and M.E. Hodson. [G]-[I] Courtesy of G. Bain, London North West Healthcare Trust.)
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to suggest the likely cause, microbiological investigations
are essential to confirm the diagnosis and ensure optimal
antimicrobial therapy.

Viral pneumonias show a characteristic interstitial
pneumonia on chest radiography more often than bacterial
pneumonias (see Fig. 20.7F), and for the sake of clarity are
described separately below. Infections with RSV have been
described earlier in this chapter and opportunist pathogens, such
as Prieumocystis jirovecii, associated specifically with pneumonia
in the immunocompromised, are described in Chapter 31.

BACTERIAL PNEUMONIA

Streptococcus pneumoniae is the classic bacterial cause
of acute community-acquired pneumonia

In the past, 50-90% of pneumonias were caused by Strep.
pneumoniae (the ‘pneumococcus’) and it is still the most
common cause of bacterial pneumonia in children worldwide,
with H. influenzae being the second most common cause. WHO
reported that pneumonia causes 15% of all deaths of children
under 5 years old, accounting for nearly one million deaths
in 2015. The CDC Etiology of Pneumonia in the Community
(EPIC) study was a prospective, multicentre, population-based,
active surveillance study involving adults and children with
community-acquired pneumonia who were admitted to
hospital from January 2010 to June 2012. A viral or bacterial
pathogen was detected in 81% of the 2638 children, one or
more viruses in 66%, bacteria in 8% and bacterial and viral

co-infection in 7% (Fig. 20.8A). Of 2488 adults, a pathogen
was detected in 38%, one or more viruses in 23%, bacteria
in 11%, bacterial and viral co-infections in 3% and a fungal
or mycobacterial (should have been included in bacterial!)
pathogen in 1% (Fig. 20.8B).

A variety of bacteria causes primary
atypical pneumonia

When penicillin, an effective antibiotic treatment for
pneumococcal infection, became widely available, a significant
proportion of patients with pneumonia failed to respond to
this treatment and were labelled “primary atypical pneumonia’.
‘Primary’ referred to pneumonia occurring as a new event,
not secondary to influenza, for example, and ‘atypical’ to
the fact that Strep. pneumoniae was not isolated from sputum
from such patients, the symptoms often general as well
as respiratory, and the pneumonia did not to respond to
penicillin or ampicillin. The causes of atypical pneumonia
include M. pneumoniae, Chlamydophila pneumoniae and C.
psittaci, Legionella pneumophila and Coxiella burnetii. Infection
with C. pneumoniae is common, CDC in the USA estimates
it causes at least 300000 cases of pneumonia each year in
adults. Mycoplasma pneumoniae and C. pneumoniae appear
to be solely human pathogens, whereas C. psittaci and C.
burnetii are acquired from infected animals, and L. pneumophila
is acquired from contaminated environmental sources (see
Fig. 20.9).
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Figure 20.9 Many pathogens are capable of causing pneumonia in adults, and the aetiology is related to risk factors such as the exposure to
pathogens through occupation, travel and contact with animals. The elderly are more likely to be infected and tend to have a more severe illness
than young adults. *These infections are often reactivating endogenous infections rather than community or hospital acquired. C, Coxiella; CMV,
cytomegalovirus; H., Haemophilus; K., Klebsiella; L., Legionella; M., Mycobacterium; P, Pseudomonas; Staph., Staphylococcus; Strep., Streptococcus.
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Moraxella catarrhalis is recognized increasingly as a
cause of pneumonia, particularly in patients with carcinoma of
the lung or other underlying lung disease. Other aetiological
agents of pneumonia associated with particular underlying
diseases, occupations or exposure to animals and travel are
summarized in Fig. 20.9 and described in other chapters. It
is important to note that a causative organism is not isolated
in up to 35% of lower respiratory tract infections.

Patients with pneumonia usually present feeling
unwell and with a fever

Signs and symptoms of a chest infection include:

e chest pain, which may be pleuritic in nature (pain on
inspiration)
* a cough, which may produce sputum
e shortness of breath (dyspnoea).
Some infections result in symptoms confined mainly to the
chest, whereas others such as Legionnaires’ disease caused
by L. pneumophila have a much wider systemic involvement,
and the patient may present with confusion, diarrhoea and
evidence of renal or liver dysfunction. However, the distinction
between localized and systemic symptoms is not usually
reliable enough for an accurate diagnosis.
Chest examination may reveal abnormal crackling sounds,
called ‘rales’, and evidence of consolidation, even before
changes become evident on radiography.

Patients with pneumonia usually have shadows in one
or more areas of the lung

Imaging the chest with chest X-rays, computed tomography
(CT) and magnetic resonance imaging (MRI) is an important
adjunct to the clinical diagnosis. Patients with pneumonia
usually have shadows indicating consolidation (see above for
descriptions of lobar, broncho- and interstitial pneumonia).
However, careful interpretation is required to differentiate
between infection and non-infective processes such as tumours.

Pneumonia is the most common cause of death from
infection in the elderly

It is also an important cause of death in the young and
previously healthy. Complications of infection include spread
of the infecting organisms:

e directly, to extrapulmonary sites such as the pleural space,
giving rise to empyema (see below)

* indirectly, via the blood to other parts of the body.

For example, the majority of patients with pneumococcal

pneumonia have positive blood cultures, and pneumococcal

meningitis may follow pneumonia in the elderly.

Sputum samples are best collected in the
morning and before breakfast

Microscopic examination and culture of expectorated sputum
remain the mainstays of respiratory bacteriology, despite
doubts about the value of these procedures. Collection of
sputum is non-invasive, but more invasive techniques, such
as transtracheal aspiration, bronchoscopy and bronchoalveolar
lavage and open lung biopsy, may yield more useful results.

Sputum samples are best collected in the morning because
sputum tends to accumulate while the patient is lying in bed,

and before breakfast to reduce contamination by food particles
and bacteria from food. It is important that the specimen
submitted for examination is truly sputum and not simply
saliva. A physiotherapist can be of great assistance to ill
patients who may be unable to cough unaided.

The usual laboratory procedures on sputum
specimens from patients with pneumonia are Gram
stain and culture

Examination of the Gram-stained sputum can give a
presumptive diagnosis within minutes if the film reveals a
host response in the form of abundant polymorphs and the
putative pathogen, e.g. Gram-positive diplococci characteristic
of Strep. pneumoniae (Fig. 20.10). The presence of organisms
in the absence of polymorphs is suggestive of contamination
of the specimen rather than infection, but it is important to
remember that immunocompromised patients may not be able
to mount a polymorph leukocyte response. Also, remember
that the causative agents of atypical pneumonia, with the
exception of L. pneumophila (Fig. 20.11), will not be seen in
Gram-stained smears.

Figure 20.10 Gram-stained smears of sputum can help the physician
make a rapid diagnosis if, like this, they contain abundant Gram-positive
diplococci characteristic of pneumococci, as well as polymorphs.
However, many of the important causes of pneumonia will not be
stained by Gram stain.

®

Figure 20.11 Legionella pneumophila. (A) Gram stain of a bronchial
biopsy specimen in a patient with fulminant Legionnaires' disease. (B)
Culture plate showing white colonies on buffered charcoal yeast extract
medium. ([A] Courtesy of S. Fisher-Hoch. [B] Courtesy of I. Farrell.)
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Standard culture techniques will allow the growth of the
bacterial pathogens such as Strep. pneumoniae, Staph. aureus, H.
influenzae and Klebsiella pneumoniae and other non-fastidious
Gram-negative rods. Special media or conditions are required
for the causative agents of atypical pneumonia, including L.
pneumophila (Fig. 20.11).

Rapid non-cultural techniques have been applied
successfully to the diagnosis of pneumococcal pneumonia.
Detection of pneumococcal antigen by agglutination of
antibody-coated latex particles can be used with both
sputum and urine specimens, as antigen is excreted in the
urine. Use of this technique means the result is available
within 1h of receipt of the specimen, but antibiotic
susceptibility tests cannot be performed unless the organisms
are isolated.

Microbiological diagnosis of atypical pneumonia is
usually confirmed by serology

As mentioned above, several important causes of pneumonia
will not be revealed in Gram-stained sputum smears and
cannot be grown on simple routine culture media. For these
reasons, the diagnosis is usually confirmed by serological
tests rather than by culture. In some infections, IgM, antigen
or genome detection is being used to make the diagnosis
at an early stage. The classic techniques involve detection
of a single high titre of specific antibodies, or preferably
demonstration of a rising titre between the acute and
convalescent phase of the disease, but the diagnosis is often
made retrospectively. The serological tests are shown in
Table 20.2.

Table 20.3 Antibiotic treatment for bacterial pneumonia

Pneumonia is treated with appropriate
antimicrobial therapy

Once the cause of the pneumonia has been identified,
appropriate antimicrobial therapy can be given, although there
are different guidelines around the world and the incidence
of penicillin and other antibiotics resistance in pneumococci
has increased in some countries (Table 20.3).

Table 20.2 Serological diagnosis of ‘atypical’ pneumonia

Pathogen Test

Mycoplasma pneumoniae Complement fixation test
(CFT), IgM by latex
agglutination or ELISA

Legionella pneumophila Urinary antigen test or rapid
microagglutination test

Chlamydophila Microimmunofluorescence

pneumonia or ELISA using species-

Chlamydophila psittaci specific antigens

Coxiella burnetii CFT (phase I and phase |l
antigens)

Several of the bacterial causes of pneumonia are difficult to grow in the
laboratory, so examination of the patient’s serum for specific antibodies is
the usual method of diagnosis. It is always better to demonstrate a rising
titre between acute- and convalescent-phase sera than to rely on a single
sample. ELISA, enzyme-linked immunosorbent assay. However, molecular
diagnostic tests on respiratory samples have been developed that are more
sensitive and rapid.

Initial treatment of community-acquired pneumonia

First choice

Amoxicillin or co-amoxiclav + doxycycline

Pneumonia secondary to viral respiratory tract infection

Co-amoxiclav

Pneumonia in chronic bronchitis

Co-amoxiclav or cefuroxime

Pneumonia in an alcoholic, drug user or a patient who may
have aspirated

Co-amoxiclav + gentamicin

Treatment of choice when pathogen has been identified

Streptococcus pneumoniae

Amoxicillin (erythromycin if allergic to beta-lactams)

Mycoplasma pneumonia
Legionella pneumonia

Chlamydophila pneumonia Doxycycline
Chlamydophila psittaci

Coxiella burnetii

Staphylococcus aureus Flucloxacillin

Haemophilus influenzae

Co-amoxiclav or cefuroxime

Klebsiella pneumoniae

Gentamicin, chloramphenicol or ciprofloxacin

Amoxicillin remains the agent of choice for pneumococcal infections as long as the isolates are susceptible. Penicillin-resistant pneumococci now occur in
many countries, and in some it is no longer safe to assume susceptibility to amoxicillin. Many of the resistant strains are still susceptible to cephalosporins, and
in countries with a high incidence of resistance these agents may replace amoxicillin, at least until the results of antibiotic susceptibility are known. It is
important to recognize that amoxicillin and cephalosporins are not active against the other common causes of pneumonia. Therefore, a combination is often

recommended for initial therapy.
°If non-beta-lactamase producer.
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The choice of treatment is more difficult when sputum is
not produced or does not reveal the pathogen. It is therefore
important to take a full history and use invasive diagnostic
techniques if appropriate to help establish the cause.

Prevention of pneumonia involves measures to
minimize exposure and pneumococcal immunization
post-splenectomy and for those with sickle cell disease

Respiratory infections are usually transmitted by airborne
droplets, so person-to-person spread is virtually impossible
to prevent, although less crowding and better ventilation help
to reduce the chances of acquiring infection. Infections acquired
from sources other than humans may be more amenable to
prevention, for example, by avoiding contact with sick animals
(Q fever) or birds (psittacosis). The contamination of cooling
systems and hot-water supplies by Legionella has been the subject
of intense study, and regulations are now in force in the UK
and elsewhere to provide guidance for maintenance engineers.
Immunization is available for a few respiratory pathogens.
A pneumococcal vaccine incorporating the polysaccharide
capsular antigens of the most common types of Strep.
pneumoniae is recommended for those at particular risk (e.g.
post-splenectomy or individuals with sickle cell disease who
are unable to deal effectively with capsulate organisms).

VIRAL PNEUMONIA

Viruses can invade the lung from the bloodstream as
well as directly from the respiratory tract

Many viruses cause pneumonia (Table 20.4) in the face of
normal host defences. Healthy individuals are susceptible,

Table 20.4 Viral pneumonia

and most of these viruses have surface molecules that attach
specifically to the respiratory epithelium.

Even when viruses of this group do not themselves cause
pneumonia, they may damage respiratory defences, laying
the ground for secondary bacterial pneumonia. Sometimes the
virus fails to spread significantly to air spaces, but remains in
interstitial tissues to cause interstitial pneumonitis. An example
is cytomegalovirus (CMV) pneumonitis in immunodeficient
patients, particularly allogeneic bone marrow transplant
recipients.

PARAINFLUENZA VIRUS INFECTION

As with RSV, parainfluenza viruses are most likely to cause
lower respiratory tract disease, croup and pneumonia, in
children.

There are four types of parainfluenza viruses with
differing clinical effects

The surface spikes of parainfluenza viruses are composed
of haemagglutinin plus neuraminidase on one type of
spike and fusion proteins on another. The four types of
virus have different antigens. After infection by respiratory
droplets, these viruses spread locally on respiratory
epithelium.

Parainfluenza viruses 1-3 cause pharyngitis, croup,
otitis media, bronchiolitis and pneumonia. Croup is seen
in children less than 5 years of age, and consists of acute
laryngotracheobronchitis with a harsh cough and hoarseness.
Parainfluenza virus 4 is less common and generally causes a
common-cold-type illness.

Virus Clinical condition

Comments

Influenza A or B Primary viral pneumonia or pneumonia
associated with secondary bacterial

infection

Pandemics (type A) and epidemics (type A or B); increased
susceptibility in elderly or in certain chronic diseases; antivirals
and vaccine available

Parainfluenza Croup, pneumonia in children <5 years of

No treatment available (no published evidence of ribavirin

primary viral (giant cell) pneumonia in
those with immunodeficiency

(types 1-4) age; upper respiratory illness (often being effective), supportive care, vaccines not available
subclinical) in older children and adults
Measles Secondary bacterial pneumonia common; Adult infection rare but severe; ribavirin may be used as

treatment, the King and Queen of Hawaii both died of
measles when they visited London in 1824; vaccine available

Bronchiolitis (infants); common cold
syndrome (adults)

Respiratory
syncytial virus

Peak mortality in 3- to 4-month-old infants; ribavirin treatment
available, palivizumab prophylaxis if at high risk

Adenovirus Pharyngoconjunctival fever, pharyngitis,

atypical pneumonia (military recruits)

Cidofovir or ribavirin could be used in specific clinical settings,
vaccine available for military

Cytomegalovirus Interstitial pneumonitis

In immunocompromised patients (e.g. bone marrow
transplant recipients); antivirals (e.g. ganciclovir, valganciclovir,
foscarnet, cidofovir) and immunoglobulin available

Herpes simplex Interstitial pneumonitis

In immunocompromised patients; antivirals (e.g. aciclovir,
valaciclovir, foscarnet)

Varicella-zoster
virus

Pneumonia in young adults with
chickenpox

Uncommon; recognized 1-6 days after rash; lung lesions may
eventually calcify; antivirals (e.g. aciclovir, valaciclovir,
foscarnet) and vaccine available

Several different groups of viruses cause infection of the lower respiratory tract, particularly in children. Some, such as influenza and measles, leave the patient
particularly susceptible to secondary bacterial infection. Since PCR has been used to make a diagnosis, more viral co-infections have been detected and more

secondary bacterial infections too.
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Real-time PCR methods detecting parainfluenza RNA
in throat swabs have revolutionized the diagnosis of these
and other respiratory virus infections owing to the increased
sensitivity and rapid diagnosis using these tests. Virus-specific
antigens can be detected in cells from respiratory washings, and
virus culture can be carried out, in settings where molecular
analysis is not available. Treatment involves supportive care
as no antiviral drugs have been shown to be effective and
there is no vaccine.

ADENOVIRUS INFECTION

Adenoviruses cause about 5% of acute respiratory
tract illness overall

There are 41 antigenic types of adenovirus, some of which cause
upper respiratory tract infections such as pharyngoconjunctival
fever and sore throat (see Ch. 19) and lower respiratory tract
infections.

Types 3, 4 and 7 have caused outbreaks of respiratory
illness ranging from pharyngitis to atypical pneumonia
in military recruits, with crowding and stress as possible
co-factors.

Recovery is generally uneventful, but adenoviruses may
persist in the body as latent infections and in the 1950s
were detected in tissue extracts from surgically removed
tonsils and adenoids. An enteric-coated vaccine for types
4 and 7 has been used to prevent outbreaks of infection in
military recruits. In 2011, the FDA approved a new version
of this vaccine that is offered to all military trainees in
the USA.

HUMAN METAPNEUMOVIRUS INFECTION

Human metapneumovirus (hMPV), discovered in Holland
in 2001, is a respiratory pathogen closely related to RSV
and peaks in the winter months. In a prospective hMPV
surveillance study in the USA in 2013 in children under 5
years old, hMPV was detected in 6% of hospitalized children,
7% of children seen in outpatients and 7% of those seen in
emergency departments. It is associated with a spectrum of
illness from mild infection to bronchiolitis and pneumonia.
Symptoms may include a fever, runny nose, cough, sore
throat and wheeze. Infection occurs in infants and young
children, with some reports that by 5 years of age most children
have had an hMPV infection. In addition, hMPV has also
been detected in older children and adults, suggesting that
re-infection may occur. Archived sera have been tested and
demonstrated that humans have been exposed to hMPV for
at least 50 years.

HUMAN BOCAVIRUS INFECTION

Human bocavirus (hBoV), discovered in 2005, is a member
of the Parvoviridae family. Of the four hBoV species, hBoV1
has been detected in respiratory samples from patients with
upper and lower respiratory tract infections and hBoV2-4
in faecal specimens from patients with gastroenteritis. The
clinical importance of hBoV has been difficult to determine,
especially as it can be detected in ill as well as in healthy
control subjects. However, when quantifying the hBoV load,
it has been shown to be significantly higher in those patients
with hBoV alone compared with those co-infected.

INFLUENZA VIRUS INFECTION

Influenza viruses are classic respiratory viruses and
cause endemic, epidemic and pandemic influenza

The structure of a typical orthomyxovirus single-stranded RNA
is shown in Fig. 20.12, and the budding process in Fig. 20.13.

There are four types of influenza virus: A, B, Cand D

Antigenic differences between the nucleocapsid and matrix
proteins distinguishes influenza A, B, C and D viruses:

* Influenza A viruses cause epidemics and occasionally
pandemics, and there is an animal reservoir, notably in
birds.

* Influenza B viruses cause only epidemics and do not involve
animal hosts.

* Influenza C viruses do not cause epidemics and give rise
to only minor respiratory illness.

* Influenza D viruses mostly affect cattle.

The influenza virus envelope has haemagglutinin and
neuraminidase spikes

These are shown in Fig. 20.12. In the case of influenza A, the
haemagglutinin (H) and neuraminidase (N) are type-specific
antigens and are used to characterize different strains of
influenza A virus (Table 20.5). Circulating strains are H3N2,
HIN1 and HIN2. In giving the full nomenclature, the influenza
antigenic type, the host origin if not human, geographical
origin, strain number and year of isolation is also included
(e.g. A/ Philippines / 82 / H3N2).

The single-stranded RNA genome is segmented, and these
eight segments can be reassorted during virus replication to
give a progeny virus with a novel combination of H and N
antigens when virus particles of more than one strain infect
a cell simultaneously. Two different influenza A viruses can
simultaneously infect one cell and reassort resulting in a new
influenza virus strain.

Influenza viruses undergo genetic change as they
spread through the host species

These changes are of two types:

1. Antigenic drift. Small mutations affecting the H and N
antigens occur constantly. When changes in these antigens
enable the virus to multiply significantly in individuals
with immunity to preceding strains, the new subtype can
re-infect the community. Antigenic drift is seen with all
types of influenza.

2. Antigenic shift. Less commonly, and only with influenza
A, there is a sudden major change referred to as shift, in
the antigenicity of the H or N antigens. This is based on
recombination between different virus strains when they
infect the same cell. The major change in H or N means
that the new strain can spread through populations immune
to pre-existing strains and the stage is set for a new
pandemic (Table 20.5). Associated with the change in H
and N are other genetic changes, which may or may not
confer increased pathogenicity or change the ability to
spread rapidly from person to person.

However, the HIN1 virus pandemic in 2009 demonstrated that

antigen shift alone may not be required for a global outbreak.

Epidemiological data revealed that a younger age group, under
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Figure 20.12 The influenza A virus particle (A), with detail enlarged (B)
to show surface haemagglutinin (H) and neuraminidase (N). Each
particle has approximately 500 H spikes, which bind to the host cell and
fuse the viral envelope to the cell’s plasma membrane to initiate
infection, and approximately 100 N spikes, which release the virus from
the cell surface. Nucleoprotein and polymerase proteins are closely
associated with RNA segments to form ribonucleoprotein (RNP). The N
tetramer is propeller shaped as viewed from the end. Detail of only one
unit of H trimer and N tetramer is shown. The three-dimensional
structure is known from X-ray crystallographic analysis. Electron
micrograph (C) shows sectioned influenza virus particles (x300000).
(IC] Courtesy of D. Hockley.)

Figure 20.13 Influenza virus budding from the surface of an infected
cell. (A) Scanning electron micrograph (x27000). (B) In section
(x350000). (Courtesy of D. Hockley.)

35 years of age, were more susceptible to infection than those
who were 65 years old. Therefore, pre-existing immunity and
host factor adaptations can affect the pathological potential
of influenza A virus infections.

Influenza is a highly infectious, acute viral infection that has
affected both humans and animals over the centuries. It was
so named after an outbreak of a respiratory disease in Italy
in the fifteenth century that was thought to have developed
under the influence of the stars, therefore influenza.

The mixing vessel hypothesis for the production of new
influenza strains came about as a result of influenza A viruses
infecting pigs, horses, seals and other mammals, and the
ability of the virus to reassort. For example, pigs in some
countries live in the same dwellings as the farmers, allowing
the potential mixing of influenza viruses and emergence of new
strains.

The 1918 Spanish influenza pandemic (HIN1) was
estimated to have led to 50-100 million deaths around the
world and was followed in 1957 and 1968 by the less severe
Asian (H2N2) and Hong Kong (H3N2) influenza pandemics,
respectively. These were examples of antigenic shift, whereas
antigenic drift resulted in frequent epidemics between the
pandemic years. In 1976, there was a swine influenza scare in
Fort Dix, USA and, in 1997, 18 people in Hong Kong became
ill having had an H5N1 avian influenza A virus infection.
Six of the infected people subsequently died. The outbreak



SECTION FOUR - Clinical manifestation and diagnosis of infections by body system

Table 20.5 Pandemic human influenza viruses

Type Subtype® Year Clinical severity Prototype virus

A H3N2 (7) 1889 Moderate Designation based on serological studies
H1NT (avian)” 1918 Severe HINT virus sequenced retrospectively
H2N2 (Asian) 1957 Severe A/Japan/57/H2N2
H3N2 (Hong Kong)® 1968 Moderate A/Hong Kong/68/H3N2
HIN1 1977 Mild A/USSR/77
H1NTpdm09 2009 Mild HTN1 virus sequenced

Novel strains of virus arising in one continent spread rapidly to other continents, causing outbreaks during appropriate times of the year (winter months in
temperate climates). There is a WHO global surveillance system for influenza involving more than 100 laboratories in 79 different countries. Novel strains
affecting humans included H5N1, an avian strain which caused 18 infections in humans in Hong Kong in 1997, and by 2016, there were 856 infections in 16
countries that resulted in 452 deaths mostly in Egypt and Indonesia; HON2, an avian strain which, by 2016, had caused 28 mild infections in humans in Hong
Kong and South China; H5N6, another avian strain in China that caused 16 human infections and 6 deaths; and H7N9, by 2017 there were 808 laboratory

confirmed human infections and 322 deaths in China.

?Antigenic shift in influenza A virus is shown by the appearance of a novel combination of H and N antigens.

®Reports suggest that this virus was derived from an avian source. In a remarkable experiment, viral RNA was extracted from the lung tissue of someone who
died in the 1918 pandemic and was buried in the permafrost and also from formalin-fixed lung tissue. This allowed the 1918 viral genome to be reconstructed.
“Amino acid and base sequence analysis suggest that recombination between H3N8 (from ducks) and H2N2 gave rise to H3N2.

ceased after public health authorities ordered the slaughter
of all live chickens in Hong Kong.

Five human infections were reported in 1999 in Hong Kong
and South China with the avian influenza A virus, HON2. There
was no evidence of wider spread nor of human-to-human
transmission with either strain although it had circulated
widely among birds in Hong Kong and China.

Another avian influenza virus, H7N7, is highly pathogenic
in birds and may be more transmissible between humans.
During an outbreak of highly pathogenic avian influenza in
Holland in 2003, an H7N7 virus infected 86 poultry workers
and three family members who had no contact with chickens.
They developed conjunctivitis and / or flu-like symptoms. A
veterinarian who handled infected chickens died of pneumonia
and acute respiratory distress.

The 16 antigenically distinct H subtypes (H1-16) of
influenza A virus reservoirs include wild birds, especially
waterfowl. These include the H5 and H7 subtypes. There are
nine N subtypes (N1-9). Outbreaks of H5N1 avian influenza
in migratory waterfowl, domestic poultry and humans in
Asia have occurred (Fig. 20.14). Over time, the host range
has increased, with infections in waterfowl, ferrets, members
of the cat family and humans. The virus has become more
virulent, as seen by the mortality rate in the human population
together with neurological clinical features.

Descriptive molecular epidemiology has shown that the
precursor of the 1997 Hong Kong H5N1 virus was first seen
in geese in 1996 in Guangdong, China. In turn, the goose virus
had RNA segments from influenza viruses found in quail and
the N segment from a duck virus. Subsequent evolution of the
goose virus resulted in a predecessor of the Z genotype that
caused the death of many waterfowl in Hong Kong nature
parks and infected humans in that area in 2002. The Z genotype
then predominated and spread across South-East Asia and
killed, or resulted in culling of, millions of domestic fowl.

The 1918 pandemic H1N1 strain is believed to have resulted
from spontaneous mutations in an avian HIN1 virus after
sequence analysis was carried out on viral RNA recovered from
people who had died and had been buried in the Scandinavian
permafrost. However, the other pandemic viruses mentioned
above, including the 2009 pandemic HIN1 strain, were due

to genetic reassortment of the viral segmented RNA genomes
after a host was infected by avian and human influenza A
viruses at the same time.

In April 2009, there were reports from Mexico and the USA,
in southern California, of a respiratory illness caused by a novel
swine influenza A HIN1 virus. These were worrying times
as it was thought that the new influenza virus could cause
a pandemic with high morbidity and mortality. Pandemic
influenza response plans had been developed and refined
in many countries for the expected and overdue influenza
outbreak. Viral sequence analysis showed that it was
composed of a combination of genes most closely related to
North American and Eurasian swine-lineage HIN1 influenza
viruses. Exposure to pigs was not seen when investigating
those infected. In addition, the new virus was circulating
among humans and not among pig herds. Within weeks there
were reports of people with influenza in a number of American
states and also Canada and other parts of the world. The
influenza pandemic alert was raised to phase 4 on the basis
of human-to-human spread and outbreaks in the community.
This became phase 5 by the end of April and countries started
to activate their pandemic response plans as the pandemic
had started. Diagnostic real-time polymerase chain reaction
(PCR) tests were developed in days in order to confirm the
diagnosis and a vaccine virus chosen for high-yield preparation
in case it was needed. National stockpiles of antiviral drugs
(oseltamivir and zanamivir) and personal protective equipment
were activated.

By June 2009, WHO changed its alert level to pandemic
phase 6 as pandemic HIN1 was reported in more than 70
countries and community outbreaks were happening globally.
This virus contained gene reassortments from Eurasian and
North American swine influenza, North American avian
influenza and North American human influenza virus
infections. The seasonal aspect of influenza virus infections
had altered as laboratories experienced huge workloads over
the northern hemisphere summer months.

Confirmed and probable infections occurred mainly among
5-24-year-olds. Mostly older children and young adults were
admitted to hospital as well as those in the at-risk groups
identified in previous influenza pandemics, including women
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Figure 20.14 Timeline showing the spread of main countries affected by avian H5 viruses since 1996 and the human H5 and H7 infections
(c=cases, d=deaths) reported to WHO. (From Barr I, Wong F. Avian influenza. Why the concern? Microbiology Today November 2016,
https://www.microbiologysociety.org/uploads/assets/uploaded/7dbf49f8-da5f-44e2-8126ec6cd 16da2as.pdf, with permission.)

who were pregnant. In addition, increased risk of complications
was seen in obese people and those with chronic neurological
conditions. There were few influenza infections seen in the
65-years-and-older age group, which was unusual. Studies
showed that children and young adults had no pre-existing
cross-reactive antibody to the 2009 HINI influenza virus
compared with over 30% of adults 60 years of age or older
who had been exposed previously.

Networks were set up worldwide to ensure that the
experiences managing influenza-infected individuals in
critical care facilities and elsewhere in the southern
hemisphere were shared and lessons learnt. In addition,
the circulating influenza viruses were monitored closely
for any antigenic variation as well as the development of
antiviral resistance. Influenza-infected patients on critical
care units in acute respiratory failure received mechanical
ventilation with intermittent positive-pressure ventilation
in which the lungs receive air enriched with oxygen at high
pressure. However, another technique called extracorporeal
membrane oxygenation (ECMO) treatment improved recovery
by providing gas exchange outside the body using heart-lung
bypass equipment and obviating the deleterious effects of
providing direct oxygenation at high pressure.

Across the northern hemisphere, the 2009 HIN1 influenza
A summer activity peaked and declined during the summer

but levels of influenza activity remained above normal with
small community outbreaks. On 10 August 2010, the WHO
International Health Regulations (IHR) Emergency Committee
declared an end to the 2009 HIN1 pandemic globally.

There was concern about a second wave of infection
and preparations were made to offer the recently prepared
vaccine to specific groups of individuals: those at risk and
healthcare workers. The anticipated second wave started in
the autumn and the amount of influenza activity fell quite
quickly and remained at lower levels until the spring. By
2016, the HIN1 and H3N2 viruses were circulating around the
world.

The WHO Global Influenza Surveillance and Response
System monitoring circulating influenza viruses detected an
avian influenza A H5N1 virus that was reported as H5N1
clade 2.3.2.1 that circulated in poultry in parts of Asia in
February 2011. This was not detected in humans and was
not seen as a public health threat, more as a marker of the
continual evolution of these viruses.

Between 2003 and October 2016, 856 human infections
with H5N1 were reported to WHO of whom 452 (53%) died.
Most infections were reported in Egypt, Indonesia, Viet Nam
and Cambodia.

Epidemics and pandemics are due to the appearance of
new strains of viruses so that a given individual is regularly
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Figure 20.15 Outbreaks of influenza within a community are reflected by a general increase in deaths from acute respiratory disease. Notifications
of new cases of clinical influenza are paralleled by an increase in deaths attributed to influenza, pneumonia and bronchitis. Monthly figures from
October to May for England and Wales (1971-1983) are shown. The peaks are due to the spread of different strains of influenza A (H3N2 and H1NT)
and influenza B (arrows) viruses in the community. (Data from the Office of Population, Censuses and Surveys.)

re-infected with different strains. This is in contrast to viruses ~ symptoms such as chills, malaise, fever and muscular aches.
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the tropics, the infection is almost entirely restricted to the  antibody and cell-mediated immune responses to the infecting
coldest months of the year. This is largely because, during  virus. Although antiviral antibodies may not be detected within
cold weather, people spend more time inside buildings with  the serum for 1-2 weeks, they are produced at an earlier stage,
limited air space, which favours transmission by droplet  but are complexed with viral antigens in the respiratory tract.
inhalation, and perhaps also because of decreased host Mortality due to secondary bacterial pneumonia is higher
resistance. Influenza activity within a community is reflected in apparently healthy individuals over 60 years of age and in
not only in the numbers of people becoming ill and consulting  those with impaired resistance due to, for example, chronic
doctors, but also in excess mortality due to acute respiratory  cardiorespiratory disease or renal disease. Pregnant women
disease, such as pneumonia, which particularly affects the are also more vulnerable.

elderly (Fig. 20.15).

With respect to the avian influenza viruses, they are spread ~ Rarely, influenza causes CNS complications

by movement of poultry and poultry products, live poultry Central nervous system (CNS) complications include
markets and unhygienic practices, and backyard flocks that =~ meningitis, encephalomyelitis and polyneuritis. These appear

Transmission of influenza is by droplet inhalation

are not controlled. to be indirect immunopathological complications rather than
The initial symptoms of influenza are due to direct viral due to CNS invasion by the virus. Guillain-Barré syndrome,
damage and associated inflammatory responses. The virus  a polyneuropathy with proximal, distal or generalized motor

enters the respiratory tract in droplets and attaches to sialicacid =~ weakness, occurred as a significant but rare (1 /100000) sequel
receptors on epithelial cells via the H glycoprotein of the virus to the widespread vaccination of citizens in the USA with
envelope. Just 1-3 days after infection, the cytokines liberated ~ inactivated H3N2 influenza virus in 1976. However, subsequent
from damaged cells and from infiltrating leukocytes cause  vaccines have not been associated with this syndrome.
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During influenza epidemics a diagnosis can generally
be made clinically

Rapid diagnosis can be made by collecting samples from
the respiratory tract, such as throat swabs that can be tested
by real-time PCR for influenza viral RNA, and the viruses
can be typed simultaneously. Antiviral resistance can also be
detected using PCR as well as sequence analysis. Alternatively,
if these methods are not available, influenza-infected cells
can be detected using immunofluorescence techniques, but
nasopharyngeal aspirates are usually required to improve
the yield of cellular material for testing. Virus isolation can
also be used but there may be a delay of at least 7 days
until identification. Finally, a rise in specific antibodies can
be detected by complement fixation test or ELISA in paired
serum samples, taken within a few days of illness and 7-10
days later. However, this is helpful only retrospectively.

Vaccines can be used to prevent influenza

The aim of immunization is to help prevent infection, and
those at risk of complications from influenza infection should
be offered vaccine before the ‘flu season’. The vaccines may
be trivalent or quadrivalent and the viruses inactivated or
live attenuated.

Influenza virus vaccines in regular use are:

* those consisting of egg-grown virus, which are then
purified, formalin-inactivated and extracted with ether
¢ the less reactogenic purified H and N antigens prepared
from virus that has been disrupted (‘split’) by lipid solvents
e live attenuated egg-grown virus.
Studies investigating the protective efficacy of cell culture-derived
influenza virus vaccines have demonstrated similar results to
the egg-grown vaccine. A cell-based quadrivalent inactivated
influenza vaccine was approved for use in the USA in 2016.
Influenza A (H3N2 and HIN1 strains) and influenza B are
included in the vaccine. The exact virus strains are reviewed
annually in relation to the viruses circulating the previous year.
The vaccines are given by parenteral injection, and provide
protection against disease in up to 70% of individuals for about
1 year. Vaccination of individuals at high risk, especially those
over 65 years of age and those with chronic cardiopulmonary
disease, is recommended. It might be expected that the
respiratory route would be a better way of inducing respiratory
immunity and on this basis live attenuated virus vaccines
were developed and are administered intranasally. They are
offered to specific age groups of children, providing there
are no contraindications, as part of the annual immunization
programme. Some data demonstrating concerns regarding low
effectiveness against influenza A(HIN1)pdm09 in 2016 resulted
in only the inactivated vaccine being used in some countries.

Antiviral drugs can be used to treat and

prevent influenza

Oseltamivir and zanamivir are neuraminidase inhibitor
antiviral agents that act on both influenza A and B viruses.
They superseded rimantadine and amantadine, M2 ion channel
blockers that stop hydrogen ion efflux by altering the pH
as they are basic compounds and affect intracellular viral
uncoating. They inhibit only the replication of influenza A
viruses. Oseltamivir (Tamiflu) is easier to administer as it is
given orally, as opposed to zanamivir that is given by inhaler.
These antivirals can reduce the severity of the infection, but

should be given within 1-2 days of disease onset. They have
also been shown to be effective when used for prophylaxis
if given within 48 hours of symptom onset.

Oseltamivir resistance has been widely reported and
transmission of oseltamivir resistance has occurred without
direct selective drug pressure. This did not affect virulence or
viral replication. During the 2009 influenza A HIN1 pandemic,
intravenous oseltamivir and zanamivir preparations were
made available together with peramivir and laninamivir, also
neuraminidase (NA) inhibitors that had been developed, the
latter has a longer half-life.

Finally, another therapeutic option from last century
involved using hyperimmune plasma made from blood
collected from human donors who had recovered from the
1918 Spanish influenza pandemic. This was given to patients
with severe influenza infections who subsequently recovered.
Some individuals with severe pandemic HINI infections
recovered, having received hyperimmune plasma infusions
collected from individuals with pandemic HIN1 infection or
from vaccinated donors.

With an eye to a future pandemic, nations developed
stockpiles of anti-influenza drugs. New drug targets focusing
on entry, replication, and maturation as well as novel
approaches to rapid vaccine production are being investigated.

Culling domestic poultry has contained the spread of the
H5NT1 virus as well as other avian influenza viruses including
H5N8 and H7N9. However, rapid detection and increased
biosecurity together with the use of vaccines are critical in
controlling the infection. In addition, after the SARS-associated
coronavirus (SARS CoV) outbreak (see next section) there are
questions as to what lessons were learnt for any future influenza
epidemic or pandemic. The problem is that influenza viruses
are more easily transmitted than SARS CoV. Together with
the reduced transmissibility, early detection and containment
that were successful in controlling the SARS CoV may not be
effective in preventing an influenza pandemic.

SEVERE ACUTE RESPIRATORY SYNDROME AND
MIDDLE EAST RESPIRATORY SYNDROME
CORONAVIRUS INFECTIONS

By the first twelve years of the 21st century, two previously
unknown coronaviruses had been identified as causes of severe
respiratory infections. An outbreak of severe respiratory disease
with no identifiable cause was reported from Guangdong
Province in the People’s Republic of China in November 2002.
The agent spread to mainly parts of East and South-East Asia,
as well as Toronto in Canada, and was eventually reported in
30 countries. WHO issued a global health alert in March 2003
concerning severe acute respiratory syndrome (SARS). The
main symptoms were high fever (>38°C), cough, shortness
of breath or difficulty in breathing. Chest X-rays consistent
with pneumonia were also seen. Close contact with someone
infected with the SARS agent was the highest risk of the
infection spreading from person to person and occurred mostly
in family members and hospital staff caring for SARS patients.
The incubation period was generally between 2 and 7 days,
with a 10-day maximum.

The SARS-associated coronavirus (SARS-CoV), a new
member of the coronavirus family, was identified by virus
isolation in cell culture and electron microscopy in conjunction
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Figure 20.16 Emergence of SARS-CoV and MERS-CoV. (From de Wit F, van Doremalen N, Falzarano D., Munster V.J. SARS and MERS: recent insights
into emerging coronaviruses. Nat Rev Microbiol 2016; 14[8]:523-534, with permission.)

with molecular methods. Diagnostic methods included
PCR detection and serology. The rapid identification of the
SARS-CoV, implementation of infection control on a scale
not seen previously involving face masks, checking for fever
in the community and at airports, which resulted in rapid
isolation on detecting symptom onset, international scientific
networking and immediate availability of data set a global
standard for investigation of disease outbreaks.

By July 2003, just slightly more than 4 months since the
virus began moving between countries via international air
travel, WHO reported that all known chains of person-to-
person transmission of the SARS virus had been broken. The
largest outbreaks occurred in mainland China, with 5327 cases
and 348 deaths, and Hong Kong, where 1755 cases and 298
deaths were reported. Overall, there were 8437 SARS diagnoses
in 29 countries and nearly 10% case fatality rate.

Reservoirs of infection

The predecessor of the SARS-CoV crossed species barriers over
the years when changes in the viral reservoir and humans’
eating habits resulted in an ability to transmit to, and between,
humans. In China, the quality of the food is considered to be
best if it is prepared freshly from live animals in wet-markets
found close to residential areas. In addition, eating a range of
exotic wild animals, including bats and civet cats, is popular
in south China as it is thought to improve both health and
sexual performance. A number of SARS-CoV-like viruses
were detected in various wildlife species including Himalayan
masked palm civet cats, Chinese ferret badgers, raccoon dogs
and horseshoe bats. These animals were incidental hosts and

bats were found to be the reservoir of not just SARS-CoV,
but a number of other coronaviruses (Fig. 20.16).

Pathogenesis may be viral as well as
immune mediated

Angiotensin-converting enzyme 2 (ACE2) is the SARS-CoV
receptor on host cells that binds the viral spike protein. Once
bound, the receptor is down-regulated resulting in lung
injury due to massive production of angiotensin 2, which
may stimulate an angiotensin 2 receptor that then increases
lung blood vessel permeability and respiratory distress.

Immune mechanisms may play a part as it was shown
that the SARS-CoV RNA load fell whilst there was a clinical
deterioration. Increases in proinflammatory cytokines and
chemokines have also been noted in patients with acute
respiratory distress syndrome as a result of SARS-CoV
infection. However, if those levels dropped demonstrating
an adaptive immune response, the patients were more likely
to survive.

With respect to transmissibility, it is interesting to note
that there is a large difference in the binding affinity of the
palm civet and human SARS-CoV strains spike proteins to the
human ACE2 receptor despite there being only four amino
acid differences between them. Sequencing studies showed
that, during the outbreaks, various genes evolved quite rapidly
in the animal reservoirs, which would have improved the
transmissibility between animals and humans and between
humans as well (Fig. 20.17).

From a management perspective, the relatively poor
transmissibility of the virus spreading mainly by respiratory
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Figure 20.17 Chinese wet-markets and SARS. (Redrawn from Woo PC
et al. Infectious diseases emerging from Chinese wet-markets: zoonotic
origins of severe respiratory viral infections. Curr Opin Infect Dis 2006;
19:401-407.)

Figure 20.18 The N95 mask is recommended in this setting and is fit
tested to ensure maximum protection to that individual. (Courtesy of A
Letters, King's College Hospital, London.)

droplets over a short distance was helpful in controlling
infections.

However, transmission also occurred by direct and indirect
contact with respiratory secretions, faeces or infected animals.
The virus was shown to be stable at room temperature,
surviving for up to 2 days on surfaces and up to 4 days in
faeces. Protection was afforded by face masks, including the
N95 masks (Fig. 20.18). SARS-CoV spread more efficiently
in hospitals, especially in intensive care unit settings, and
clusters of cases occurred in hotel and apartment buildings
in Hong Kong. Attack rates as high as 50% or more were
seen. Isolation of infected individuals and stringent infection
control measures were observed. By 2016, no other people
were infected with SARS-CoV after four patients developed
SARS in China between December 2003 and January 2004.

Laboratory diagnosis was carried out using methods
including SARS-CoV RNA detection by PCR in clinical
specimens including respiratory samples and faeces.

No specific antiviral treatment was available, although
ribavirin was used to treat some individuals, although little

effect was seen in vitro unless ribavirin was used at a high
concentration. Corticosteroids damped down the effect of
virally induced cytokine responses that could damage lung
tissue. Interferons were reported to inhibit the virus in vitro.
Protease inhibitors, used to treat HIV infections, were shown to
improve the outcome of patients with SARS-CoV infection when
combined with ribavirin, but there have been no clinical trials.

Finally, with regard to potential vaccines and the correlates
of protection, neutralizing antibodies are found in convalescent
human serum. As these antibodies to the viral spike protein
prevent virus entry and neutralize virus infectivity in vitro,
whole inactivated virus and recombinant protein vaccines
have been developed that elicit neutralizing antibody
responses. These have been shown to prevent SARS although
cell-mediated immunity may also assist viral clearance and
disease resolution.

In June 2012, another new coronavirus, Middle East
respiratory syndrome coronavirus (MERS-CoV) was isolated
from a sputum sample collected from a man in Saudi Arabia
who died of acute pneumonia and kidney failure. By April,
there was a report of a cluster of patients with a severe
respiratory disease in Jordan, diagnosed as MERS-CoV
infections and further spread was seen in other countries
associated with travel to those areas. The largest nosocomial
outbreak was reported in South Korea, after someone with
MERS-CoV infection travelled from Saudi Arabia and
resulted in 186 patients being infected in 16 hospitals in a
4-week period. By November 2016, 27 countries had reported
1826 patients with MERS-CoV infections, of whom 649 had
died. Pneumonia is the most common finding, although
gastrointestinal symptoms have also been reported.

Most infections have been due to person-to-person
transmission, but it is a zoonosis and camels are likely to
be a major reservoir host, but their exact role and route
of transmission is still not known. A survey found a high
prevalence of MERS-CoV antibodies in dromedary camels (one
hump, in case you were wondering) together with MERS-CoV
RNA in respiratory swabs collected from camels in a farm
in Qatar linked to some human infections.

With molecular clock analyses, one can answer the question
about whether these viruses had been around for ages or
had just appeared. The analysis, based on sequencing the
genome, showed that SARS-CoV crossed the species barrier
into masked palm civets and other animals in the markets
of China in late 2002. A MERS-CoV seems to have done the
same, but into dromedary camels, around the mid 1980s. As
humans and camels are in close contact, MERS-CoV infections
are still happening, in contrast to SARS-CoV.

There are in vitro data demonstrating the effectiveness of
interferons against MERS-CoV and some case reports have
indicated that combination therapy using ribavirin, interferon
and protease inhibitors may be beneficial in patients with MERS.

MEASLES VIRUS INFECTION

Secondary bacterial pneumonia is a frequent
complication of measles in developing countries

Measles is dealt with in detail as a multisystem infection in
Chapter 27. It is mentioned here because:

* it can cause ‘giant cell’ pneumonia in those with impaired
immune responses



SECTION FOUR - Clinical manifestation and diagnosis of infections by body system

¢ the virus replicates in the lower respiratory tract and, under
certain circumstances, causes sufficient damage to lead to
secondary bacterial pneumonia.
Secondary bacterial pneumonia is now uncommon in
resource-rich countries, but is a frequent complication among
children in resource-poor countries and measles remains a major
cause of death in childhood. Depressed immune responsiveness,
inadequate vaccination programmes, malnutrition (especially
vitamin A) and poor medical care to deal with complications
tip the host-parasite balance markedly in favour of the virus.

After an incubation period of 10-14 days, symptoms include
fever, a runny nose, conjunctivitis and cough. Koplik’s spots
and then the characteristic rash appear 1-2 days later. The
virus replicates in the epithelium of the nasopharynx, middle
ear and lung, interfering with host defences and enabling
bacteria such as pneumococci, staphylococci and meningococci
to establish infection. Pneumonia generally results in those
with measles being admitted to hospital, but otitis media is also
common. Virus replication continues unchecked in children
with severely impaired cell-mediated immune responses,
giving rise to a giant cell pneumonia, which is a rare and
usually fatal manifestation (Fig. 20.19). Other complications are
referred to in Chapter 27, and the neurological complications
in Chapter 25.

Measles is diagnosed clinically, but detection of specific
IgM responses and measles viral RNA detection and sequence
analysis are important to confirm the diagnosis and for
surveillance purposes.

Antibiotics are needed for secondary bacterial
complications of measles, but the disease can be
prevented by immunization

If severe, ribavirin treatment is available, but antibiotics are
needed for bacterial complications. Children with severe
measles in resource-poor countries generally have very low
levels of serum retinol, the predominant circulating form of
vitamin A in the blood. Therefore, vitamin A supplements
improve clinical outcome, reducing the number of deaths
from measles by half.

Measles is prevented by a highly effective, live, attenuated
vaccine, given with mumps and rubella vaccines (MMR, see
Ch. 35). Since immunization began, the number of cases has
declined by 70%. In the USA, after a rise to nearly 30000 cases

in 1990, the number fell to 488 (47 of them imported) in 1996.
It was planned to eliminate the disease in the Americas by the
year 2000, by which time a group of scientists convened by
the Centers for Disease Control (CDC) decided that measles
was no longer endemic in the USA. Due to an unfounded
MMR vaccine scare in the UK, the number of individuals
with measles rose considerably owing to a fall in vaccine
uptake. By 2016, vaccine uptake had improved to 95% and
the number of notifications of measles infection had dropped.

Before the vaccine was available in the 1960s, there were 135
million infections and 7-8 million deaths each year worldwide.
The WHO hoped for global eradication by 2010-2015 but the
goal changed to measles elimination by 2010. By 2015, a 79%
reduction in deaths had been reported owing to improved
vaccine coverage. During 2015, about 183 million children
received the vaccine in 41 countries.

CYTOMEGALOVIRUS INFECTION

Cytomegalovirus (CMV) infection can cause an interstitial
pneumonitis in immunocompromised patients

CMV does not normally replicate in respiratory epithelium or
cause respiratory illness; however, in immunocompromised
patients, and in particular allogeneic bone marrow transplant
recipients, it can give rise to an interstitial pneumonia. CMV
monitoring in specific groups of immunosuppressed patients is
critical, especially in the first few months post-transplantation.
In a number of different types of sample, CMV DNA can
be detected and quantified and characteristic inclusions
demonstrated in lung tissue (Fig. 20.20).

TUBERCULOSIS

Tuberculosis is one of the most serious infectious
diseases of the resource-poor world

Mycobacterium tuberculosis causes tuberculosis (TB), which
is one of the top 10 causes of death globally. In 2015, WHO
reported 10.4 million people were infected with TB and 1.8
million died, with over 95% of deaths occurring in low- and
middle-income countries, wherever poverty, malnutrition and
poor housing prevail. It affects the apparently healthy as well
as being a serious disease of the immunocompromised and is
one of the AIDS-defining illnesses. TB is primarily a disease
of the lungs, but may spread to other sites or proceed to a
generalized infection (‘miliary” TB).

Figure 20.19 Lung biopsy in measles pneumonia showing
inflammatory cell infiltrate, proliferation of the alveolar lining cells and
large, darkly staining, multinucleate giant cells (H&E stain). (Courtesy of
1.D. Starke and M.E. Hodson.)

Figure 20.20 Owl’s eye inclusion body in cytomegalovirus infection.
Large numbers of virus particles accumulate in the nucleus of the
enlarged infected cell to produce a single dense inclusion (H&E stain).
(Courtesy of I.D. Starke and M.E. Hodson.)
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Table 20.6 Mycobacteria associated with human disease

Species Clinical disease

Slow growers®

M. tuberculosis Tuberculosis

M. bovis Bovine tuberculosis
M. leprae Leprosy
M. avium® Disseminated infection in AIDS

b

M. intracellulare patients M. avium complex (MAC)

M. kansasii Lung infections

M. marinum Skin infections and deeper infections
(e.g. arthritis, osteomyelitis) associated

with aquatic activity

M. scrofulaceum Cervical adenitis in children

M. simiae Lung, bone and kidney infections
M. szulgai Lung, skin and bone infections
M. ulcerans Skin infections

M. xenopi Lung infections

M. paratuberculosis 7 Association with Crohn's disease

Rapid growers®

M. fortuitum
M. chelonae

Opportunist infections with
introduction of organisms into deep
subcutaneous tissues; usually
associated with trauma or invasive
procedures

Many species of mycobacteria are associated with occasional disease, but
the major pathogens of the genus are M. tuberculosis, M. bovis and M. leprae.
*Slow growers require >7 days for visible growth from a dilute inoculum;
rapid growers require <7 days from a dilute inoculum.

M. avium complex; the two species are distinct. Of the M. avium complex,
serotypes 1-6 and 8-11 are assigned to M. avium, serotypes 7, 12-17, 19, 20
and 25 are assigned to M. intracellulare.

Other species of mycobacteria, referred to as atypical
mycobacteria, mycobacteria other than tuberculosis (MOTT)
or non-tuberculous mycobacteria (NTM) also cause infection
in the lungs (Table 20.6).

Infection is acquired by inhalation of M. tuberculosis in
aerosols and dust. Airborne transmission of TB is efficient
because infected people cough up enormous numbers of
mycobacteria, projecting them into the environment, where
their waxy outer coat allows them to withstand drying and
therefore survive for long periods of time in air and house dust.

The pathogenesis of TB depends upon the history of
previous exposure to the organism

In primary infection (i.e. infection in individuals encountering
M. tuberculosis for the first time), the organisms are engulfed by
the alveolar macrophages, in which they can both survive and
multiply. Non-resident macrophages are attracted to the site,
ingest the mycobacteria and carry them via the lymphatics to
the local hilar lymph nodes. In the lymph nodes, the immune
response, predominantly a CMI response, is stimulated. This
T-cell response can be detected in the tuberculin skin test,
also called the Mantoux test, 4-6 weeks after infection by
injecting a small amount of purified protein derivative (PPD)
of M. tuberculosis into the skin to assess whether someone is

Figure 20.21 Histopathology showing dense inflammatory infiltration,
granuloma formation and caseous necrosis in pulmonary tuberculosis.
(Courtesy of R. Bryan.)

sensitive to tuberculin protein. A positive result is shown by
local induration and erythema, 48-72 h later. However, as
for the other commercial interferon-gamma (IFNY) test for
TB, a positive response could mean that the person has been
infected previously, has latent TB infection or has an active
TB infection. A strong skin test reaction would lead to referral
to a respiratory clinic for further assessment and treatment.

The CMI response helps to curb further
spread of M. tuberculosis

However, some M. tuberculosis organisms may have already
escaped to set up foci of infection in other body sites. Sensitized
T cells release lymphokines that activate macrophages and
increase their ability to destroy the mycobacteria. The body
reacts to contain the organisms within ‘tubercles’, which are
small granulomas consisting of epithelioid cells and giant cells
(Fig. 20.21). The lung lesion plus the enlarged lymph nodes
(Fig. 20.22) is often called the Ghon or primary complex. After
a time, the material within the granulomas becomes necrotic
and caseous or cheesy in appearance.

The tubercles may heal spontaneously, become fibrotic or
calcified, and persist as such for a lifetime in people who are
otherwise healthy. They will show up on a chest radiograph
as radio-opaque nodules. However, in a small percentage
of people with primary infection, and particularly in the
immunocompromised, the mycobacteria are not contained
within the tubercles, but invade the bloodstream and cause
disseminated disease (‘miliary” tuberculosis, Fig. 20.23).

Secondary tuberculosis is due to reactivation of dormant
mycobacteria, and is usually a consequence of impaired
immune function resulting from some other cause such
as malnutrition, infection (e.g. advanced HIV and AIDS),
chemotherapy for treatment of malignancy, or corticosteroids
for the treatment of inflammatory diseases.

TB illustrates the dual role of the immune
response in infectious disease

On the one hand, the CMI response controls the infection and,
when it is inadequate, the infection disseminates or reactivates.
On the other hand, nearly all the pathology and disease is a
consequence of this CMI response, as M. tuberculosis causes
little or no direct or toxin-mediated damage.
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®

Figure 20.22 (A) Chest radiograph showing bilateral hilar and paratracheal lymphadenopathy. (B) CT of patchy parenchymal consolidation in both
upper lobes. (Courtesy of G. Bain, London North West Healthcare Trust.)

Figure 20.23 Miliary tuberculosis. (A) Gross specimen of lung showing the cut surface covered with white nodules, which are the miliary foci of
tuberculosis. (B) Miliary TB chest X-ray and (C) CT. ([A] Courtesy of JA. Innes. [B] and [C] Courtesy of G. Bain, London North West Healthcare Trust.)
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Reactivation occurs most commonly in the apex of the
lungs. This site is more highly oxygenated than elsewhere,
allowing the mycobacteria to multiply more rapidly to produce
caseous necrotic lesions, which spill over into other sites in
the lung, and from where organisms spread to more distant
sites in the body.

Primary TB is often asymptomatic

In contrast to pneumonia, which is usually an acute infection,
the onset of TB is insidious, the infection proceeding for some
time before the patient becomes sufficiently ill to seek medical
attention. Primary TB is usually mild and asymptomatic and
in 90% of cases does not proceed further. However, clinical
disease develops in the remaining 10%.

Mycobacteria have the ability to colonize almost any site
in the body. The clinical manifestations are variable: fatigue,
weight loss, weakness and fever are all associated with TB.
Infection in the lungs characteristically causes a chronic
productive cough, and the sputum may be blood stained as
aresult of tissue destruction. Necrosis may erode blood vessels,
which can rupture and cause death through haemorrhage.

Complications of M. tuberculosis infection arise from
local spread or dissemination

The organism may disseminate via the lymphatics and
bloodstream to other parts of the body. This usually occurs
at the time of primary infection, and in this way chronic foci
are established, which may proceed to necrosis and destruction
in, for example, the kidney. Alternatively, spread may be by
extension to a neighbouring part of the lung, for instance when
a tubercle erodes into a bronchus and discharges its contents,
or into the pleural cavity, resulting in a pleural effusion.

Although the number of cases of pulmonary TB has been
declining in resource-rich countries since the beginning of
the twentieth century, hastened by the advent of specific
antimicrobial drugs, the incidence of extrapulmonary TB has
stayed roughly constant for many years and therefore makes
up a greater proportion of the TB caseload in resource-rich
countries than in resource-poor countries.

The Ziehl-Neelsen stain of sputum can provide a
diagnosis of TB within 1 h, whereas culture
can take 6 weeks

A diagnosis of TB is suggested by the clinical signs and
symptoms referred to above, supported by characteristic
changes on chest radiography (see Fig. 20.23A and B) and
positive skin test reactivity in the tuberculin (Mantoux) test.
These tests are confirmed by microscopic demonstration of
acid-fast rods and culture of M. tuberculosis. Microscopic
examination of a smear of sputum stained by Ziehl-Neelsen’s
method or by auramine often reveals acid-fast rods (Fig. 20.24).
This result can be obtained within 1 h of receipt of the specimen
in the laboratory. This is important because M. tuberculosis can
take up to 6 weeks to grow in culture, although radiometric
methods may reduce the time required for detection, and
therefore confirmation of the diagnosis is necessarily delayed.
Rapid non-culture tests to detect M. tuberculosis are PCR and
the automated Xpert MTB-RIF molecular test that detects TB
and rifampicin resistance. Further tests are required to identify
the mycobacterial species and to establish susceptibility to
antituberculosis drugs.

Figure 20.24 Pulmonary tuberculosis. Sputum preparation showing
pink-stained, acid-fast tubercle bacilli (Ziehl-Neelsen stain). (Courtesy of
JA. Innes.)

Specific antituberculosis drugs and prolonged therapy
are needed to treat TB

Mycobacteria are innately resistant to most antibacterial agents,
and specific antituberculosis drugs have to be used; these
are reviewed in Chapter 34. The key features of treatment
are the use of:

* combination therapy - usually four drugs such as isoniazid,
rifampicin, ethambutol and pyrazinamide to prevent
emergence of resistance

e prolonged therapy - minimum 6 months period, which
is necessary to eradicate these slow-growing intracellular
organisms.

The number of strains resistant to the first-line antituberculosis

drugs has increased as these antibiotics have been used for

decades and may appear if there are compliance problems
due to the number of drugs and lengthy treatment period.

Other factors can include variable quality of the drugs and

poor prescribing practices. Treatment is monitored carefully

with directly observed treatment and shorter courses.

Multidrug-resistant TB (MDR-TB) occurs when there is little

response to the first-line drugs, isoniazid and rifampicin. In

2015, there were nearly 500000 people around the globe

with MDR-TB, mostly in China, India and Russia. Extremely

drug-resistant TB, referred to as XDR TB, does not respond

to the second-line drugs and WHO reported that about 10%

of patients with MDR-TB had XDR-TB in 2015.

Tuberculosis is prevented by improved social
conditions, immunization and chemoprophylaxis

The steady decline in incidence of TB since the beginning of
the twentieth century, and before specific preventive measures
were available, underlines the importance of improvements
in social conditions in the prevention of this and many other
infectious diseases. However, there has been an increase in the
number of cases associated with AIDS; in some countries in the
resource-poor world, HIV infection and AIDS are threatening
to overwhelm TB control programmes. In 2015, over 30%
of HIV positive individuals worldwide had TB, of whom
nearly 400000 died. To further emphasize the magnitude of
the problem, in 2015, it was estimated that there were over
1 million new TB infections in HIV-positive people, 700000
of whom were living in Africa.
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Immunization with a live attenuated BCG (bacille Calmette-
Guérin) vaccine has been used effectively in situations where
TB is prevalent. It was introduced in the UK in 1953 and
the programme changed along sociodemographic lines as it
was initially targeted at 14-year-olds as most TB was seen
in young adults. This was modified in the 1960s when a
selective neonatal immunization programme was instituted
aimed at infants born to parents whom had emigrated from
high-prevalence countries as those groups were found to have
higher rates of TB than those born in the UK. Immunization,
which confers positive skin test reactivity, does not prevent
infection, but it does allow the body to react quickly to limit
proliferation of the organisms. In areas where there is a
low prevalence of disease, immunization has been largely
replaced by chemoprophylaxis. Those immunized have been
reported to be up to 8% less likely to develop the most severe
complications of TB.

In the UK, prophylaxis with rifampicin and isoniazid for
3 months is recommended for people who have had close
contact with a case of TB (unless isoniazid resistant). It is
also advocated for individuals who show recent conversion
to skin test positivity, when it is essentially early treatment
of subclinical infection rather than prophylaxis.

CYSTIC FIBROSIS

Individuals with cystic fibrosis are predisposed to
develop lower respiratory tract infections

Cystic fibrosis is the most common lethal inherited disorder
among Caucasians, with an incidence of approximately 1 in
2500 live births. The disease is characterized by pancreatic
insufficiency, abnormal sweat electrolyte concentrations and
production of very viscid bronchial secretions. The latter tend
to lead to stasis in the lungs and this predisposes to infection.

P. aeruginosa colonizes the lungs of almost all
15- to 20-year-olds with cystic fibrosis

The respiratory mucosa of individuals with cystic fibrosis
presents a different environment for potential pathogens from
that found in healthy individuals, and the common infecting
organisms and the nature of infections differ from other lung
infections. These invaders include:

e Staph. aureus, which causes respiratory distress and
lung damage, but can be well controlled by specific
antistaphylococcal chemotherapy

e P. geruginosa, which is the main pathogen

* Burkholderia cepacia, which is aggressive and hard to treat

* H. influenzae, typically non-encapsulated strains, which
may be found in association with Staph. aureus and P.
aeruginosa; their pathogenic significance is unclear, but
they appear to contribute to respiratory exacerbations

 Aspergillus fumigatus, which is a fungus in the environment
that may cause symptoms

* non-tuberculous mycobacteria may also cause symptoms.

P. aeruginosa infection is uncommon in those under 5 years

of age, but colonizes the lungs of almost all patients aged

15-20 years, often encouraged by its intrinsic resistance to

antistaphylococcal agents. Early in the course of infection,

normal colony types are grown from sputum cultures, but
as infection progresses, the organism changes to a highly
mucoid form, almost mimicking the mucoid secretions of the

Figure 20.25 Pseudomonas aeruginosa isolated from the sputum of
patients with cystic fibrosis characteristically grows in a very mucoid
colonial form, shown here on the left of the picture, with the normal
colonial form on the right for comparison.

patient (Fig. 20.25). These mucoid forms are thought to grow
in microcolonies in the lung, but most of the lung damage
is due to immunological responses to the organisms and to
the alginate, which forms the mucoid material (Fig. 20.26).
P. aeruginosa rarely invades beyond the lung even in the
most severely infected individuals. Inhaled antibiotics are
recommended for bacterial eradication and to try to prevent
chronic infection.

Although specific antibacterial chemotherapy can reduce
the symptoms of infection and improve the quality of life,
infections, particularly with P. aeruginosa and B. cepacia, are
difficult to eradicate and are still a major cause of morbidity
and mortality.

LUNG ABSCESS

Lung abscesses usually contain a mixture of bacteria
including anaerobes

This is a suppurative infection of the lung, sometimes referred
to as ‘necrotizing pneumonia’. The most common predisposing
cause is aspiration of respiratory or gastric secretions as a
result of altered consciousness. The infection is therefore
endogenous in origin and cultures often reveal a mixture of
bacteria, with anaerobes such as Bacteroides and Fusobacterium
playing an important role (Fig. 20.27).

Patients with lung abscesses may be ill for at least 2 weeks
before presentation, with possible swinging fever, and usually
produce large amounts of sputum, which, if foul smelling,
gives a strong hint of the presence of anaerobes and often
suggests the diagnosis. Most diagnoses are made from chest
radiographs (see Fig. 20.7G) and the cause confirmed by
microbiological investigation.

Treatment of lung abscess should include an
antianaerobic drug and last 2-4 months

Because of the likely presence of anaerobes, a suitable
antianaerobic agent such as metronidazole should be part
of the treatment regimen and treatment may be needed for
2-4 months to prevent relapse. If diagnosis and treatment are
delayed, infection may spread to the pleural space, giving
rise to empyema (see below).
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Figure 20.26 Pseudomonas infection in the lung of cystic fibrosis is chronic, but rarely invasive beyond the bronchial mucosa. The organisms are
thought to grow in microcolonies embedded in a calcium (Ca**)-dependent mucoid alginate gel, which contains DNA and tracheobronchial mucin,
and attaches to the bronchial mucosa. This protects the organisms from the host defences and provides a physical and electrolyte barrier to
antibiotics. Much of the damage to tissue is thought to be due to the slow release of bacterial proteases (which disrupt the mucosa and cause mucin
hypersecretion), immunopathological mechanisms exacerbated by the size, antigenicity and persistence of the alginate matrix, and the indirect
action of immune complexes associated with Pseudomonas antigens (p). Tissue damage is also caused by phagocyte proteases. Intermittent
exacerbations can be explained by the cleavage of the Fc of immune complexes by these proteases and consequent inhibition of further phagocyte

stimulation. (Redrawn from Govan JRW. Rev Med Microbiol 1:19-28, ©1990.)

Figure 20.27 Gram stain of pus from a lung abscess showing
Gram-positive cocci and both Gram-negative and Gram-positive rods.
(Courtesy of JR. Cantey.)

Pleural effusion and empyema

Up to 50% of patients with pneumonia

have a pleural effusion

Pleural effusions arise in a variety of different diseases.

Sometimes the organisms infecting the lung spread to the

pleural space and give rise to a purulent exudate or ‘empyema’.
Pleural effusions can be demonstrated radiologically, but

detection of empyema can be difficult, particularly in a patient

with extensive pneumonia.

Aspiration of pleural fluid provides material for
microbiological examination, and Staph. aureus, Gram-negative
rods and anaerobes are commonly involved.

Treatment should be directed at drainage of pus, eradication
of infection and expansion of the lung.

FUNGAL INFECTIONS

Disease associated with fungal infection is most commonly
seen in patients with defective immunity, as a consequence
either of immune suppressive treatment or of concomitant
disease. A number of species can cause opportunistic infections,
and two are of particular importance: Aspergillus fumigatus
and Pneumocystis jirovecii.

Aspergillus
The most important species are A. fumigatus and A. flavus.

Aspergillus can cause allergic bronchopulmonary
aspergillosis, aspergilloma or disseminated aspergillosis

The genus Aspergillus contains many species and these are
ubiquitous in the environment. They do not form part of
the normal flora. Their spores are regularly inhaled without
harmful consequences, but some species, notably A. fumigatus,
are able to cause a range of diseases, including:

 Allergic bronchopulmonary aspergillosis (ABPA), which is,
as its name suggests, an allergic response to the presence
of Aspergillus antigen in the lungs and occurs in patients
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Figure 20.28 (A) Aspergillus fumigatus. Lactophenol cotton blue stained preparation showing the characteristic conidiophores. (B) Aspergilloma.
Tomogram showing fungus ball contained within the lung cavity, outlined by air space. (C)-(E) Invasive aspergillosis: (C) histological section showing
fungal hyphae invading the lung parenchyma and blood vessels (Grocott stain); (D) chest X-ray and (E) chest CT scan. ([A] and [B] Courtesy of JA.
Innes. [C] Courtesy of C. Kibbler. [D] and [E] Courtesy of G. Bain, London North West Healthcare Trust).

with asthma. ABPA occurs in some 10% of cystic fibrosis
patients.

* Aspergilloma in patients with pre-existing lung cavities or
chronic pulmonary disorders. Aspergillus colonizes a cavity
and grows to produce a fungal ball, a mass of entangled
hyphae - the aspergilloma (Fig. 20.28). In this case, fungi
do not invade the lung tissue, but the presence of a large
aspergilloma can cause respiratory problems. Aspergillomas
can be related, however, to chronic pulmonary aspergillosis
where invasion of lung tissue does occur.

e Disseminated disease in the immunosuppressed patient
when the fungus spreads from the lungs.

Invasive aspergillosis carries a high mortality as treatment is
very difficult owing to the limited number and toxic nature
of antifungal agents active against Aspergillus plus the lack of
functional host defences. Treatment is with an intravenous lipid
formulation of amphotericin B. Voriconazole or caspofungin
are alternatives. A primary aim of therapy is to improve the
neutrophil count.

Pneumocystis jirovecii (formerly P. carinii)

Pneumocystis pneumonia is an important
opportunistic infection in AIDS

P. jirovecii is a fungus commonly found in immunocompetent
humans and in rodents. There is strong host specificity, so
Pneumocystis infection of humans is not a zoonosis. Infection
probably spreads by droplet though airborne transmission has
been directly demonstrated only in animal models. Disease
occurs in debilitated and immune-deficient individuals. Before
the advent of combined active antiretroviral therapy, a high

proportion of patients with advanced HIV infection developed
Pneumocystis pneumonia, which could be fatal.

Pneumocystis occurs as three developmental forms: a
trophozoite, up to 5 um diameter, a precyst and a cyst. Spores
are released when the cysts rupture. Disease is associated
with an interstitial pneumonitis (Fig. 20.29), with plasma cell
infiltration. Infections of internal organs other than the lung
(e.g. lymph nodes, spleen, liver) have also been reported at
post-mortem examination.

Treatment is with co-trimoxazole or pentamidine.

PROTOZOAL INFECTIONS

A variety of protozoa localizes to the lung or involve
the lung at some stage in their development

These include:

* Nematodes such as Ascaris, Strongyloides and the
hookworms (see Chs. 7 and 23), which migrate through the
lungs as they move to the small intestine, breaking out of
the capillaries around the alveoli to enter the bronchioles.
The damage caused by this process, and the development
of inflammatory responses, can lead to a transient
pneumonitis with cough, wheeze, dyspnoea and pulmonary
infiltrates.

* Schistosome larvae, which may cause mild respiratory
symptoms as they migrate through the lungs. Heavy acute
infections may produce pneumonitis with poorly defined
nodular lesions or reticulonodular appearances.

* The microfilariae of filarial nematodes such as Wuchereria
or Brugia, which appear in the peripheral circulation
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with a regular diurnal or nocturnal periodicity, their
appearance coinciding with the time at which the vector
blood-sucking insects are likely to feed. Outside these
periods, the larvae become sequestered in the capillaries
of the lung. Under certain conditions, as yet undefined, and
in certain individuals, the presence of the larvae triggers
a condition known as ‘tropical pulmonary eosinophilia’
(TPE or Weingarten's syndrome). This is characterized by
the onset over several months of cough, dyspnoea and
wheeze, which is worse at night, and marked peripheral
blood eosinophilia. Microfilariae are absent from the
peripheral blood. Antifilarial antibody tests are strongly
positive. Chest X-ray examination shows bilateral fine
nodular or reticulonodular shadowing.

Ascaris and Strongyloides infections, which may also trigger
a pulmonary eosinophilia, although the condition is distinct
from TPE.

Echinococcus granulosus infection, which leads to the
development of hydatid cysts in a proportion (20-30%)
of cases owing to localization of the larvae of the tapeworm
in the lungs. These cysts may reach a considerable size,
causing respiratory distress, largely as a consequence of the
mechanical pressure exerted on lung tissue. Spontaneous
rupture may occur and result in acute anaphylaxis.
Entamoeba histolytica infection, which may rarely involve
the lung.

Paragonimus westermani, the oriental lung fluke, which is
the most important example of one of the very few adult
parasites that live in the lung, infecting an estimated 22
million people, mainly in Asia. Infection is acquired by

Figure 20.29 (A) Chest X-ray and (B) chest CT scan of Pneumocystis pneumonia. (Courtesy of G. Bain, London North West Healthcare Trust.)

Figure 20.30 Two adult Paragonimus contained within a fibrous cyst
in the lung. (Courtesy of H. Zaiman.)

eating crustaceans containing the infective metacercariae.
These migrate from the intestine across the body cavity and
penetrate into the lungs. The adults develop within fibrous
cysts, which connect with the bronchi to provide an exit
for the eggs (Fig. 20.30). Infections cause chest pain and
difficulty in breathing, and can cause bronchopneumonia
when large numbers of parasites are present. Single lesions
can be confused with lung cancer, TB and fungal lesions.
Praziquantel is an efficient anthelmintic for paragonimiasis.
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Although continuous from nose to alveoli, the respiratory
tract is divided into ‘upper’ and ‘lower’ from the viewpoint
of infection.

Infections in the lower respiratory tract are spread by the
airborne route (except parasites), are acute or chronic,
tend to be severe and may be fatal without correct
treatment. They are caused by a wide range of organisms
- usually bacteria or viruses, but also fungi and parasites.

Bronchitis, an inflammatory condition of the
tracheobronchial tree, is usually chronic with acute
exacerbations associated with infection by viruses and
bacteria. The disease is characterized by cough and
excessive mucus production, and the diagnosis is clinical.
Antibiotics are often given, but their efficacy is uncertain.

Bronchiolitis, usually caused by RSV, is especially acute
and severe in infants. RSV causes outbreaks in the
community and in hospitals. The disease has an
immunopathological basis, and specific treatment
(ribavirin) may be considered. Vaccines are in
development.

Pneumonia is caused by a variety of pathogens
depending upon patients’ age, previous or underlying
disease, and occupational and geographical factors.
Correct microbiological diagnosis is essential to optimize
therapy. Mortality from pneumonia remains significant.

B. pertussis colonizes the ciliated respiratory epithelium
causing the specifically human infection whooping
cough. Pertussis toxin and other toxic factors are
important for virulence. Diagnosis is clinical, alerted by
the characteristic paroxysmal cough. Supportive care is
paramount; antibiotics play a peripheral role. Prevention
by immunization is effective, and new safer vaccines are
becoming available.

Influenza viruses cause endemic, epidemic and pandemic
infections as a result of the capacity of the virus for
antigenic drift and shift. The disease is acute in onset and

can be clinically severe. Viral damage to the respiratory
mucosa predisposes to secondary bacterial pneumonia.
Antiviral agents are available. Immunization is important,
but needs to be kept up to date owing to the frequent
antigenic changes in the circulating virus.

The TB epidemic is larger than was previously estimated,
after WHO had collected new surveillance data from
India. However, the number of TB deaths and the TB
incidence rate continue to fall globally. In 2015, there
were an estimated 10.4 million new (incident) TB cases
worldwide, and people with HIV made up 1.2 million
(11%) of all new TB infections. Six countries accounted for
60% of the new cases: India, Indonesia, China, Nigeria,
Pakistan and South Africa. TB was one of the top 10
causes of death worldwide in 2015.

Primary infection with M. tuberculosis results in a localized
pulmonary lesion, while secondary disease arises from
reactivation as a result of an impairment of immune
function. Clinical diagnosis is supported by
demonstrating the acid-fast M. tuberculosis in sputum.
Effective treatment is available, but long courses of drug
combination