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Introduction
Ross Harvey

Why another book about research methods? The answer is simple. Research is such an
important subject for information professionals - those who work in the field of information
management and information systems - that there will always be a need for effective guides
to it. Research skills are a prerequisite for those who want to work successfully in
information environments, an essential set of tools which enable information workers to
become information professionals. Research methods for students. academics and
professionals: Information management and systems provides such skills and encourages
the information professional to acquire critical and evaluative attitudes. It also has the merit
of being Australian-focused, unique among research texts for information professionals.
Also notable is its multi-disciplinary focus (of which more later).

Research and professional practice

The work of information professionals is being transformed. The information services we
offer, the information products we develop and sell, the information systems we design and
implement, are undergoing rapid change. So, too, is the society in which we operate. We
have a continual need to determine what is happening, how it is changing, how it will affect
our places of work, how it will alter the services we offer. Change and its ramifications is
the most important reason why research is necessary, and why it is here to stay. If you don't
know something about the tools of research and about how to use these tools, then you
cannot be an effective information professional.

Research and professional practice are inextricably linked. Research can and does playa
vital role in professional practice in the fields of information management and information
systems, in corporate, government, educational and community sectors. The most obvious
uses of research in these information environments are for problem solving, for
development, evaluation and improvement of services and systems, and to provide
information before introducing new systems or services (perhaps through the assessment of
user needs). As Williamson notes in Chapter I, research in professional practice is
undertaken for many reasons:

• to assist in understanding the problems and issues which arise in the workplace;

• to add to knowledge in the field and/or provide solutions to problems;

• to maintain dynamic and appropriate services;
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• to meet requirements of accountability;

• to maintain and improve professional status; and

• to provide a body ofresearch fmdings and theory to inform practitioners.

The inescapable conclusion is that information professionals need to be - at the very least ­
intelligent and critical consumers ofresearch. A quote in Chapter 1 emphasises this point
clearly and emphatically:

Research enables professionals to addvalue to theirworkandworkpractices ... [Its
use] distinguishes between professionals whomaintain thestatusquo without question
andthosewhostrive to develop theirworkpractices through continual evaluation and
investigation (Lowe 1999, p. 1).

The bottom line is that all information professionals must be able to read research reports
properly, to understand their contents, and to ascertain whether or not the contents are
appropriate to apply to their own work. Many (but perhaps not all) information
professionals will also require the critical facility and practical skills to be able to conduct
their own research to address workplace problems and issues, to improve practice, and/or to
offer better services and products.

Research methodsfor students. academics andprofessionals: Information management
and systems focuses on producing critical consumers ofresearch. It also goes some way
towards producing researchers in the fields of information management and systems.

A multi-disciplinary approach

Who are the information professionals at whom this book is directed? It is multi­
disciplinary in its approach, with its authors being drawn from information management
(librarianship, archives and recordkeeping) and information systems. Examples are drawn
from these multiple disciplines. This reflects the growing realisation that information
management (or information studies) is redefining itself as a discipline. Formerly discrete
areas (librarianship, archives, records management, information systems as a computing
sub-discipline), they are now coalescing - the impetus being information and
communications technology. The authors come from SIMS (the School ofInformation
Management and Systems) at Monash University; Melbourne. In this School, the
amalgamation ofdifferent disciplinary groups, initially made for pragmatic reasons, has
been the impetus for identifying and developing productive synergies - hence this book.
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One of the outcomes of the multi-disciplinary approach is that this book provides stimulus
for those of us who come from a discrete research tradition. Here the various traditions of
researchare clearlyexplainedand developed withina spectrummodel,withpositivist
traditions at one end, and interpretivist at the other.The information management and systems
discipline, this book makesclear,dealswithall of themin varying mixes.

Anotheroutcomeis the varietyof viewsprovidedby the book's manycontributors based in
different disciplines and researchtraditions. Althoughthe varietyof contributors also
contributes to stylistic variation withinthe book, the readerwill fmd that any unevenness of
style is well and trulyoverriddenby the strengths thisvarietycontributes - a headymix of the
theoretical and the practical,and the stimulation providedby the multi-disciplinary approach.

How to use this book

The structure of this book differs from the usual research methods texts in information
studies (Busha and Harter 1980;Glazier and Powell 1992;Gorman and Clayton 1997;
Powell 1997; Slater 1990). It distinguishes between research methods and research
techniques, on the basis that a research technique for data gathering (for example, focus
groups) can be used with a numberofdifferent methods.Typically books about research
treat technique and method together, thereby implicitlylimitingthe use of a particular
technique to a certain method, for example, questionnaires with surveys.The approach
offered in this book also helps the reader and beginningresearcher to avoid the tendency to
concentrate on a single method or technique to the exclusionofother viable approaches.
The research problem, the research question, has to be the starting point of the research,
with the choice ofmethod(s) and technique(s)consequent on this. One of this book's
strengths is that it presents the palette of methods and techniques from which the researcher
can identify those which are most appropriate to the research problem.

Williamsonacknowledgesthat it is not alwayseasy to differentiate research method from
research technique. Here research method denotes a design for undertaking research,
including the theoreticalbackground to this design. Research techniques are used to
describe the means by which data are gathered and samplesselected. Chapter 1 explains
this further.

The book has four sections. The first, consisting of Chapters I to 4, introduces the subject,
providesa framework for thinking about research, notesmajor issuesand typologies of
research, and describes what is requiredto get startedon a researchproject. Chapter4, a new
chapterin this edition,addresses ethics, accommodating the realisation in recentdecadesthat
theethical implications of our researchhave to be takenseriously. The secondsection
(Chapters 5 to 12)examines researchmethods: survey, case study, experimental design,
systemdevelopment in information systems research, actionresearch, ethnography, historical
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research, and the Delphi method. The third section (Chapters 13 to 16) describes techniques
used for data collection: questionnaire design, interviewing, focus groups, and ethnographic
techniques, including observation. The fmal section (Chapters 17 and 18) deals with data
analysis, and evaluation ofpublished research. A Postscript poses questions which will
encourage further thinking about the role and conduct of research in information management
and systems.

What the book does not cover

Inevitably a book of this nature will have omissions. Not present are some of the techniques
occasionally applied in research in information management and information systems. The
most obvious of these are bibliometrics and its offspring citation analysis, and content
analysis. Bibliometrics is a technique which counts and interprets data gathered from and
about publications. (Currently a claim is being made to allow webometrics into the echelon
of research techniques.) Content analysis is used to analyse a body ofliterature and deduce
from this analysis some characteristics of the literature, such as identification of themes and
how frequently they occur.

Warranty statement

Finally, a guarantee of quality. The contents of this book have been road-tested with
students and academics from several disciplines at several universities. Their input has been
helpful, gratefully received, and incorporated into the text of the book. In research terms,
the contents have been refereed and found to be authoritative!

References for Introduction

Busha, Charles H. and Harter, Stephen P. (1980). Research methods in
librarianship: Techniques and interpretations. Academic Press: Orlando, NY.

Glazier, J.D. and Powell, R.R. (1992). Qualitative research in information management.
Libraries Unlimited: Englewood, Co.

Gorman, G.E. and Clayton, Peter. (1997). Qualitative research for the information
professional: A practical handbook. Library Association Publishing: London.

Lowe, D. (1999). Introduction to research in relation to professional practice.
Unpublished paper. School of Information Management and Systems, Monash
University, ~aulfield, Vic., p. 1.
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Powell, Ronald. (1997). Basic research methods for librarians. 3rd edn. Ablex: Norwood,
NJ.

Slater, M. (ed.). (1990). Research methods in library and information studies. Library
Association: London.



Introduction

The introductory section, Chapters 1 to 4, introduces the subject of research methods,
provides a framework for thinking about research, discusses major philosophies and
typologies, and describes the preliminaries required for a research project. The role of
research in professional practice is highlighted in Chapter 1.



CHAPTER 1
Introduction to research in relation to
professional practice
Kirsty Williamson with Frada Burstein and Sue McKemmish

Objectives

At the end of this chapter you will be able to:

• understand how research is defined;

• have begun to learn some of the specific terminology used by researchers;

• understand the major elements of a research project and how they are covered in this
book;

• be aware of the roles which research can play and should play in professional practice;
and

• understand the kinds of workplace issues which might warrant research.

Introduction

This introductory chapter considers how research is defmed, both in general and more
specific ways. This will lead to the roles which research can and should play in professional
practice, particularly in the field of information management and systems - in corporate,
government, educational and community sectors.

For many of you, some of the terminology used to describe research methodology will be
new. A glossary ofterrns describing various aspects of research, is included at the end of the
book. It would be a good idea to check it over now, and then be sure to refer to it as you meet
an unfamiliar term along the way.
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What is research?

The need to know, to interpret the enviromnent or the world, is basic to us all. There is a
sense in which research is simply one of the fundamental activities of human beings. The
main difference between our everyday activity and formal research is the rigour and
discipline with which the latter is carried out and the making of that process highly self­
conscious. Below are a number of different definitions, not all from the 'information' field.
The first two are very simple; the second two a lot more complex.

Research is any conscious premeditated inquiry - any investigation which seems to
increase one's knowledgeof a given situation (Goldhor 1972, p. 7).

Research is a systematic investigationto find answers to a problem (Bums
1990, p. I).

Research ... [is] an organised, systematic,data-based, critical, scientific inquiry or
investigation into a specific problem, undertakenwith the objective of finding
answers or solutions to it (Sekeran 1992, p. 4).

For the social scientist or researcher in applied fields, research is a process of trying to
gain a better understandingof human interactions. Through systematic means, the
researchergathers informationabout actions and interactions, reflects on their
meaning, arrives at and evaluates conclusions, and eventually puts forward an
interpretation(Marshall and Rossman 1995,p. 15).

The third of these definitions emerges from the positivist tradition of research, which sees
links between the ways in which the natural sciences and social sciences should be
investigated. The emphasis in this tradition has been on the collection of quantitative data,
which are data in the form of numbers collected by techniques such as questionnaires and
other instruments of measurement. The fourth comes from the interpretivist approach,
which emphasises meanings created by people and data which are qualitative (or in the
form of words), collected by techniques such as interviews and observation. However, at
least some of the time, both types of data and data collection are used by both types of
researchers. The two different traditions are described in Chapter 2.

A fifth definition comes from Hernon (1991). It encompasses all styles of research and is
said to cover the types of research in library and information studies:

Research is an inquiry process that has clearly defined parametersand has as its aim,
the:

• Discoveryor creation of knowledge, or theory building;
• Testing, confirmation, revision, refutation of knowledge and theory; and/or
• Investigationof a problem for local decision making (Hernon 1991, pp. 3-4).
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In professional practice in information environments, the most obvious uses of research are
for problem solving, for development, evaluation and improvement of services and systems,
or to provide information before introducing new systems or services (probably through the
assessment of user needs). This should not rule out 'theory building', which provides an
important underpinning for all professions. The role of theory will be discussed in
Chapter 3.

Research is often described as a linear, organised process. In fact, it is a good idea to realise
that usually the process is less under control than the text books indicate. Figure 1.1 (The
island ofresearch) is provided with 'tongue in cheek', but contains more than an element of
truth! As Marshall and Rossman (1995, p. 15) say: 'real research is often confusing, messy,
intensely frustrating, and fundamentally nonlinear'.

Basic versusapplied research

There are many ways of categorising and discussing research. As already mentioned, in
Chapter 2 we shall explore the two major traditions of research. For now, the discussion
concerns the categories of basic and applied research.

Basic research, also referred to as pure, fundamental or theoretical research, is primarily
concerned with deriving new knowledge and is only indirectly involved (ifat all) with how
that knowledge will be applied to specific, practical problems. Basic research tends to focus
on theory building and/or hypothesis testing. It extends horizons in a general, fundamental
way. (See Box 1.1 for examples of basic research.)

Applied research is concerned with solving specific problems in real life situations. It is much
more pragmatic and emphasises information which is immediately usable in the solution of
actual problems. It is more likely to be the type ofresearch which is applicable to information
environments and in business. In terms of information environments, an example might be the
evaluation of whether an innovative system ofelectronic recordkeeping is meeting the needs of
users. In the business environment, an organisation contemplating a paperless office and a
networking system for the company's personal computers, may conduct research to learn the
amount of time its employees spend at personal computers in an average week (Zikmund 1994,
p.7).

In fact, the distinction between basic and applied research is not clear-cut. Many of the same
techniques are used in both. Research can be practical (applied) and still generate new theory
and make a contribution to fundamental knowledge. Conversely, the findings ofbasic or pure
research will often have practical applications in the long term. (See Box 1.2 for an example of
basic research with 'applied' elements.)
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Box 1.1: Examples of basic research

I. A study (Williamson 1995) investigated the information, communication and
telecommunications needs of older adults, aged sixty and over, along with the
behaviours associated with these. This included a fundamental examination of
the ways in which older people communicate: how they establish and maintain
relationships which are important to their lives and how they seek and/or acquire
information which they need for everyday living. Also included was the
involvement of the telephone in information seeking and communication. There
was no specific problem to solve, but a wealth ofdetail, helpful in understanding
communication and information-seeking behaviour, emerged from the study.
There was also a contribution to the theory of information-seeking and
communication behaviours.

2. Another example of basic research is from the information systems field
(Paranagama and Burstein 1996). This research established the influence of the
personality types of managers. It looked at the ways personality types influenced
preferences when managers make decisions with multiple evaluation criteria.

Box 1.2: Example of basic research with 'applied elements'

Returning to the first research example in Box 1.1 above, it was found that a number
of respondents with limited mobility had incorporated some of the rituals of social
intercourse into their use of the telephone. In one case, a female respondent who was
eighty-three years old and virtually housebound, had daily 'drinks on the phone at 5
o'clock' with an elderly male friend, who was in a nursing home on the other side of
Melbourne. In another case, a respondent recorded in her diary that when her cousin,
George, rang from England he suggested that next time they talked on the phone they
make a cup of tea beforehand and drink it together (Williamson 1995, p. 233). The
question which arises from this finding is: what telecommunications equipment will
enhance the lives of people in this kind of isolated position? It could be a video
phone, for example. This is an example ofbasic research having practical
applications.

In the same research, respondents indicated that they faced barriers in the use of new
technology, especially computers. Because of the likely disadvantages for older
people in the age of the information super highway, this finding has led to further,
more 'applied', study aimed at breaking down those barriers.
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The major elements of a research project or proposal

As willbe discussed in Chapter2, the elements of research projectsmay differaccording to
whether the studyis positivist or interpretivist, although thereare steps whichare common to
both typesof research. Veryoftenresearchers need to develop researchproposalsand these
mostly haveelements closely related to the research steps. Mostof the stepsor elements, listed
below, are discussed in greaterdepth in laterchapters. It is quitedifficult to fmd information
on the writing of research proposals in general socialsciences textsor research methods texts.
Sometimes university research offices provideinstructions for their students and thereare
chapters in the information management literature. For example, Powell(1997) and Busha
(1980)bothprovidechapters on thisaspect. An old reference whichstill has relevance is
TumeyandRobb (1971). Sometimes bookson research methods includesections on the
writing of researchreports. See, for example, Borg,Gall and Gall (1993);Bouma(1996);
Busha(1980);and Powell(1997).

Research projectelements

The main elementsof researchprojects are:

• research questions or objectives. Hypotheses, if appropriate (see Chapter3);

• literature searchlliterature review/theoretical framework (see Chapter3);

• research design:

• description of sample (see Chapter13)- note that not all research designs include a
sample;

• method and techniques to be used for the research (see belowfor the methods and
techniques coveredin the book);

• analysis offmdings (see Chapter17);and

• interpretation and reporting of fmdings, and the writing of conclusions. (This elementis not
part of a researchproposal, but ratherof the research report. It is mentioned brieflyin
Chapter18, in relation to critiquing published research.)



Introduction to research in relation to professional practice 11

Book'scoverage of methodology, methods, and techniques

Chapter 2 gives extensive coverage of research methodology, in terms of the major
philosophies of research. The broad issues of positivist and interpretivist research, and their
relationship to quantitative and qualitative methods, are discussed in this chapter.

The book includes the following research methods: survey (Chapter 5), case study (Chapter
6), experimental design (Chapter 7), system development in information systems research
(Chapter 8), action research (Chapter 9), ethnography (Chapter 10), historical research
(Chapter II), and the Delphi method (Chapter 12). Coverage of techniques used for data
collection are: questionnaire design (Chapter 14), interviewing (Chapter 14), focus groups
(Chapter IS), ethnographic techniques, including observation (Chapter 16).

In the book, it was decided that a distinction should be made between 'research methods'
and 'research techniques'. This is because a research technique, such as the questionnaire, is
used in a number of different methods. It therefore makes sense not to treat it just as part of
survey design, as typically occurs in books on research methods.

To describe what distinguishes a 'research method' from a 'research technique' is not
always an easy task. In this book, a research method provides a design for undertaking
research, which is underpinned by theoretical explanation of its value and use. Techniques
for data gathering (such as questionnaires and surveys) and sample selection are usually
included as part of this design. Given that sampling is not, on its own, a research method, it
is grouped with techniques in the book, despite the important theoretical component
involved.

The role which research can and should play in professional
practice

Introduction

This section begins with some general reasons why research is important to professional
practice in a range of fields. It then provides discussion of the key professional areas covered
by this chapter: librarianship/infonnation management; archives and records, which comes
within the scope of information management; and information systems. Although these are
treated separately, it should be remembered that there is an overlap of some of the issues.
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Why undertake research in professional practice?

Thereare severalreasons whyresearch shouldplaya part in professional practice. These vary
somewhat according to the professional categories involved, but the answers include:

• to assistin understanding the problems and issueswhicharise in the workplace;

• to add to knowledge in the field and/orprovidesolutions to problems;

• to maintain dynamic and appropriate services;

• to meet requirements of accountability - researchis important in the age of accountability
as it can assist in policyformulation and providedata to justifypresent funding or
increased funding;

• to maintain and improve professional status- it is generally believedthat highquality
research assists in improving the statusof a profession; and

• to providea body of research findings and theoryto informpractitioners - professionals
therefore need to be intelligent, criticalconsumers of research.

Research in Iibrarianship/information management

Research can playa valuable part in the practiceof information professionals. The profession
will flourish where information workers develop inquiring frames of mind,underpinned by an
understanding ofresearch. It meansthat theycan use theseskillsto servicetheir clientsbetter,
to evaluate theirproductsand policies, and to writegrantproposals. Lowe(1999)makesa very
strongstatement aboutresearch in relationto information professionals:

Research enables professionals to add valueto theirworkand workpractices ... [Its use]
distinguishes between professionals whomaintain the statusquo withoutquestion and
thosewhostriveto develop theirworkpractices through continual evaluation and
investigation (Lowe1999,p. I).

Hernon(1991) postulates that research can play an importantrole whereverwork is
primarily intellectual and draws more on thinkingprocesses than manualprocesses and
routines.Librarianship, he argues, is well suited to benefit from research because it involves
planning,management, decisionmakingand other intellectual activities aimed at the
resolutionof specific information needs and, ideally,providing the best service possible
(Hernon 1991,p. 9).



Introduction to research in relation to professional practice 13

In taking up the issues outlined in the section above it is clear that there is much to be
gained in informationsettings by using research to understandproblems and issues which
arise in the workplace. Research can add to knowledgeand, in many cases, provide
solutions. One example is research to develop performance indicators needed by all types of
libraries. (See, for example, Broadbent and Lofgren(1991) and D'Avigdor (1997).)
Another is the Digital Library Initiative in the USA which encompassesa number of
research projects concerned with technologicalsolutions for libraries. The projects are
lookingat ways in which libraries can expand their service delivery models to use
technological developments. The National Science Foundation (NSF), National Aeronautics
and Space Administration(NASA) and Defence Advanced Research Projects Agency
(DARPA) are the major fundingbodies. For a list and outline ofprojects, see:
http://dlt.gsfc.nasa.gov/Projects/Abstracts/projectRDL.shtrnl.

Research also has an important role to play where a majorgoal is the development or
maintenance of services, as is the case withall typesof libraries. If information servicesare to
remain viableand relevantto theirclientele, information specialists mustcontinueto assess
needsand evaluatetheir services, and to explorenewapproaches and methods for doingso.
This also involves professionals keeping on the 'cuttingedge', so that newand future user
needsand demands can be predicted. As part of providing serviceto clients, it is also
important to understand their information-seeking behaviour, for example, theirpreferences for
sourcesof information and formats. Williamson (1997) and Kirk(1997) provideexamples of
this kind of study.

With respect to meeting the requirements of accountability, information professionals will
undoubtedly attest to the fact that increasingly financial accountability and other typesof
accountability are permeating everyfacetof their livesat work. The methods and techniques of
research are valuable forjustifyinglibraryservices, as wellas supporting all major decisions
and policies. In the case of manylibraries, there is constantpressureto justify servicesand
prove that theyare vital to the continued development of the communities they serve.Research
can also assist in policy formulation and providedata to justifypresent funding or increased
funding.

The issueof statusof the libraryand information profession in relationto researchis raisedby
Lowe(1999) whopointsout that:

Theapplication of research todaily work practices can improve professional status
because it enables librarians toadd value, or a perception ofvalue, to their users. In
thisway they raise user expectations, andmake their services more desirable and vital
within their particular user community (Lowe 1999, p. I).

Hernon (1991) takes this issue further, suggesting that library and informationstudies
should aim for the status ofa discipline, as well as ofa profession, and emphasising the role
of research in the process.



14 Research methods for students, academics and professionals

Recognition as a discipline should provide LIS [library and information science] with
increased recognition andnurturing byotherdisciplines and professions. More
importantly, a discipline onlygrows andthrives if itsbodyof basic andapplied
research increases. Such research may sustain a discipline, provide a basis for the
development of new fields of inquiry, andsuggest approaches forstudying problems
(Hernon 1991, p. 9).

The last point in the section above, concerns the need for professionals to be intelligent
consumers of research. On this point, Hernon (1991, pp. 11-12) concludes that
professionals need to be trained to understand and apply research findings. The ability to
read research reports with discernment is a very important first step in making use of the
findings, if appropriate, in their own work. Professionals also need to be able to articulate
research findings, and their importance, to library decision makers and to colleagues inside
and outside their own organisations.

Grounding research in professional practice

To this point, the emphasis has been on the need for research in professional practice.
Conversely, there is also a strong argument for library and information studies academic
research (including that undertaken by students) to be grounded in professional practice. For
example, Van House (1991) says:

Theory provides the underlying concepts and methods fordiagnosing andsolving
problems; practice supplies the problems andtests the utility of results. Innovation
consists of bringing these two areas together: Looking to the profession for new
questions to be answered using the methods andconcepts of thesocial sciences; or
starting with social scientific knowledge and looking at new applications in the
professions (Van House 1991, p. 88).

This is similar to Biggs' (1991) view that researchers should form partnerships with
practitioners: 'The practitioners communicating concrete problems of practice, the
researchers devising ways to study and solve them, and the practitioners then testing and
applying solutions' (p. 82). The Editor of Library Trends (1998) puts this slightly
differently in saying that academics and practitioners share the responsibility for research in
the complementary roles that they play in professional practice.

McClure (1989) explores these issues in relation to increasing the usefulness of research for
library managers. He lists a set of propositions, which include:

• Research NOT initiated or at least agreed upon bythose libraries or librarians
most affected is unlikely to have much impact ...
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• The greater the interaction between the researcher and the primarystakeholders
during the research project, the betterthe impactof the research for decision
making ...

• Research resultswhichdo not includecarefullydesigned, practical, step-by-step
guidelines, for implementing results in a specificcontextare likelyto have less
impact ...

• Whenresearchers serve as consultants, they greatly increase the likelihoodthat
research findings will havean impact on librarydecision making(McClure 1989,
pp. 285-287).

With regard to the last proposition, McClure (1989, p. 287) says that 'the model of
interaction between a researcher and a client offers a powerful approach for increasing the
usefulness of research'.

Others who discuss this issue include Hoadley ( 1991) who believes that librarians,
themselves, should be involved in research. She outlines a number of constraints to
practitioner involvement in research, as well as strategies to overcome these barriers. The
latter include research interaction among practising librarians and academics from library
and information studies and other faculties; continuing education related to the use of
different research methodologies; more involvement in research opportunities; the
incorporation of research committees or units into libraries; and making research an integral
part of Iibrarianship.

The role of conferences which involve practitioners and academic researchers is crucial in
the development of research partnerships and the fostering of research related to
professional practice. In Australia there are many conferences which are appropriate,
including the Biennial Australian Library and Information Association (ALIA) Conference
and conferences for various interest groups.

Other issues for library and information studies research

An examination of the library and information studies literature indicates that there is very
little cross-sectoral research in the field. Academics and practitioners tend to confine their
research to one library sector, particularly the academic sector. Related to this is a broader
issue raised by Biggs (1991), Van House (1991) and Grover and Greer (1991), namely the
need for a cross-disciplinary approach to library and information studies research, so that it
is placed in a larger context, especially of social science theory. As Van House says, by
borrowing approaches from other fields, library and information studies researchers will be
encouraged to take a fresh look at problems and generate new solutions (Van House 1991,
p. 85). Grover and Greer (1991) mention the following fields, within the family of social
and behavioural science, as useful for library and information studies researchers to draw
upon: history, anthropology, psychology, sociology, economics, communication, political
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theory, etlmographyand linguistics. For the study of information systems, they list: theory
from management, engineering, physics, systems theory, organisational theory, and other
applied areas of inquiry (Grover and Greer 1991, p. 106). All of these writers also discuss
the importance of the generation of applicable theory. An Australian writer (Maguire 1989,
p. 1) regrets the lack of fruitful argument about theory amongst Australian researchers. A
contrasting view of interdisciplinary research is presented by Gatten (1989) who sees
'paradigm restrictions', or problems arsing from different disciplinary approaches.

Another issue, raised by Lynch (1991), is that of qualitative versus quantitative research in
the field. Grover and Greer (1991, p. 107) take up this point, seeing library and information
studies research as often having been focused on the technologies of the profession rather
than on the clientele. They see a paradigm shift, suited to contemporary society, which
recognises a greater complexity of relationships among phenomena and which has provoked
a concern for people. These views reflect a landmark paper, focusing on information needs
and uses (Dervin and Nilan 1986), which called for an alternative to the all-pervasive
quantitative approach to the study of information behaviour. This paradigm shift has
resulted in a more frequent focus on 'the user'. Qualitative research methods are seen as
being favoured in this new paradigm. (These issues are discussed in detail in Chapter 2.)

Finally, in the librarianship/information management field, there has been considerable
discussion of the topics needing research and in some cases research agendas have been
developed. Examples of topics and research agendas are Lynch (1991); Research notes
(1988); and Whitlach (1992). Maguire (1989) discusses topics of particular interest to
Australian researchers.

A number of the references noted above come from a book by McClure and Hernon (1991)
entitled Library and information science research: Perspectives and strategies for
improvement which includes a range of chapters discussing the issues of research in relation
to professional practice. There are also chapters which are specific to research in public
libraries (Durrance 1991); school libraries (Fitzgibbons and Callison 1991); special libraries
(Matarazzo 1991); and academic libraries (Townley 1991). Another excellent reference
with regard to research in academic libraries is Lynch (1990).

Archives and records 1

Although the field of archives and records comes within the scope of information
management, it is treated as a separate area in this chapter. As a field of study,
recordkeeping is also closely associated with the disciplines of social science, history and

I The contribution of Professor Ross Harvey of Charles Sturt University to this section of Chapter 1 is
acknowledged with thanks.
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law. Indeed archival science itself is a very old discipline with close links to the study of
law, diplomatics and paleography.

In more recent times, research in records and archives has experienced a rebirth as
professional challenges relating to electronic recordkeeping have led to a questioning of the
applicability of traditional theories and practice to managing records in cyberspace. As is
the case with both information management and information systems, records and archives
research and educational programs have been very closely related to practice. Much
record keeping research in recent years has involved collaborative projects with academic
and industry partners. The recordkeeping community in Australia and internationally has
been vitally concerned with the quality ofpublic and corporate recordkeeping in electronic
environments, recordkeeping-related issues concerning the reliability, accessibility and
accountability of online activities and services, and the persistence and accessibility of
records of continuing value to society. Major problems in electronic recordkeeping have
been linked to the lack of controls, frameworks and standards in this rapidly evolving area.
The response to these concerns has been a proactive, innovative, collaborative approach to
the research and development role.

In recent times, recordkeeping research has continued to draw extensively on the theories,
models and methods of the disciplines of history and law, but increasingly it has also looked
to sociology and information studies. Like their counterparts in information management
and information systems, recordkeeping researchers have been involved extensively in the
'reinvention' of practice, generating theories and models about recordkeeping that are being
applied and tested by practitioners in rapidly emerging and changing information
environments.

Another emerging characteristic of recordkeeping research is involvement in multi­
disciplinary research relating to the information ecology, information and knowledge
management in enterprises in networked environments, and global initiatives relating to
metadata management regimes. An Australian example is the inclusion of recordkeeping
research in the work of the new Enterprise Distributed Systems Technology Collaborative
Research Centre (http://www.dstc.edu.au/EDST/).

Research in information systems

Most of the issues discussed above, both in the general context and in relation to library and
information studies, are also applicable to the information systems field. As a field of study
information systems is also very closely related to practice and researchers and practitioners
are constantly engaged in the reflective loop. Information systems researchers draw
problems for investigation from practice and the results of their studies usually generate
theories, which need to be applied and tested by practitioners in the context of the-real
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world information systems. Information systems researchers are very conscious about the
usefulness of their research results to industry as well as the rigour of their approaches and
their contribution to the core knowledge of the information systems field. Information
systems is a relatively young discipline which is still in the process of building its core
theory. When talking about the future challenges of information systems research Keen
(1991) argued that the relevance of information systems research to its audience
(information systems practitioners and academics) is still the major concern of the field. He
asserted that: 'Until the relevance is established, rigor is irrelevant. When the relevance is
clear, rigor enhances it' (Keen 1991, p. 47).

The field of information systems is commonly recognised as a multi-disciplinary, applied
discipline. This results in a large number of research studies, which are conducted applying
the methods borrowed from related disciplines, such as organisational theory, behavioural
psychology, and management science. Such a 'secondary' methodological approach is
sometimes criticised in the research literature and questions are asked about the 'purity' of
information systems as an independent academic discipline (Weber 1997). Information
systems researchers are still actively engaged in defining the core of the information
systems discipline, with the aim of formulating some general theories to be tested in
empirical studies (Alter 1999; Watson et a1. 1999).

Information systems practitioners are actively engaged in research processes through
participation in surveys, case studies and action research initiated by researchers. On the
other hand, professional societies, such as the National Australian Computer Society,
International Association for Information Systems and the Association ofComputing
Machinery, are actively involved in the process of dissemination of research results in a
wider professional community through annual conferences and journal publications.
Electronic discussion groups and mailing lists (for example, ISWORLD) and World Wide
Web resources (such as ISWorld Net http://isworld.dis.unimelb.edu.au/isworld.htrnl) serve
as useful media for sharing current topics of interests between researchers and professionals.

Conclusion

This chapter has covered a range of introductory issues concerned with research in the field
of information management and systems. Definitions are important for anyone beginning
the research journey. The chapter attempts to include a taste of the definitional diversity in
its purview.

A major focus of the chapter is the role of research in professional practice. Here there is
much common territory for information management, including archives and recordkeeping,
and information systems. There is also an individual flavour for each of these key
professional areas and this emerges in the separate sections which conclude the chapter.
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Discussion questions

• Why is research important to professional practice?

• How can high quality research, relevant to the workplace, be achieved?

• How can information professionals be encouraged to monitor the research literature and
learn from it for their professional practice?

• What could be key questions or issues which might warrant research in the type of
professional practice which is relevant to you?
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CHAPTER 2
The two major traditions of research
Kirsty Williamson with Frada Burstein and Sue McKemmish

Objectives

At the end of this chapter you will be able to:

• understand the major philosophical debates in the research field at an introductory level;

• understand the differences between deductive and inductive reasoning;

• describe positivist approaches to research and the ways in which they have been used
traditionally;

• describe interpretivist research approaches and the ways in which they are applied;

• perceive ways in which quantitative and qualitative methods can be usefully combined
to investigate problems in professional practice; and

• understand how the different research methods have been used in professional practice.

Introduction: The two major traditions of research

In this chapter we examine the two major traditions of research in the social sciences. The
first is termed positivist, where researchers attempt to apply research methods used in the
natural sciences to the social sciences; the second interpretivist (sometimes written as
interpretive), where researchers emphasise the meanings made by people as they interpret
their world. These philosophies are sometimes referred to as ontologies, meaning they are
approaches to social inquiry which are based on particular assumptions. An understanding of
these philosophies is necessary, along with key terms, if professionals are to integrate
research effectively into professional practice. Remember that a glossary of these labels, and
other major terms used to describe various aspects of research. is included at the end of this
book. The chapter begins with reasoning styles which are important to understand in
relation to these schools of thought and concludes with particular examples of the ways in
which research has been used in professional practice.

The positivist and interpretivist traditions ofresearch have, by and large, been considered to be
very different; in fact, dichotomous. The debate about these approaches has been taking place
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sinceat least the mid-nineteenth century(Hanunersley1992, p. 39). It is fundamentally
epistemological, whichmeansthat it is concerned withquestions such as: 'what constitutes
knowledge?' and 'how is knowledge formed?'

As part of thisdebate,qualitative approaches to research are mainly,but not exclusively, linked
with interpretivism and quantitative approaches are linkedwithpositivism Any attemptto
understand the debate is confused by the differentlabelswhichare sometimes used to describe
the sameor very similarresearch approaches. This reflects the complexity of the differences
betweenthe manyphilosophical schools of thought associated with researchmethods in the
socialsciences. Thosedifferences may sometimes be verysubtle.For those who wishto go
beyonda basicunderstanding, Blaikie(1993)and Denzinand Lincoln(1994)offer profound
and stimulating discussions.

Reasoning styles

Beforediscussing positivism and interpretivism, it is necessary to examinetwo stylesof
reasoning, withwhich the approaches are associated: 'deductive' and 'inductive' reasoning
styles. Deductive reasoning is mainlyassociated with the scientific (or positivist) approachto
research. Interpretivist approaches are associated with inductive reasoning. These differences
willbe described further below in relation to the discussions of the two schools.

Deductive reasoning

Deductive reasoning is linkedwith the hypothesis testingapproachto research. With deductive
reasoning, the argument movesfrom generalprinciples to particularinstances, for example:

I. Peoplewhoare agedsixty or over are unlikelyto be usersofthe Internet.
2. Tom Carteris agedseventy-five.
3. Therefore Tom Carteris unlikelyto be a user ofthe Internet.

In this example, the first two statements are the premises, and includea generaland a specific
statement. The thirdstatement, or conclusion, is specific. The truth of the premises guarantees
the truthof the conclusion.

Inductive reasoning

Inductive reasoning beginswith particularinstances and concludeswithgeneralstatements or
principles. An exampleis: Tom Carter, Jim Brownand Pam Eliot, whoare all aged sixty or
over,are not usersofthe Internet. If there were manyother instances whichwere identical and
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only a few that were not, it could be concluded: Peopleaged sixtyor over are unlikelyto be
usersofthe Internet.

Inductive reasoning is associated with the hypothesis generating approach to research. Field
work and observations occur initially and hypotheses are generated from the analysis of the
data collected. Thus if data were collected which showed that a large majority ofpeople aged
sixty or over were not using the Internet (in comparison with those aged under sixty), it could
be hypothesised that: Olderpeople (agedsixtyor over) are less likelythanyoungerpeople
(agedundersixty) to be usersofthe Internet.

Positivism and post-positivism

Although the positivistparadigm has been mainly associated with quantitativemethods of
research, qualitative methods are also used, particularly by post-positivists (Myers 1999;
Denzin and Lincoln 1994). Paradigm in this context means 'a set of interrelated assumptions
about the social world which provides a philosophical and conceptual framework for the
systematic study of that world' (Kuhn 1970, p. 10). The term positivist was first used by the
philosopher Comte, one of the founding fathers of sociology, in 1830. Later, in the 1920s, a
brand ofpositivism, known as 'logical positivism', was developed by a group of scholars
known as the Vienna Circle, members of which moved to the USA in the 1930s.

The central themes ofpositivism are:

• the claim that the natural sciences and the social sciences should be investigated in the
same way. Like scientific research, positivist research seeks to link cause and effect.
The goal is the ultimate unification of all sciences (Dick 1991, p. 232); and

• the proposition that all scientific knowledge is based on experience (empirically
observable impressions). Positivists consider that knowledge can only be based on what
can be objectively observed and experienced (empiricism).

Positivists see the world as a collection of observable events and facts which can be measured.
Hence the emphasis on quantitative data in this paradigm Conunon research designs most
likely to be linked to the positivist paradigm are 'experimental design' and 'survey', provided
the latter is carried out with rigour. For example, the sample must be scientifically selected and
principles of validityand reliability must be adhered to. Validity and reliability are complex
terms. The former is concerned with accuracy. Validity in measurement refers to the extent
to which a research instrument measures what it is designed to measure. Reliability is
concerned with obtaining consistent, stable research results with replication, that is, when a
study is repeated. For a deeper understanding, see Powell (1997, pp. 37-42).



28 Research methods for students. academics andprofessionals

Positivist research designs

Positivist research is basedmainlyon deductive stylesof reasoning, as used in the natural
sciences. Firstly, the deductive or hypothesis testingstylebeginswith theories and models. It
defmes variables for study(for example, age oflibrary usersand their frequency of library
use),predicts their relationships through the framing of hypotheses and tests thosehypotheses.
The sampleis randomly selected and mostly quantitative dataare collected, although
qualitative datamayalsobe included. Generalisations are eventually made. This searchfor
general laws,centralto the positivist approach is termednomothetic whichmeans, literally,
'pertaining to the searchforgeneral laws'.

The deductive processis seenas clear-cut and linear, as illustrated in Figure2.1 (although
remember the islandof research in Figure 1.1).

The aimof deductivists is to refutetheir hypotheses, or to falsify them.Karl Popper is the best
knownexponent of this approach. According to Popper, deduction involves the ' ... putting
forward of a tentative idea,a conjecture, a hypothesis or set of hypotheses that forma theory'
(Blaikie 1993, p. 145). The hypotheses are then testedby the collection of observations or the
undertaking of experiments. If the data are not consistent with the hypotheses, the lattermust
be rejected, and the theory regarded as false. Very importantly, if the data are consistent with
the hypotheses, ' ... the theory is temporarily supported, it iscorroborated, not proved to be
true' (Popper1959, pp. 32-5,cited in Blaikie 1993, p. 145). This mustbe emphasised: both
hypotheses and theories are supported by thedata,not proved. Powell (1997,pp. 12-44)
provides a detailed and complex discussion of the processes involved in the deductive
approach. Bushaand Harter's (1980) account of the scientific methodof research is easier
reading.

Post-positivism

Although post-positivists, likepositivists, assume that reality exists, the former believeit is not
easy to discover' ... becauseof basically flawed humanintellectual mechanisms and the
fundamentally intractable natureof phenomena' (Denzinand Lincoln1994, p. 110).Post­
positivists therefore believethat reality mustbe subjected to the widestpossiblecritical
examination. Research methods involve the use of morenatural settings and the soliciting of
emic(or insider) views, as opposedto a reliance on outsider(or eticperspective). Qualitative
methods are therefore important. This approach hassomesimilarities with interpretivist
perspectives (discussed below).
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Interpretivism

This is an umbrella term which is mainly associated with qualitative methods of research, but
quantitative techniques can also be used. Researchers who are interpretivists favour
naturalistic inquiry (where field work usually takes place in the 'natural setting') and are
concerned with 'meaning'. They believe that the social world is interpreted or constructed
by people and is therefore different from the world of nature. The school had its origins in
hermeneutics, an intellectual tradition concerned, originally, with the interpretation of texts,
but later of social life. The central tenet of interpretivism is that people are constantly
involved in interpreting their ever-changing world. They develop meanings for their
activities together, that is, they socially construct reality, as analysed in the famous book,
The social construction ofreality: A treatise in the sociology ofknowledge (Berger and
Luckmann 1967). They also make sense of their world on an individual basis, that is, they
develop their own meanings, which often differ from one person to another. In other words,
they personally construct reality, as postulated by Kelly (1955). This latter process is
encapsulated in Dervin's 'sense making' theory, which has had a major impact in the
information management field. (See, for example, Dervin (1992); Dervin and Nilan
(1986).) According to Dervin, people are constantly involved in making sense of, or
interpreting, their world.

Constructivism is a key interpretivist paradigm. Other perspectives are critical theory
(discussed in Chapter 10) and phenomenology which penetrates the essences of human
experiences by focusing on phenomena or the 'things themselves' (Sutton 1993, p. 414). It
involves description and classification of those phenomena, embracing' ... the host of
personal meanings that are derived from the context of direct experiencing' (Bums 1990,
p. 9). The sociological theory which is most in keeping is symbolic interactionism which
emphasises the individual as a creative, thinking entity, capable of choosing behaviour
rather than simply reacting to large-scale forces, as implied by functionalist theories.
Ethnography, which was developed by anthropologists for the study of culture, is a key
method used by interpretivists.

To add to the complexity, another umbrella term under which all these various conceptual
approaches can be gathered is simply qualitative research (Patton 1990; Mellon 1990;
Gorman and Clayton 1997). Other types of research which are considered 'qualitative' are
case study and historical research, although the former often uses combined quantitative
and qualitative approaches. (See discussion about combined methods, below.)

The perspectives of interpretivists

Regardless of particular labels, interpretivists see themselves as dealing with multiple
realities which ar- socially and individually constructed. Guba and Lincoln (1981) refer to
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these multiple realities as the layers of an onion, nesting within or complementing each
other. 'Each layer provides a different perspective of reality, and none can be considered
more "true" than any other' (Guba and Lincoln 1981, p. 57).

Interpretivist researchers regard their research task as coming to understand how the
various participants in a social setting construct the world around them (Glesne and Peshkin
1992, p. 6). Their concern is with the beliefs, feelings and interpretations of participants,
who are also often referred to as actors, and with recording these perspectives as accurately
as possible. They therefore often provide some opportunity for participants to comment on
what has been recorded about them. Good interpretivist researchers are aware there can be
difficulties in understanding fully the perspectives of others very different from themselves.
Glesne and Peshkin discuss this problem at length, examining also the impact of
postmodernism.

The researcherbecomesthe main research instrumentas he or she observes, asks
questions and interactswith research participants. The concernwith researcher
objectivity is replacedby a focuson the impactof subjectivityon the research
process ... [Postrnodernists look] ... carefully for ways in which the historical and
cultural context shapes the researcher's preconceptions. Postmodernists are
particularlyconcerned with issues of' intersubjectivity', that is, how researcherand
researched affect each other (Glesne and Peshkin 1992,pp. 6 and 10).

Sutton (1993, p. 423) believes that 'the incorporation of the researcher into the field of research
is inconsistent with the paradigm of the researcher as neutral observer' and points out that •...
one can understand something observed only through the tinted lens ofone's own experience'.
He sees the fact that the researcher inevitably has a point of view as a strength, as a source of
insight and understanding, as long as there is an awareness of it (Sutton 1993, p. 425).

Interpretivist research designs

Research designs are mainly based on inductive reasoning. Researchers attempt to make
sense of the situation, without imposing pre-existing expectations (Patton 1990, p. 44). Data
are collected, analysed, and then' ... researchers develop concepts, insights and understanding
from patterns in the data ...' (Reneker 1993, p. 499). This is similar to the use of induction in
grounded theory (Glaser and Strauss 1967) which is theory literally built from the ground
upwards, that is, from data observed and collected in the field.

Interpretivist researchers plan their studies, but are much less 'linear' in their approach than
positivist researchers. They undertake a literature search to gain an understanding of their topic,
they develop theory and research questions and they plan how they will collect their data. On
the other hand, they 'seek to be totally open to the setting and subjects of their study' (Gorman
and Clayton 1997, p. 38). For example, it might be that the initial stage ofdata collection
reveals unexpected perspectives on research questions. The researcher may then adjust the
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research questions and data collection plan to takethesenewperspectives intoaccount. The
research designtherefore tendsto be non-linear and iterative (meaning that variouselements in
the research are interwoven, with thedevelopment of one influencing decisions about the
others). For example, data analysis is undertaken throughout theprojectnotjust in the
concluding stage. Figure2.2 illustrates this iterative process, emphasising the
interconnectedness of the stages.

Noticethat the word 'hypothesis' is not mentioned in the Figure2.2. Interpretivists do not
usuallytest hypotheses, although theymaydevelopworking 'propositions' whichare grounded
in the perspectives of the participants. Nor is 'generalisation' mentioned on the diagram.
Withinthe qualitative paradigm, generalisation is not essential: in factgeneralisations usually
cannotbe made. It is whollyacceptable that a qualitative studyshouldbe idiographic which
means 'the intensive studyof an individual case', as is undertaken in a case study. In contrast
to positivism, thereare also not the samedemands about thecapacityto replicate research.
There is a recognition that certainphenomena are confmed in timeand place, and that the
particular stylesof observation and explanation whichmay be relevantin one case maynot be
capableof repetition. Samples tend to be quitesmalland the need for randomsamplingis not
emphasised as in the positivist paradigm. The formof sampling whichis popularin qualitative
research ispurposive or theoretical sampling where a sample, appropriate to the investigation
of a particular problemor whichis representative of a specialpopulation, is selected(Grover
and Greer 1991, p. 106).

Nevertheless, qualitative research needsto be rigorous. Glazier(1992,p. 211) says that,
because a satisfactory meansof evaluating qualitative research methodshas not been found,
validity and reliability are left as theprimary meansof ensuring integrity. He suggests that
validity can be checked, forexample, by undertaking a numberof observations of similar
peopleengaged in similaractivities in similarsituations and thencomparing the resultsto see if
the methods of observation are accomplishing what theyare expectedto accomplish. With
reliability, whichis a checkon consistency, he suggests that fmdings can be comparedwith
thosein the literature, or triangulation can be used.The latterinvolves severaldifferent
methods of collecting roughly the samedata and comparing the results. (See further discussion
of 'triangulation' below.) Lincoln and Guba(1985, cited in Kirk 1997, pp. 261-264)talkabout
'trustworthiness' of fmdings, ratherthanvalidity and reliability, but their recommended checks
are similar. Once again, triangulation is seenas vital.

Sutton's (1993)viewis slightly different. He postulates that the priorities of positivists are
different fromthoseof interpretivists: the problemof errorabsorbs positivists, becausethey
acceptthe notionoffacts andobjectivity as unproblematic, whereas:

... in theparticipatory research mode, where shared understanding is moresalient thanthe
objectively observed fact, theproblem oferrorhasa lower priority thantheproblem of
finding appropriate modes ofcomprehending whatisobserved andplacing it intoitsown
explanatory context (Sutton 1993, p.424).
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Topic of interest

*Literature Review Theoretical framework Fonnulate research questions

~

Defining sample (places and persons)

*Designing research plan (including techniques)

~

Collecting data

t
Analysing and interpreting data

t
Report findings

Figure 2.2: Qualitative research design
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Combining quantitative and qualitative methods

While some writers (for example, Sutton (1993) and Bradley and Sutton (1993» believe
that positivism and interpretivism represent different ways of viewing reality and that the
methods favoured by each cannot be easily combined, others would disagree strongly.
Denzin and Lincoln (1994) include 'positivism' and 'post-positivism' as two of their
alternative inquiry paradigms under the 'qualitative research' umbrella. Ford (1987),
believes that it is possible for researchers to use either quantitative or qualitative
approaches, or both, according to the research problem, or problems, under consideration.
He argues a strong case for integration because the use ofdifferent kinds of thinking
involved in positivist and interpretivist approaches make a full understanding of topics
more likely. Others, for example Mellon (1990), believe that methodologies can be
profitably combined, but warns that great care needs to be taken because they' ... are
separate and distinct from one another, with different purposes, methods and outcomes'
(Mellon 1990, p. 5). Another reference (Brannen 1992) and one of the further readings for
this chapter (Bryman 1992) present the views ofother writers, on this subject.

Matching research questions to appropriate designs

There exists certain straight-forward factual information (for example, 'what', 'who' 'how
many', 'how much', 'where', and 'when' information) which can be measured at a
particular point in time. For example, 'what' are the rules for eligibility for the aged
pension in Australia? The rules may change over time, but they can be reliably ascertained
(barring misinterpretation) on a particular day of a specific year. What proportion of a
random sample of.Yictorians bought The Age newspaper on a particular date? This can be
reliably measured. On the other hand, complex questions which involve 'why' and 'how'
lend themselves to qualitative exploration. For example, why does a particular professional
group have a certain set ofattitudes or approaches to work? Why do people read The Age in
preference to another newspaper? Any situation which requires understanding in depth is
well suited to a qualitative approach. One reason, which should not determine the choice of
a qualitative method, is that a particular professional group is bad at maths! This has been
suggested by more than one writer in the literature. See Library and Information Science
Research (1991, pp. 85-88) for a vituperative debate on this question.

It must be noted that some 'why' and 'how' questions in more technical fields may require
the high level of control afforded by experiments. For example, Shanks, Rouse and Arnott
(1993) believe this to be the case in 'information systems' research. In this field, they
would see qualitative methods to be particularly appropriate for exploratory research:

Exploratory research (sometimes termed formulative research) is aimedat
formulating moreprecise questions that future research can answer. It is used in the
theory-building stageof research. Exploratory researchers frequently use qualitative
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research methods such as case studies and phenomenological studies (Shanks, Rouse
and Amott 1993, p. 7).

This notion of an exploratory, qualitative study providing the basis for quantitative research
is useful in other fields as well. (See Box 2.1 for an example of a research group which
favours qualitative research, but uses a quantitative approach if this is required by the
research questions and the audience for the research.)

Box 2.1: Example of one research 2roup's approach to research

The focus of Information and Telecommunications Needs Research (ITNR),
originally at RMIT as the Telecommunications Needs Research Group and now a
joint venture of Monash University and Charles Sturt University, has been social and
cultural research in the field of telecommunications. The research group is particularly
interested in the investigation of the needs of telecommunications users and the ways
new technologies can enhance their lives. A central belief is that most research in the
field has been driven by the technological possibilities, rather than the needs of users.
The research approach is ethnographic: there is a focus on contexts and how
telecommunications are integrated into the lives of users. Thus qualitative research is
favoured.

Nevertheless, the research sometimes uses quantitative methods in order to obtain a
broader view with a much larger sample than can be used in a qualitative study. In one
case, a detailed (qualitative) study of eleven very different telecommunications users
was undertaken, to identify the important social and cultural features of people's
telecommunications behaviour. Using the rich detail from this study, a survey was
developed, so that some of these social factors could be defined and their links with
telecommunications uses described and measured.

The researchers were conscious that, by using a quantitative approach, the contexts of
telecommunications use were being limited and the dynamic of everyday use over­
simplified. However, at the time, there existed very little hard data about Australians'
familiarity with information technologies, or the distribution of that data on key
demographic lines, such as age and gender. These kinds of data are well suited to
quantitative collection. Furthermore, because the research group is publicly funded, it
believes that it should also contribute quantitative data to current debates. It is a fact
of life that not everyone is convinced by small samples and rich, qualitative data.
Thus it is not only the type of question which should determine the choice of method,
but also the audience for the research.

There is often scope within a research project to use both quantitative and qualitative
methods. They can be complementary and, in combination, give both the broader, larger­
scale picture, as well as a more detailed understanding of a specific situation. (For an
example of combined qualitative and quantitative approaches see Box 2.2.)
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Box 2.2: Example of combined qualitative andquantitative approaches

At the University of Melbourne, the Division of Library and Information Studies
undertook a studyof the useof resources in theVictorian Certificate of Education
(VCE) subject, Australian Studies. Theresearchers began by considering a survey (a
quantitative approach), but theexploratory interviews indicated that thiswasa very
complex task, requiring detailed understanding of both thewaythe subject wasbeing
taught andhowresource usewas integrated.

It was therefore decided to undertake casestudies in ten secondary schools. Using a
qualitative approach, most common incasestudies, interviews were conducted with
coordinators and teachers. Documents were examined, both from the Victorian
Curriculum andAssessment Board (VCAB) andthe schools themselves. A few
student assignments were alsoexamined andthe students who wrote themwere
interviewed.

Another strand of the research wasquantitative. Students undertaking Australian
Studies ineachof the tenschools were surveyed. Thisgavebroad, quantifiable data
on the types of resources students were using, as well as the resources which teachers
were introducing to students inclass. It complemented, andprovided confirmation of,
the more detailed picture obtained from coordinators, teachers and the few student
assignments which were examined. Thiskind of approach is called triangulation. (See
Williamson (1995).)

Triangulation

There are two major types of triangulation: methods and sources. Methods triangulation is
the checking of the consistency of findings by using different data-collection methods. The
methods may be all qualitative, for example unstructured interviews and observation, or all
quantitative, for example questionnaires and structured interviews, or a mixture of the two.
Sourcestriangulation, on the other hand is the cross-checking for consistency of the
information derived at different times and from different people, for example managers and
para-professionals in a library situation.

The advantage of triangulation is that conclusions are likely to be more reliable if data are
collected by more than one method and from the perspective of more than one source. If
different methods are used, the researcher can take advantage of the strengths and offset the
weaknesses ofeach. Both the broad and narrowly focused (or macro- and micro-level
perspectives) can be combined in a single project (Gorman and Clayton 1997, p. 32).
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Summary of research approaches

Before proceeding to examples in professional practice, the following provides a summary
of the major research approaches covered by this chapter.

The two major approaches are broadly labelled 'positivist' and 'interpretivist'. The former
attempts to apply scientific methods to the social sciences, and is most usually associated
with deductive reasoning and quantitative data collection. Because of their use of natural
settings and greater emphasis on qualitative data collection, post-positivists have some
characteristics in common with interpretivists, although they still believe that there is a
reality which can be measured. Interpretivists, on the other hand, are concerned with
meanings constructed by individuals and groups, use principally inductive reasoning and
collect qualitative data. Labels which fit under the interpretivist umbrella include
naturalistic inquiry, constructivism, and phenomenology.

To many researchers combined perspectives and approaches are acceptable, and even
desirable. There is a strong case to argue that research designs should be 'matched to the
questions to be investigated. Triangulation is a popular approach which enables the
checking of findings by using different data collection methods. These may be both
quantitative and qualitative and therefore involve combined approaches.

An important note

It must be emphasised that the field of research includes many labels and approaches and
that this chapter presents only some major ways of conceptualisation. Research is a
dynamic, ever-changing field and this also makes it difficult to categorise in clearly defined
ways. Moreover, researchers do not always make explicit that their research fits into, or has
similarities with, a particular philosophical paradigm. This does not necessarily lessen the
value of the research, provided that it has been undertaken with rigour and does not
contravene basic tenets such as the limitations on generalisations from non-random samples
or incomplete samples (discussed in Chapter 13).

It is also important to emphasise that, because a study is mainly 'quantitative' in its
research approach, it does not necessarily meet all of the 'positivist' criteria. This may be
particularly the case with many surveys where mainly quantitative data are collected but
samples are not randomly selected. To add to the complications, some of the researchers
involved may be committed to positivist philosophy, but have to make compromises at
times where, for example, it is impossible to select a random sample. Conversely, purists
amongst 'interpretivist' researchers may object to this label being applied to research which
does not appear to be sufficiently open to the setting and the subjects and where strong
elements of the deductive approach are evident. Interpretivists also may need to make
compromises for practical reasons.
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Another problem is that researchers apply different labels to very similar research styles.
For example, a study which one researcher labels as an interpretivist case study, can appear
to be very similar to a study labelled as an ethnography (using participant observation).
'Action research' can be considered to provide a set of strategies for 'systems development'
(Baskerville and Wood-Harper 1998). It is important to recognise this as a fact oflife in
the research field and to try to learn to accept, and deal with, the fluidity and rich diversity
of terminology.

Examples of quantitative and qualitative research in
professional practice

Both quantitative and qualitative methods have been used in all three (overlapping) areas of
professional practice which are the focus of this book. There are many examples which
could be chosen from each. Those below have been singled out from a vast field. Some of
the examples are Australian.

Librarianship/information management

A key research area in librarianship has been 'user studies'. This is an umbrella term which
covers all kinds of studies of users of library and information services, as well as of non­
users. Principal questions have concerned: who uses services and why, and who does not
use services and why not. There are also many other issues, often concerned with specific
areas of service, which have been investigated. Both quantitative and qualitative methods
have been employed for user studies, but the emphasis has been on quantitative approaches.
Examples ofquantitative user studies are: Power (1996); Wells (1995); Flowers (1995); Ng
and Williamson (1992); Grosser and Bagnell (1989); and Williamson (1986). Examples of
qualitative user studies are Burns and Tredinnick (1994) and Mellon (1990). When the
topic is broadened to include studies of information-seeking behaviour more qualitative
studies can be found, for example Kirk (1997) and Reneker (1993). Kirk (1997), in
particular, presents a cogent justification for the location of the study within what she labels
the naturalistic paradigm.

A study of user needs is often included as part of an evaluation of an information service.
Conversely, a study of users is often encompassed within an evaluative study. Childers
(1989, p. 251) says: 'To be evaluative research, an investigation must focus on a program (a
service or product) and on a consumer (client or customer, actual or potential)'. A widely
used form ofevaluation in librarianship/information management is referred to as
performance measurement where output measures are used to determine what has been
accomplished by specific programs, services or resource availability. This is a quantitative
approach. A well known Australian example is Broadbent and Lofgren (1991) and Lofgren
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(1992). Two references deal specifically with evaluation from a qualitative perspective ­
Patton (1990); and Mellon (1990). The latter contains examples relevant to
librarianship/information management.

An example of the use ofa combined qualitative/quantitative approach to user studies can
be found in Williamson (1995), referred to in Box 2.2.

Archives and records 1

As mentioned in Chapter 1, archival science is an old discipline with a tradition of research
in diplomatics and historiography. Both diplomatics and historiography have continued to
be applied to research in the field of records and archives. For example the InterPARES
project, a collaborative international research endeavour that is addressing issues relating to
the long-term preservation of electronic records, is using diplomatics to develop a
taxonomy of record types in electronic systems, and to help to identify the functional
requirements for preserving authentic records in electronic systems. (See
http://www.interpares.org/ for detailed information on the InterPARES project.)
Historiographical studies of archival institutions, the evolution of archival law and the
development of archival practice and systems also continue to feature in research programs.

More recently, research in records and archives has employed a range of other research
methods drawn for the most part from social science disciplines, including surveys,
structured interviews, case studies, action research, ethnography, grounded theory
development, analysis of literary warrant and best practice, and narrative analysis.

The University of Pittsburgh study of the functional requirements, for evidence in records,
used analyses of literary warrant and of current and historical best practice to establish
recordkeeping requirements and develop a metadata specification for business acceptable
communications (see http://www.sis.pitt.edu/-nhprc). In Australia, Pederson (1999) has
undertaken a survey to establish the character traits of practising archivists and archival
educators, using questionnaires developed by psychologists to type/stereotype personalities.
Iacovino's (1997) surveyed the development of recordkeeping education and the place of
legal studies in the curricula, using historiographical methods and analyses of literary
warrant and best practices. She also conducted an extensive case study of the place of legal
studies in the Monash recordkeeping programs and the teaching of law in the Monash Law
Faculty. Her work has also drawn on theories relating to legal and juridical systems.
Upward (1996; 1997) has been involved in grounded theory development through his
exploration of records continuum theory and his development of the records continuum
model. His research has drawn in particular on the theories of sociologists, especially the

I The assistance of Professor Ross Harvey of CharlesSturt University with this section is
acknowledged with thanks.
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structuration theory of Anthony Giddens (1984), and he has used narrative analysis to trace
the evolution of a recordkeeping professional discourse.

Upward's (1996; 1997) records continuum thinking has provided the frame of reference for
much of the applied research and development in Australia relating to the role of
recordkeeping in society, the recordkeeping-accountability nexus, and the development of
electronic recordkeeping regimes. It has also underpinned the development of
recordkeeping standards and best practice, for example the Australian Standard on Records
Management (AS 4390, currently under redevelopment as an international standard), the
National Records and Archives Competency Standards, and the standards-based regimes
being established for the Commonwealth and NSW public sectors by the National Archives
of Australia (http://www.naa.gov.au) and the State Records Authority ofNSW
(http://www.records.nsw.gov.aul).

Much of the research undertaken has been collaborative, involving academic and industry
partners. Increasingly, as is also evident in the international arena, collaborative research is
becoming multi-disciplinary in nature.

The 1998-1999 Australian Research Council and industry funded SPIRT Recordkeeping
Metadata Project (see http://www.sims.monash.edu.aulrcrg/; McKenunish and Acland
(1999); and McKenunish, Cunningham and Parer (1999», has developed a standardised set
ofrecordkeeping metadata. It has involved collaboration between Monash University,
University of New South Wales, the National Archives of Australia, the State Records
Authority of New South Wales, the Queensland State Archives, the Records Management
Association of Australia, the Australian Council of Archives and research scientists from
the Distributed Systems Technology Centre (DSTC). This project used analysis of current
and historical literary warrants and best practice to identify and map recordkeeping
metadata requirements. It also contributed to the development ofgrounded theory in the
field by the development ofconceptual models of recordkeeping and its business context,
and high level logical models of the Recordkeeping Metadata scheme itself.

The Victorian Electronic Records Strategy (VERS) project, which has developed a
prototype of an electronic records system that captures records and their contextual
metadata into a long-term format, has involved extensive collaboration between the Public
Record Office ofVictoria, its client agencies, Ernst and Young consultants, and CSIRO
research scientists (Public Record Office of Victoria 1998).

Information systems

In the field of information systems both quantitative and qualitative approaches are widely
used to explore various aspects of roles, functions and use of information systems in
organisations and society.
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Quantitative methods are mostly used for surveys, analysis oforganisational data and some
types ofcase studies. Historically they were more accepted as a valid approach to the
investigation of information systems phenomena. However, there has been a significant
shift in the level of use and interest in descriptive/qualitative studies in the field. This is
well justified given the state of information systems theory which still needs a lot of
exploratory work done to reveal the major concepts and influences associated with
information systems development and use from the socio-human perspective (Myers 1999).

A wide range of examples of the quantitative studies performed internationally can be
found published in the leading information systems research journals, such as MIS
Quarterly, Information SystemsJournal, International JournalofInformation Systems
Applications. An excellent resource for guidelines for survey design and some tested
instruments in information systems area are available from the ISWoridNet (see Newsted,
Huff and Munro (1999».

Some examples of quantitative studies conducted in Australia can be found at the School of
Information Systems, Curtin University ofTechnology. One study attempts to answer the
question of how chief executives in organisations conduct their work, what information
they utilise and how information systems can support them. A survey was conducted to
investigate what are the key issues in uses of Executive Information Systems (EIS) across
the top 200 Australian companies. In this study it was particularly interesting to see the
comparison of the results obtained in the Australian context with similar studies performed
earlier in the USA. (See Pervan (1992) for details.) A similar study was carried out in the
Department of Information Systems, Monash University, by Arnott, Gilbert and O'Donnell
(1994). Its focus was on the use ofcomputers by senior executives in Australia.

Another example of a survey-based quantitative study is by Ching, Holsapple and Winston
(1996). It is an empirical study, which investigated the use of information technology to
support managers in coordinating network (virtual) organisations. The study identified the
major areas of concern (the authors called them dimensions) that require information
technology support to coordinate operation of a network organisation and how it is
currently implemented. The results are presented as a model that has been further validated
empirically.

An example of a quantitative study, which did not involve direct data collection through a
survey, but relied on statistical analysis of a wide collection of secondary data from various
sources is presented by Tam (1998). It is a study of the relationship between information
technology investment and firm performance with a particular focus on newly
industrialised economies in Asia, such as Hong Kong, Singapore, Malaysia and Taiwan.
The main purpose was to document empirical findings of the relationship, and lay some
groundwork for future comparative study of the results with similar studies performed in
different cultural contexts.
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A major collection of resources and references for qualitative research in information
systems is provided by Michael Myers (1999) in his 'Qualitative Research in Information
Systems' Website. An example from the School of Information Management and Systems, at
Monash University, is Darke and Shanks (1997). These researchers conducted a study to
investigate variations ofrequirements of users and the approaches to reflect those differences in
data modelling for information systems development. Darke and Shanks have undertaken three
case studies that have been thoroughly analysed using qualitative approaches.

Discussion questions

• What are the major differences between the positivist and interpretivist approaches to
research as you understand them?

• Can you think of a research question, or a set of related research questions, appropriate
to a particular work place, which would suit: (a) a quantitative research approach? (b) a
qualitative research approach? or (c) a combination of quantitative and qualitative
approaches? Explain the reasons for your choices.

• What role can triangulation play in research?
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CHAPTER 3
The beginning stages of research
Kirsty Williamson

Objectives

At the end of this chapter you will be able to:

• understand the ways in which research problems are identified;

• formulate clear research questions;

• formulate concise and testable hypotheses;

• understand the role of theory in research and how theory is generated;

• describe the role of the literature review in a research project; and

• understand the elements ofa good literature review.

Research problems and research questions

Introduction

Before undertaking a research project of any kind, you need to have a research problem and
a set of clear, well-focused research questions. As mentioned in Chapter I, the purpose of
this book is not necessarily to create fully-fledged researchers. Nevertheless, the early
stages of research need to be mastered so that you can write research proposals, a
consultant's brief, or a pertinent literature review. If you are to be intelligent consumers of
research, you also need to be able to gauge whether other researchers have begun with clear
research questions. Einstein and Infield are quoted by Powell (1997, p. 19) as saying that
'the formulation ofa problem is often more essential than its solution'.

One of the most common reasons for identifying a research problem arises from students
having to find a topic for a research project. Some achieve this by reading the literature: by
finding out what has already been done and where the gaps might lie. Others, who are
already working in a professional field, have the opportunity to observe their work setting
and identify problems and issues which seem to require investigation. If they are
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conscientious professionals, they will probably try to keep up with the research being
repo. ted in their field.

One of the principal purposes of this subject is to encourage the use of research in the
workplace where, as discussed at length in Chapter 1, it has much to contribute to the
understanding of needs, and the development of services, systems and programs.
Observation in the workplace is important, as is the sharing of ideas with colleagues. It is
also still important to check the literature to ascertain what has already been done. As
Powell (1997, p. 21) says:

... a problem does not haveto be entirelynew and unresearched in order to be worthy
of investigation. Someof the most important research buildson and improves or
refines previous research. The degreeof uniqueness desiredwill in part depend upon
the purpose of the research.

Problems which emerge from a workplace situation can still involve conceptual thinking.
We need at least some of the research in our field to be concerned with ideas and theoretical
concepts, in order to bring innovative approaches to problems and their solution and ensure
the dissemination of those ideas to other professionals in the field.

Statement of the problem and major questions

The first step is to write a clear statement of the problem, or major questions. This should
be done in full grammatical sentences, not just as phrases. Powell (1997, p. 22) gives a very
clear description of the process. Box 3.1 contains an example of major questions and Box
3.2 presents an example of a statement of a research problem. Boxes 3.3 and 3.4 refine
these into sub-questions or specific research questions. Note that there is some flexibility in
the way all these elements can be expressed. In each case the first examples are from a
minor thesis, based on quantitative research using a questionnaire and a quasi-experiment,
by a Masters student (Ellul 1996). This student was interested in whether many primary
school libraries (in 1995) were providing their students with access to Online Public Access
Catalogues (OPACs) and CD-ROMs and whether the use ofOPACs and CD-ROMs meant
an improvement in search outcomes (compared with traditional methods). In her second
attempt at expressing her problem, the wording became: The extent to which OPACs and
CD-ROMs are being used at primary school level and the extent to which students are able
to retrieve information successfully and efficiently using this new technology. She further
refined this into two major questions, as shown in Box 3.1. Notice that these questions are
more specific again than the second attempt at the problem statement. As Powell (1997, p.
22) says, the manageability of the study which will investigate the problem needs to be
considered.
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Box 3.1: Examples of major research questions for a quantitative study

I. What is the extent of OPAC and CD-ROM use at primary school level in
Victoria?

2. How successfully and efficiently are senior primary school students able to
retrieve information using OPACs and CD-ROMs (as compared with traditional
methods of information retrieval)? (Ellul 1996, p. 9).

With a qualitative study, the researcher tries to phrase a problem statement to indicate the
kind of understanding that the project seeks to achieve, rather than to state relationships
between variables as happens in quantitative research (Gorman and Clayton 1997, p. 72).
Box 3.2 contains a research problem developed for a qualitative study which was
undertaken with an ethnographic approach using participant observation. (Ethnography and
participant observation are described in Chapters 10 and 16.)

Box 3.2: Example of a research problem for a Qualitative study

'The primary goal of this study was to enhance the understanding of the networked
learning community that emerged in an Internet-based, graduate-level course' (Rice­
Lively 1994, p. 20, cited in Gorman and Clayton 1997, p. 72).

Sub-questions or specific research questions

Virtually every problem or major question can be broken down into a number of
component parts. By framing sub-questions or specific questions, all of which fall within
the scope of the larger problem or major question, the researcher makes manageable or
easily researchable chunks. Powell (1997, pp. 22-23) warns that, when combined, the sub­
questions or specific research questions should equal the whole of the main problem or
question, but not exceed the whole. This means that the sub-questions should provide
complete coverage of the research problem, but not introduce issues which are beyond its
scope. If you find that that some of the specific questions do not fit within the scope of the
main question, you need to make adjustments until the necessary fit is achieved. As
illustrated in Box 3.3, usually a researcher will formulate five to eight sub-questions, or
specific questions. These questions relate to the major questions (for a quantitative study) in
Box 3.1.
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Box3.3: Examples of specific research Questionsfor a Quantitative study

• How widespread is the use ofOPACs and CD-ROMsat the primaryschool level?

• Are OPACsand CD-ROMsavailableat all primaryschools in Victoria?

• How successful are studentsat retrievingrequired information using both of the
technologies, mentioned above?

• Are students' success rates usingOPACsand CD-ROMs the same as when they
use card cataloguesand print encyclopedias?

• Whatare the processes used by students to locate information using these
technologies?

• Do students followthe same processesthey used when usingcard cataloguesand
printencyclopedias?

• What form of teacher instruction has been provided in conjunction with the
introduction of these two formsof Information Technology? (Ellul 1996,p. 9).

It might be argued that some of these specific questions are not directly matched to the
major questions, for example the processes of use or teacher instruction. A counter
argument would be that the processes used are likely to affect success and efficiency, as
will the form of teacher instruction provided. The specific research questions, related to the
research problem (for a qualitative study) in Box 3.2, are set out in Box 3.4.

Box3.4: Examples of specific Questionsfor a Qualitative studv

• Will a class conducted in a mostly electronicenvironment forma unique culture,
completewith rules for communication and behaviour?

• Do the traditional educational roles of the studentsand the instructorchange in the
virtualclassroom? If so, how are these new rolesdifferent?

• To what extent can ethnographic research techniques, using the traditionaldata­
gatheringmethodologies of observation, interviews, and recordingof field notes,
be applied in an electronic community? (Rice-Lively 1994,p. 2, cited in Gorman
and Clayton 1997,p. 72).
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You will undoubtedly note that each of this last set ofquestions is much broader than those
for the quantitative study. Remember that Rice-Lively's study was qualitative, and thus
aiming to uncover the unexpected and to explore new avenues (Marshall and Rossman
1995, p. 26). Questions therefore require more flexibility than those used in the quantitative
research style. Marshall and Rossman (p. 26) suggest that in a qualitative study, 'the
research questions should be general enough to permit exploration but focused enough to
delimit the study. Not an easy task'.

The exploration of the literature needs to be undertaken in conjunction with the
development of research questions. It is very important to understand the way in which
other researchers have viewed the topic (if at all) and to take into account other research.
Maybe there has been quite a lot of research undertaken on your topic of interest, but
maybe approaches have been mainly quantitative and, in your opinion, there has not been a
deep understanding of the issues involved. Conversely, you may believe that the broader
perspective of a quantitative approach is missing. Theory formulation also plays a part in
this initial stage ofresearch (with question development and reviewing of the literature).

Gorman and Clayton (1997, p. 73) emphasise the interactive, iterative nature of the process
of research question development, theory formulation and reviewing the literature. They see
this interaction as a triangle, with each of these components at one point of the points. If
hypotheses are developed they, too, should be part of this iterative process. The formulation
of hypotheses is dealt with in the next section.

Suggestions for setting questions

The following steps may assist you to formulate your questions:

STEP I. Write down your broad area of interest.

STEP 2. Write down a specific sub-area of this broad area in which you have a particular
interest. Try to formulate a question based on this.

STEP 3. List five to eight unanswered questions you have in respect to the specific
sub-area.

You need to scrutinise your questions carefully to make sure they are communicating
exactly what you mean. Note that questions may relate to your sample. For example, if the
main focus of your study is the factors influencing library use, sub-questions might concern
the differences between males and females, or the differences between certain age groups in
your sample.
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Hypotheses: Their role in research and their formulation

Introduction

Hypothesis testing is central to the positivist or quantitative approach to research, as
described in Chapter 2. The following long paragraph from Busha and Harter (1980)
provides a definition of the term, 'hypothesis', together with an explanation of the role of
hypotheses in research and how they are derived:

In scientific inquiry, the hypothesis is a tentative, declarative statement about the
relation between two or more variables which can be observed empirically. As a
vitally important intellectual instrument of research, the hypothesis is a scientific
guess about the relationship among variables related to a practical or theoretical
problem. Hypotheses can be derived from intuition or theories, and from relevant
facts produced during the course of previous observation, research, or experience.
Hypotheses otTerexplanations for certain phenomena and serve as guides to the
collection and analysis of research data. Implicit in the process of hypothesis
formulation is the notion that statements of the relationship between or among
variables must be tested. The essential function of the hypothesis in scientific inquiry
is to guide the collection of research data and the subsequent discovery of new
knowledge (Busha and Harter 1980, p. 10).

As Busha and Harter suggest, convenient and logical sources of hypotheses are theory and
the findings of other studies reported in the literature (discussed further below). Each
hypothesis should be closely related to at least one of the research sub-questions. In other
words, there should be a close link between research questions and hypotheses.

Types of hypotheses

Bums (1990, p. 78) talks about a hierarchy of hypotheses - each becoming tighter and more
testable. The first level is the problem or general hypothesis, from which the more specific
research hypothesis is developed. When this is re-expressed in operational terms, it
becomes an operational hypothesis. He provides the following example:

Problem or General Hypothesis: You expect some children to read better than others
because they come from homes in which there are positive values and attitudes to
education.

Research Hypothesis: Reading ability in nine-year-old children is related to parental
attitudes towards education.

Operational Hypothesis: There is a significant relationship between reading ability for
nine-year-old children living in major cities in NSW as measured by standardised
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reading test X and parental attitudes to education as measured by attitude test Y
(Bums 1990, p. 79).

It is this last hypothesis - the operational one - which is sufficiently specific to be testable.

Powell (1997) lists several different types of hypotheses. One of the most important of
these is the directional hypothesis which Powell defines as:

... a hypothesis that indicates the nature of the relationship between or among
variables. For example, it could be hypothesized that the assignment oftenn papers
results in more library use by certain students (Powell 1997, pp. 28-29).

Burns' operational hypothesis, above, is a directional hypothesis. Borg (1981) in the further
reading list at the end of the chapter, gives several examples ofdirectional hypotheses.
Boxes 3.5 and 3.6 provide further examples of directional hypotheses. Those in Box 3.5 are
two of the four hypotheses developed for a study which focused on users of a Citizens
Advice Bureau (CAB), the kinds of problems they brought to the Bureau and the degree of
their dependence or independence in their information seeking.

Box 3.5: Examples of directional hypotheses: Information seeklnz in a CAB

• Higher and lower socio-economic groups will present different categories of
problem.

• The preferred responses of people in lower socio-economic groups indicate they
are more dependent in their information seeking than those in higher socio­
economic groups (Williamson 1984, p. 35).

Notice that each of these hypotheses involves a comparison of variables. In the first case, it
involves higher and lower socio-economic groups and the different categories ofproblem
which they brought to the CAB; in the second case, higher and lower socio-economic
groups and different levels of dependency in information seeking.

Ellul (1996), whose research questions are outlined in Box 3.3, also framed directional
hypotheses. If you look at her hypotheses (in Box 3.6) alongside her research questions you
will notice the close relationship between three of the research questions and the four
hypotheses.
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Box 3.6: Examples of directional hypotheses: OPAC/CD-ROM study

• That students using OPACs to locate information follow stepssimilarto those
theyusewithcardcatalogues.

• That students using CD-ROMs to locate information follow stepssimilarto those
theyusewith printencyclopedias.

• Thatsuccess ratesforOPACs will be betterthan those forcard catalogues for the
samestudents.

• Thatsuccess ratesforCD-ROMs will be betterthanthosefor printencyclopedias
for the samestudents (Ellul 1996, pp. 9-10).

The converse of the directional hypothesis is the null hypothesis which Powell (1997, p. 29)
defines as:

... a hypothesis that asserts that there is no real relationship between or among the
variables in question. It involves the supposition that chanceratherthan an
identifiable causehas produced someobserved result. It is usedprimarily for purposes
of statistical testing.

Box 3.7 shows how the hypotheses developed for the CAB study would have appeared had
null, rather than directional, hypotheses been chosen.

Box 3.7: Example of null hypotheses: Information seekine in a CAB

• Therewill be no difference in the categories of problem presented by higherand
lower socio-economic groups.

• There will be no differences between the higher and lowersocio-economic group
in the responses they prefer from the CAB.

When hypotheses should be used

If you have a quantitative approach in mind (and provided your sample, as discussed in
Chapter 13, is appropriate), you should develop operational hypotheses, along with your
research questions. Hypotheses often help to clarify what it is you are trying to find out.
Mostly used in positivist research, they are usually regarded as inappropriate for qualitative
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research which uses small samples, does not submit its data to statistical tests, and which
aims to uncover the unexpected and explore new avenues of related inquiry as they open
up. However, for some interpretivist studies, researchers develop propositions which are
similar to research hypotheses (described above). They do not require such precise
wording, nor the rigorous testing associated with operational hypotheses. They,
nevertheless, can help to provide a similar kind of clarification as hypotheses give to a
quantitative study. Historians also sometimes use hypotheses of the 'research' kind.

Criteria for good hypotheses

Good hypotheses should:

• be stated in correct terminology;

• be as brief and clear as possible;

• state an expected relationship or difference between two or more variables;

• be testable; and

• be grounded in past knowledge, gained from the literature review or from theory.

A hypothesis should never be double barrelled. Box 3.8 gives an example of an
unacceptable hypothesis.

Box 3.8: Example of an unacceptable hypothesis

The older age group is much more likely than the younger group to do press ups and
eat porridge first thing in the morning.

This hypothesis is problematic because there could be different results for the separate
variables concerning press ups and porridge. The two issues need separate hypotheses.
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Theory: Its role in research and its development

What is theory?

Very simply, a theory is a viewpoint or perspective which is explanatory. According to
Babbie (1989, p. 46), social science theory is 'a systematic explanation for the observed
facts and laws that relate to a specific aspect of life'.

There is a sense in which we develop theories all the time in our everyday lives, for
example, to account for someone's behaviour or explain certain problems which we face.
Professionals, such as information service providers, also construct viewpoints or theories.
For example, suppose staff from a particular public library observe that the children's
collection of the library is used less than would be expected (or they believe that is the
case). Their theory of why this is so could include the fact that there are very good school
libraries in the area; and that the area is basically working class with the result that parents
do not encourage their children to use the library as much as middle-class parents do. They
might develop other theories about what can be done to change this situation.

Likewise researchers act on the basis of theory, but differ in the extent to which they are
aware of it, make it explicit and develop it. There are.also differences between quantitative
and qualitative researchers with regard to the stage of the research at which they focus on
theory development. With regard to positivist approaches, Powell (1997, p. 24) says' ...
theory or theory construction is the first major component of the scientific method of
inquiry'. On the other hand interpretivists, or qualitative researchers, use theory at various
stages of the research process. In particular, those who are users of 'grounded theory'
(Glaser and Strauss 1967) will be seeking to generate theory based on data collected from
the field work stages of their research. These differences were discussed at greater length in
Chapter 2.

A number of the definitions of 'theory' mention the relationships between variables. In
addition to the defmition of social science theory, above, Babbie also defines theory as 'a
complex set of relationships amongst several variables' (Babbie 1989). Sekaran says that:

The theoretical framework is the foundation on which the entireresearch projectis
based. It is a logically developed, described and elaborated network of associations
amongvariables that havebeen identified through suchprocesses as interviews,
observations, and the literature survey(Sekaran 1992, p. 73).

One metaphor which might help is to think ofa project's theoretical framework (sometimes
described as the 'conceptual framework') as an architect's plan of a house. Just as a house plan
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describes the roomsof the house and how they are connected, the theoreticalframework
describes the key ideas underpinning the researchand how they are related.

The role of theory in research

Theory is very importantin research. It 'informs' the researchprocess and helps to direct it.
Whenan investigator is awareof the theoretical implications of a study, more pertinentand
potentially significant researchquestions are likelyto be posed.When researchersset out to
develop theory, they will usuallysearch for other theoriesand researchto informthe process.
They, themselves, will then contributetheoriesand researchon whichothers can build. In this
way, theoryhelps to encourage a cumulative, rather thana fragmented approach. From the
theoretical framework, hypotheses are usuallyeasily formulated.

Powell(1997,pp. 24-25)providesa verygood discussion of the role of theory in research.
Schauder(1989)eloquently expoundsthe role of theory in researchin professionalpractice.
The latter's axiom is: 'Don't be afraid to theorise: the rest is implementation' (Schauder
1989, p. 318). He begins with definitions of 'theory' and 'model' then discusses how the
use of 'theory' is implicit in library work, as in other fields. He makes a sound case for the
benefits of using metaphor to aid the understanding of theory, for developing the capacity
to theorise, and to enable the creation of alternative perspectives. His major theme is the
power that imaginative, alternative theories can bring both to research and professional
practice.

How theory is developed

Howtheory is developeddepends, to someextent,on whethera researcheris from the
quantitative or qualitative tradition. Nevertheless, most researchers generatesome theory
initially, usingobservationand discussions, as well as a reviewof the literature. A periodof
deep thoughtand gestationis usuallyvery beneficial. An interesting article,providinga
conceptual framework for theorybuildingin libraryand information science, is providedby
Groverand Glazier(1986).At least in quantitative researchand, to some extent in a qualitative
study, the theoreticalframework for a studyshouldemerge fromthe literaturereview. Box 3.9
providesan exampleof the development of part of a theoretical framework.
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Box 3.9: Part of a theoretical framework: How it was developed

Forresearch concerning the information, communication, andtelecommunication
needs of olderadults (Williamson 1995), oneof thekeycomponents of the theoretical
framework wasconcerned with howinformation is acquired. Thecentral question
became: is information always purposefully sought or is it sometimes incidentally
acquired? The ideafor thiscame from Wilson's(1977) theory of informing
behaviour. Wilson talked about the habits or routines which people use to keeptheir
internal model of the world up-to-date. He postulated that this involves monitoring the
environment by personal observations, discussions with friends, relatives and
colleagues and useof the mass media. Suchroutines, he considered, mayor maynot
havethegathering of information as theirgoal. In the lattercase, information is
incidentally acquired.

In the theoretical framework for the Williamson study, this concept of
purposeful/incidental information acquisition wasrelated to a range of different
sources ofinfonnation for everyday living, forexample, family, friends and the mass
media. Another related keyconcept waseveryday lifeactivities and the effect these
might haveon information needs and thesources used to satisfy them. All these
concepts weredefined andexplained in relation to the relevant literature and to each
other.

At the conclusion of the research described in Box 3.9, a diagrarrunatic model of the theory
was developed based on the findings of the study. (See Figure 3.1.) It incorporated the initial
theoretical ideas, which had been supported empirically in the study, and illustrated the
relationshipsbetween the concepts as they emerged from the research. For example, as
illustrated in the model, purposeful information seeking and incidental information acquisition
occurred with all sources of information,except institutionalsources, from which information
was almost always purposefully sought. In informationsystems research, particularly, but also
in information management, researchers will often begin with diagrammatic models which
represent their theoretical framework.

The literature review plays an important part in the formulationof the theoretical framework.
Innovative theoretical frameworks will draw on a range of literature, not necessarily restricted
to the field of the proposed study. For example psychology, sociology, education, anthropology
and computer science, may all have interesting ideas to contribute to a study in the field of
information management.
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PIS - Purposefulinformation
seeking

ITA - Incidentalinformation
acquisition

(Williamson 1998,p. 36.)

Figure 3.1: Everyday life information: An ecological modelof use

The literature review

The role of the literature review

The literature search and review involve identifying, locating, synthesising, and analysing
the conceptual literature, as well as completed research reports, articles, conference papers,
books, theses, and other materials about the specific problem or problems of a research
topic. It is important that a literature review should include evaluative and critical
judgments about the literature, and that it should present a comparison of ideas and research
findings, tying them together. As mentioned above, at least in the quantitative paradigm, the
theoretical framework for the proposed research study should emerge from the literature
review.
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The literature review has a crucial role in research. According to Marshall and Rossman
(1995, p. 28) 'a thoughtful and insightful discussion of the literature builds a logical
framework for the research that sets it within a tradition of inquiry and a context of related
studies'. In other words, it provides a background and context for a study. It also assists the
researcher in understanding the problem and its context.

As pointed out above, the literature review plays an important role in the generation of
theory and in the formulation and refinement of research questions and hypotheses. In
addition, a thorough search of the literature enables the researcher to identify the gaps in
previous research and thus to justify a proposed study in relation to a demonstrated need.
Gorman and Clayton (1997, p. 74) state that .... a chosen topic should aim to fill the gap, or
at least put a new complexion on existing research'. In other words, the absence of
coverage in the literature is a good indication that an investigation of a topic will break new
ground. It is still possible to write a literature review which covers related areas, especially
if you look for inspiration beyond the specific field of study, as discussed above. Pointing
out the gaps in the literature, through the literature review, is very important.

Very importantly, the literature can help in the choice of a research method for the study.
Not only are the findings of research reported in the literature, but the methods used will
usually be discussed. This may enable a researcher to say that the chosen method is well
accepted by other researchers. Alternatively it may be that a particular problem has been
investigated only by quantitative methods and that a researcher can see that a qualitative
approach will provide a greater depth of understanding. For example, if the use of public
libraries has mainly been examined through a survey approach, a deeper understanding of
what motivates use by some groups, in comparison with others, may be lacking.

A further role is the documentation of the research results already available for the topic.
Researchers can then use these results for comparison with the findings of their own
studies. In this way, results are placed in the context of the findings of past research.

Undertaking a literature search

Because of the discipline areas to which this book relates, many readers will be trained in
retrieval of information. Given the vast range of possible sources of literature, it is not feasible
to include more than a brief mention of the literature search. As discussed in Chapter 1, it is
important not to limit your thinking to your own disciplinary field. There is much to gain from
thinking laterally to other fields (depending on your topic).

The World Wide Web is now an important source of material, but should be used in
conjunction with other sources. Sometimes you can be lucky enough to find a review article
which gives a detailed coverage of the literature of your topic. Ifyou are initially lucky enough
to locate one or more recent key articles, the bibliographies of these will very often lead you to
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other relevant items. If you are writing a literature review, you should try to include a range of
literature - not all books, journal articles, or Internet sites, for example. Remember to look for
theses, conference papers and government or industry reports, if relevant.

Basic steps for writing a literature review

Below is a list of basic steps for writing a literature review. The relevant further readings and
references will provide more information.

1. Categorise your literature into subject/topic areas. Categories should be clearly related
to your research questions.

2. Begin with an introduction to the topic, including its significance and importance.

3. End the introduction with an overview of the contents of the review.

4. Organise the body of the review under headings which relate to your research
questions.

5. Critically analyse the relevant literature - conceptual, anecdotal and research - under those
headings.

6. Write a conclusion which draws the threads together, indicating the gaps in the literature
and other reasons why research, or further research, is needed. The key concepts for the
proposed research should be highlighted.

7. End with the research questions which the proposed research will investigate.

8. Finally, check that you have written a critical and evaluative literature review. For
example, did you examine the quality of the research which you discussed? Or did you
simply assume that the fmdings are useful and valid? Did you simply report the views of
other authors, rather than questioning and evaluating those views?

(Note that an alternative is to place the research questions towards the end of the introduction.
If you are writing a literature review which is not part of a research project, it is still a good
idea to write some questions which the review is intended to answer. In this case, the questions
would be placed towards the end of the introduction.)
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References for a literature review

There must be a high standard ofreferencing for a literature review. The best approach is to use
Stylemanualfor authors. editors andprinters (1996). Whichever style you choose, it is
important to use it consistently. The Harvard System is recommended.

Conclusion

All the components of the beginning stages of research, discussed above, are inextricably
linked. The development of research questions needs to be undertaken in conjunction with
an exploration of the relevant literature and the development of the theoretical framework.
Ifhypotheses are appropriate to the research, they should be developed in association with
the research questions. When the research is written up, the links between these elements
should be clear. The researcher's research questions, hypotheses and key concepts should
be clearly related to each other, and to the literature review. For example, all the issues
encompassed in the research questions should be covered in the literature review.
Conversely the literature review should reflect the issues of the research questions.
Conscientious attention to the beginning stages of research lays the foundation of a good
research project.

Discussion questions

• How can problems which warrant research be identified in the work place?

• What do you think are the elements of good research questions?

• When is hypothesis testing appropriate in research and what should you consider when
formulating hypotheses?

• How can theory be generated so that a study can be informed and enriched?

• What are the elements of an effective literature review?

Further readings

Powell, Ronald. (1997). Basicresearch methods for librarians. 3rd edn. Ablex Publishing:
Norwood NJ, pp. 19-28 (for setting questions and theory).



The beginning stages of research 65

Borg, Walter R. (1981). Applying educational research: A practical guide for teachers.
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Schauder, Don. (1989). Research in librarianship and information services: the scope for
innovation and inquiry in Australia. Australian Library Journal, 38 (4), pp. 318-324 (for
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CHAPTER 4
Ethics in research
Graeme Johanson

Objectives

At the end of this chapter you will be able to:

• understand the relevance of ethics to research;

• describe the main features of ethical thinking, and why most researchers want to think
ethically;

• observe that ethical principles in research pervade many other spheres of influence on
our daily lives;

• appreciate why ethics have been built into good research techniques; and

• practise drawing conclusions about the ways that researchers make decisions, by trying
out the ethical validity of your own views on a set of research problems posed towards
the end of this chapter.

The practice of ethics in research

It is impossible for any research to avoid ethics. They are inextricably entwined. Ethics are
demonstrated in intentional conduct or the values that lie behind actions (MacIntyre 1998,
p. 85). The act of research itself inevitably disturbs the status quo. Every decision in
research affects other decisions somehow; no decision can be taken in isolation. Any
personal value needs to be related to all mutually-supporting values. Buckminster Fuller, the
visionary sailor, accountant, engineer, architect, and inventor, wrote of the interconnections
in this way:

One of the modem tools of high intellectual advantage is the development of what is
called general systems theory. Employing it we begin to think of the largest and most
comprehensive systems, and try to do it scientifically. But if we don't really know
how big 'big' is, we may not start big enough, and are thus likely to leave unknown,
but critical variables outside the system, which will continue to plague us. If we are to
be effective, we are going to have to think in both the biggest and most minutely-
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incisive wayspermitted by intellect and by the information thus far won through
experience (Fuller 1963).

If you put yourself in the shoes of a person being researched, you will appreciate that ethical
questions arise inevitably. Ask yourself, how would you want a researcher to handle you,
evaluate you, examine you, or report on you. (Bouma 2000B, pp. 190-202). Think of the
dilemmas posed by the following simple questions, by way of further illustration. Is stored
information about you, or any technology that you use, value-free in all contexts? What
about images of you, used by others after being gathered by secret electronic surveillance?
What if your image is matched with someone else's mistakenly, and covertly stored? Is a
virtual world more likely to encourage amoral behaviour than are face-to-face interactions?
Is there any role for concepts like personal integrity or individual rights in that world? How
can confidentiality about individuals be secured on any computer network? Who owns or
should own public information? How do you draw the boundaries between private and
public information? When new systems directly lead to unemployment, or to obsolescence
of respected skill sets, who is to be held responsible? Who will preserve alternative
knowledge and culture for the future? Who should fund organisations to recycle potentially
valuable data which may be worth little in today's marketplace? Should the lifespan of
politically-damaging knowledge be restricted? For how long should controversial
information be curated ifit severely affects the reputation of people or groups? Should
information from the past be protected with the purpose of constraining future behaviours or
progress? Answers to these sorts of questions have exercised the minds of all researchers in
the fields of information management and information systems, not to mention the minds of
other people more generally (Christians 2000).

Ethical research involves and uses humans respectfully and equitably without trying to
change them or their surroundings. Ideally it collects data that is kept confidential to the
researcher, it destroys private data after use within a reasonable time, and it allows the
researcher (without excessive extraneous pressures) to choose the subject of research, the
manner of conduct of the research, and the method of dissemination of the results of the
research. Peers will review its ethical basis frequently. It permits the subjects of the research
to opt out at any time. On the whole, research is motivated by honourable intentions
(MacIntyre 1998, p. 85). Ethical research is practised within accepted moral systems based
on broadly-understood human duties, maybe with a strong dose of plain common sense.
Ethics are applied to help to find fair, responsible solutions to practical problems.

What if things go wrong? Saunders (1994), a Salem librarian, has thought this through. She
sets out what an organisation should do when an ethical crisis occurs. She might just as well
be referring to ethical problems created by bad research. She recommends standard
problem-saving techniques as a set response. These are: specify the facts of the problem
situation; define the moral dilemma posed; identify the concerned constituencies and their
interests; clarify and prioritise the values and principles at stake; formulate options for
action by the researcher (and managing supervisor); and identify the potential consequences
of acting on the problem, or failing to act.
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Social ideals and research

Ethical dilemmas posed by research are age-old. The combined power of knowledge and
human enquiry have long been viewed as very beneficial and potentially dangerous at the
same time - two sides of the same coin.

The major benefits of research are threefold. First is the benefit to society as a whole. In
modern Western culture the pursuit of knowledge per se is universally valued. Tax-funded
universities and research organisations are given the responsibility to initiate, undertake and
guide objective, public research (Smith and Hasnas 1999, p. 112). Extending knowledge
generally is in the community interest. Inventive researchers are rewarded for elevating the
quality of human lives and experience, by awards, and research funds.

Also, we believe that knowledge ennobles and dignifies humans as individuals. It increases
self-awareness, promotes personal growth, and self-fulfilment, and ultimately creates a
better person, a well-rounded, humane citizen able to develop fully by means of informed
self-determination.

Thirdly, knowledge derived from research is said to encourage useful activities, and the
adoption of worthy research outcomes. It supports progress in health, educationally,
culturally, politically, and economically. We constantly measure (albeit crudely) the value
of our plans. Individuals, politicians, and managers speak daily of good decisions, and in
retrospect they analyse the impact of their thoughts and actions on their constituencies, be
they peers, friends, family, nations, organisations, budgets, social acceptability, or
predetermined bottom lines. This reflective process is a regular form of primary research in
practice. It can expand into a greater scale. Yet our aspiration for success must be tempered
at times with ethical limitations, and certainly success alone does not amount to an ethical
code in its own right. In a similar way, research which seeks to quantify only success that
might be derived from adopting ethical codes is delusory.

The detrimental side of research is to be found in the abuses of it, or unintended bad side­
effects of it. Examples can be found in the ambivalence with which we regard scientific
research, although we could also look elsewhere for other examples.

The end of the nineteenth century experienced 'scientism' at its peak, a blind faith in the
virtues of the neutrality of science. The word 'science' itself is from scientia, the Latin word
for knowledge. In our culture it is only three hundred years since distinctions began to be
drawn between experience and experiment, practice and theory or formula, subjective and
objective knowledge, the chaos of nature and the rational mind, and between art and
science. The scene was set then for tensions that still prevail in many ethical and
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disciplinary discussions, especially between interpretivist and positivist schools of thought,
explained elsewhere in this book.

Scientific beliefs, and the ethics that informed them, spilled over into the world of politics,
although the originators did not intend the transfer. Thus in various forms they lay behind
the philosophies of the American Declaration of Independence (1776), the ideals of the
French Revolution (1789) and the Bolshevik Revolution (1917). In the American
Declaration, Thomas Jefferson wrote about obvious, universal truths:

We hold these truths to be self-evident, that all men are created equal, that they are
endowed by their creator with certain inalienablerights, and among these rights are
life, liberty, and the pursuit of happiness.

In the French Declaration of the Rights of Man, the pursuit of enlightened public knowledge
was seen as a major benefit. The Bolsheviks used a prescription for revolution which aimed
to bring about world peace and prosperity; they wanted to apply all labour and resources for
the benefit of a united, classless community. Marxism seemed almost a mechanistic scheme,
many believing it to be 'scientific', applicable to any society anywhere. An equally
authoritarian belief is that computers are superior thinking machines to human minds,
guardians of absolute truth, reliable replacements for human error, capable only of
perpetually consistent behaviours (Langford 1995).

We know well today that science combats ignorance and provides many important benefits.
Yet it can have drawbacks. Overdependence on science was challenged dramatically by the
horrible destruction it facilitated in two European wars (1914-1918, and 1939-1945), by the
technological threats of the ensuing Cold War, by financial crises around the world
(especially in 1929) which showed the fallibility of economic science, and more recently by
the demise of the centralist Soviet experiment (USSR) once known as 'scientific socialism'
(1989). We have nominated only a few examples here of misleading applications of
research; there are many more.

Principles and ethical codes

In looking for alternatives to scientific absolutism, we check beneath the surface of research
decisions for the ethical origins behind them (Blaikie 1993, p. 212). It is possible to identify
two main schools of thought. The first school, titled the deontological, emphasises ideals
about the pre-existing duty of any researcher, principles based on universal rules which
should guide research actions and duties. The second focus, titled the teleological, is
primarily about the ends, purposes, goals of research activities, and the consequences of
those acts.

Many groups, such as professional associations and universities, choose the first approach
(prescribed duty) and try to codify behavioural guidelines, in order to provide broad ethical
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rules, for staff and students. Such guidelines were invented by Isaac Asimov for the fictional
context of his Three Laws of Robotics. Those laws were that a robot may not injure a
human being, or, through inaction, allow a human being to come to harm, that a robot must
obey the orders given it by human beings except where such orders would conflict with the
First Law, and that a robot must protect its own existence as long as such protection does
not conflict with the First or Second Law (Asimov 1950). The laws are simple, but realistic.

The old Hippocratic oath is another example of general guidelines, still sworn by new
doctors today:

I swear by Apollo the Physician and by Asclepius and by Healthand Panaceaand by
all the gods as well as goddesses ... to bring the following oath and written covenant
to fulfillment, in accordancewith my powerand myjudgment. And I will use
regimensfor the benefit of the ill in accordancewith my ability. Into as many houses
as I mayenter, I will go for the benefitof the ill. And about whatever I maysee or
hear in treatment,or even without treatment, in the life of human beings- things that
should not ever be blurted out outside - I will remain silent, holding such things to be
unutterable. If I render this oath fulfilled ... may it be [granted] to me to enjoy the
benefits both of life ... being held in good repute amongall human beings for time
eternal (Von Staden 1996).

The complex ethics involved in the separation of private life from public space is
highlighted later in this book in relation to ethnographic research. (See the section 'Gaining
permission to enter the field', in Chapter 16.)

Most universities set out rights and responsibilities of research students in various policies,
handbooks and Websites. Commonly ethics committees within organisations vet research
projects at the time they are proposed, and compliance with the committee requirements is
strict and compulsory. Organisations can be subject to litigation for side effects of bad
research. Research proposals which do not take ethics into account are rejected outright.
The ethics policy on research into humans of the National Health and Medical Research
Council (1999) outlined below is endorsed by the Australian Vice Chancellors' Committee,
the Australian Research Council, the Australian Academy of the Humanities, the Australian
Academy of Science, the Academy of the Social Sciences in Australia and the Academy of
Technological Services and Engineering.

An urgent need to standardise rules surrounding medical research in Australia led to the
evolution of the general 'National statement on ethical conduct in research involving
humans,' which is widely adopted (National Health and Medical Research Council 1999).
The statement is useful for most researchers in that it espouses five fundamental principles:

• researchers must treat with dignity and respect the persons, groups and organisations
which participate in their research;
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• researchmust be based on the work of others in the researchedarea and be conducted
and/or supervisedby persons qualified to do the work who have the necessaryfacilities
to ensure the safetyof the participants;

• the potentialbenefits of the researchproject must substantially outweighany potential
harm to participants,or users of the research output;

• participants in the researchmust be able to make a voluntary, informeddecision to
participate;and

• research is a public activity, conductedopenly and accountablyto both the researcher's
community and to participants in the research (Bouma 2000B, pp. 194-199).

The AustralianLibraryand Information Associationalso has broad ethics policies, as do the
AustralianComputerSociety and the Records Management Associationof Australia,and in
the United States the AmericanAssociationfor InformationScience, the Associationof
ComputingMachinery(ACM) and the ComputerEthics Institute, to mention a few.

Ethics committees

To see what sorts of issues are at stake, an example of an ethics application form from
MonashUniversitycan be foundat http://www.monash.edu.au/resgrantlhuman_ethics/fonns­
reports/index.html. The form is extremelyrelevant to all research: it applies to any
researcherwho is gathering information (even archiveddata) about human beings and
organisations. In writing a research application, the committeeurges the applicant to
understandthe viewpointof participants in research:

How would you feel if you were asked these questions, asked to undergo these
procedures, orwere asked to give approval for your child to take part in thisresearch?
What would you like to know about it?What would you need to know to give
informed consent for yourself or for a dependent? (Bouma 2000A).

There are manycomplexities in an ethics approvalprocess. Applicants for ethics clearance
have to submit an outline of the purposes of their research. They need to provide the ethics
committee withcopies of their interview schedules, and if there are no precise, pre­
determined questions, then the applicantsneed to provide a thoroughdescription of the key
topics being examined. A consent form can be downloadedby the applicants, from the
World Wide Web, and presented to the ethics committee, for later use by the researcher, to
present to the interviewee or other subject of the research. The consent form will be signed
by the participant in the research as permanentevidence,kept by the researcher, of
willingness to be subjected to it.
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Power and influence

The second way of thinking about underlying ethics (emphasising consequences ofactions)
is observable in techniques for undertaking research or failure to carry out basic
responsibilities. Many of the consequences of unethical research behaviour relate to abuse
of a researcher's power and influence, to complacency and carelessness, to failure to carry
through the original research conuhitments, to subjecting participants in research to duress,
to failing to protect confidentiality, to falsifying data, or not disseminating findings properly
as promised. Despite admirable efforts, it is proving hard to standardise research practice
globally. It is hoped that honourable motives guide research acts: honesty, integrity, respect
and a sense ofcommunal duty.

Motivations of researchers vary according to the contexts of the projects. Some are more
public or international than others. Some will emphasise disciplinary or professional norms,
which may be very specialised. Others will focus on research resourced by employers,
maybe primarily with commercial outcomes such as patents in mind (Foray 1998, pp. 170­
171). Other researchers will not be seeking the entire truth, but will concentrate on selective
evidence for purposes of persuasion and manipulation - in the realms of business analysis,
public relations, marketing, politics, and promotional media, for example. The contexts of
the management and supervision of research will vary too, as well as the extent, form and
style in which the research is publicised (Connolly 1994). Some groups will deliberately
aim to manage research to stifle any work outside their immediate hegemony, as does IBM
(Kitson and Campbell 1996, p. 165).

Monitoring and supervision involves obvious actions as well as subtle consequences. The
supervisor can be in a temporary position of great influence over research projects
(Elphinstone 1994, p. 5), while sometimes there may be little obvious effect. Typically the
role of the research investigator or supervisor is to guide and inspire a research project, and
to monitor ethical implementation.

Publishing research

Normally research results are published. This is one obvious consequence ofcompleting
research. Indeed, some researchers believe it unethical not to publish. The process of giving
credit for original work raises the need for a fresh set of ethical decisions. Who has been
involved in publication and the research? If a number ofauthors contribute to a single
research project, they will often individually declare their contribution when it is published.
In differing research contexts they might declare that: they have participated in the
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conception, execution or interpretation of at least that part of the publication in their field of
expertise; they take public responsibility for their part of the publication; the responsible
author accepts overall responsibility for the publication; the original data are stored at
known locations and will be curated for several years, for re-examination if required; and
potential conflicts of interest have been disclosed to editors or publishers, where necessary.

'Several authors' are alluded to above. If these include graduate students, colleagues, paid
research assistants, other students, technicians, mentors, then the relative contribution of
each of them should be publicly acknowledged, maybe if only in a foreword or footnote. In
some disciplines, the order in which authors to a publication are cited indicates status and
the quantity of each author's contribution. At this point some research supervisors seek to
promote their contributions unfairly by asserting their primacy in the attribution of
authorship.

Unethical publishing practices do occur. The originality of the contribution of the
researcher's work is a significant arbiter of quality at the stage of public release of the
results. Most of us know of examples of bad practices, because we have encountered them
in relation to our decisions about plagiarism or collusion when writing assignments for
academic assessment. It becomes easier and easier to steal the work of others, or use others'
work illegitimately; nevertheless, how to steal has never been the main issue of contention.
The real problem lies in the ultimate destructive effects of plagiarism or collusion for fraud.
The consequences of freely purloining without checking authenticity and veracity create
enormous ethical problems. Theft destroys utterly the entire principled research
infrastructure.

Recently several cases of assisting to secretly 'borrow' other researchers' output have been
publicised. Here is one recent example which also includes deliberate bias. A large drug
company in the United States paid ten experts to write articles which all presented its drugs
in a very favourable light. The company then asked university professors to put their names
on the ghosted articles as authors. Some did. The plot was uncovered by the American
Medical Association only after two of the articles had been published, one in the prestigious
New England Journal ofMedicine (Omste 1999; Bor 2000; Klein 2000, p. 111).

Hypothetical dilemmas: links between practice, ethics and
research

The malpractice in that case was premeditated, but many ethical problems are not so clear­
cut, especially not at the start of research activities. In this section key characteristics of
modem information creation, design, dissemination, evaluation and use are identified, and
ten hypothetical problems for researchers in information management and information
systems are presented (in italics) for discussion after each example. The given examples,
which are all based on real events, pose many ethical dilemmas. Try the discussion
questions in each case.
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Ease of dissemination of information; globalisation of economies

Discussion example

A university researcher explores the connections between good information management,
efficient information systems, and productivity in the olive growing industry in Australia.
She discovers that some companies are much better at all three than others, and that there is
a significant causal connection between them. She realises that a number of multinational
companies are willing to pay large sums for information on good olive investments in
Australia. She tries to keep her findings secret, but drinks a few glasses of burgundy too
many and accidentally leaves a zip disk full of industry analysis on a chair at an Israeli
conference on managing information in the olive industry. It is lost to her, but found by an
unscrupulous entrepreneur from Calabria, Italy.

• What should she do?

• Can the companies which form her case studies do anything?

Data integration, interoperability of systems; built-in obsolescence

Discussion example

A research team is commissioned by a newly-elected government to design a new dispatch
system for emergency vehicles in a capital city. The team decides to begin from scratch, and
to just pay lip-service to the interaction of its new system with the old existing one. In this
way it aims to complete the contract faster. The pressure of a deadline to produce 'a new
answer' to the research problem, crucially within the finite life of a new government as
client, increases the expectation of quick solutions. The old data in the pre-existing system
is more or less moth-balled, and never fully analysed for transfer to the new, in the interests
of completing the new project quicker.

• In practice should researchers ever design systems which they know have in-built
limitations?

• Should they be subject to everyday time constraints, political pressure, and restricted
funds?

• Should full testing ofthis new life-critical system be an integral part ofthe project?
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• Ifyou were one ofthe researchers would you 'blow the whistle' on the conduct ofthe
research?

Intellectual property is very hard to protect

Discussion example

A secondaryschool teacherof information technology works in country Queensland. From
her school, in additionto classroomteaching, she servicesa wide geographical area by
assistingdistant studentswith on-line instruction deliveredvia a governmentnetwork. She
designs the computer interface in an original way,and her students find the appealing
structure and contentof her presentations (multimedia learningpackages)very helpful. She
disseminates the packagesvia a local area network. The teacheralso integrates text-reading
features for some of her visually-impaired rural students. The design and function of the
navigation icon buttonson the computerdisplays are apparentlydifferent from any others
that have been used before.

A Gyrnpie companywhichsells agricultural produce(seed, fertiliser, agrichemicals) adopts
the same icon buttonsas the school site on its own InternetWebsite,and uses them to
receiveorders, sales, and payments fromall over rural Australia. The companygrows into a
massive e-business, makingmillions from its interactive commerce. Becauseof its success,
it is takenover by a Canadiancompany. Realising the potential for features of its site, the
Gyrnpie companylodgesa patent application and claimsownership of the design and
function of it, to prevent any other enterprises fromusing it.

• Did the teacher as researcher 'invent' something? Who knew about it at the time?

• In the eyes ofthe law. would the teacher have any standing to protect her invention?

• Ifthe original inventor workedfor a private company. would her standing be any
differentfrom her role as teacher?

• On what basis might the users ofthe research output. for example the students or
customers ofthe company. claim any legal protection?

• Are there remedies which might be cheaper than costly litigation?

• Are there any non-commercial solutions to these problems ofownership ofresearch
output?

Capacity to monitor private opinions, to covertly manipulate public opinion

Discussion example (See Klein (2000, p. 316).)
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A public relations researcher is hired by the Ironic Oil Company to monitor the World Wide
Web and accessible discussion groups to identify the image of the Company whenever it is
mentioned. The researcher discovers that most of the references are negative, and that the
Company ranks very low in public opinion. A research associate is paid to develop an
intelligent program which will automatically cut in to any live discussion about the
Company, and 'listen in' in real time. When the program identifies instances of negative
portrayals, it automatically cuts off the negative contributor totally, in their place it inserts
positive references to the Company, in natural language, imitative of the style of the pre­
existing discussion, in such a way that the inserts appear realistic and integrated without
drawing attention to any change. Although the software development costs millions of
dollars, the Company believes that its image is worth far more.

• Would you join a research team that develops such software?

• Should the program remain proprietary? Ifnot, who should control it?

Discussion example (See the sections 'Gaining permission to enter the field' and 'Entering
the field' in Chapter 16; and Jesdanun (2000).)

In order to follow a potential research topic, viz., virtual information communities created
for health self-support, a research student joins a number ofchat groups on the World Wide
Web. Initially she just observes, not participating in on-line discussions. Then she becomes
fascinated with one - a support group for sufferers of leukaemia. She adopts a pseudonym
and posts comments simply to observe the reaction from participants. She lurks, with no
intent to get consent before monitoring. She notices that she can shift the content and tone
of discussion, and by suggestions she can prompt participants to say things which they
otherwise would not.

• Where do you draw the line between simple curiosity and serious research?

• Should the researcher record and publish the on-line discussions anonymously?

• Ifshe wanted to, how could she obtain genuine consent on-line, or prove her bona fides,
when the discussion group is scattered across the globe?

Determination of rights of authorship and ownership of ephemeral,
reformatted publications

Discussion example (See Banham (2001).)
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A researcher is seeking to identify sound recordings of early live Australian radio shows
from the 1940s, but can find none which survive. Only some scripts ofa few early shows
are in the personal archive of a 'personality' who worked for a Sydney broadcasting
company, and who migrated with them to Germany in the 1950s. The researcher has a
passionate concern about the preservation of national culture. She also discovers that in the
1980s the bulk of video-taped Australian television series were wiped, unless re-sales were
sustained. She lobbies an international beverage company to fund the digitisation of all
extant Australian radio and TV series, to be preserved in perpetuity in the National Radio
and Image Centre in Canberra. The private corporation gains naming rights to the Centre. It
will promote Web-accessibility from its own corporate site to the collection.

• Who 'owns' what?

• What guarantees should she offer owners when she solicits publications for digitised
preservation?

• Is the World Wide Web a secure place for national heritage?

Information and data are insecure

Discussion example (See Gammack and Goulding (1999, p. 74); and Kitson and Campbell
(1996, p. 201).)

An investigation is Under way into the nature of the content ofe-mail messages used to
communicate internally within a company. The ultimate aim is to collect summarily the
substance of day-by-day contacts to help with the design of a decision support system to
assist in archiving the organisation's 'corporate memory'.

None of the employees are aware of the research. The company's systems operator is told
by the Managing Director not to interfere with the consultant-researcher in any way. The
researcher has access to all internal communications at all times. The researcher discovers
many libellous comments made by employees about the incompetence of the manager and
the poor management of the company.

Half way through the project, the researcher obtains an additional well-paid consultancy
which involves advising on construction of an internal communications system of a major
competitor company.

• How might this researcher balance the potential conflicts ofinterest?

• Who should control the systems and data?
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Discussion example

The loans records of individual library users are a rich resource for research. A researcher
for an educational software company wants to correlate academic library borrowing habits,
Internet search patterns, and levels of academic success. The university librarian refuses her
access to the necessary student loans data, on the ground that it is confidential.

The researcher is annoyed because a criminologist, who was undertaking a longitudinal
study of the reading habits of criminals in gaols, and its therapeutic potential, tells her that
he has been able to buy copies of loans records and information on Internet use from the
company which owns all of the libraries and networks in the privatised prisons in Victoria.

• Why is some data protected. and some not? Who should control it?

• Is information about a university student different from that about a prisoner? How?

Suppression of controversial research information, and data encryption to
limit access

Discussion example (See Linnell (2000).)

One in every two Australians owns a mobile phone. A researcher has worked for a major
telecommunications company for twenty years. He is familiar with all the scientific
literature on the effects on humans of electromagnetic radiation from mobile phones. Two
years ago five of the company's employees, who had used mobile phones heavily,
complained of continuous head and shoulder aches, and needed to retire. They have since
died from brain tumours. The medical researcher aimed to follow up their case histories, to
determine whether there might be a link between their mobile phone usage and their
illnesses. He was sacked as soon as he made his intentions known.

• How would you as researcher balance the public health interest against your
company's fears about losing all mobile customers?

• Should this researcher try to continue the research in spite ofhis sacking?

Discussion example (See Markoff and Schwartz (2001).)

A researcher creates encryption that allows a user to affix a personal signature to any
document, or a specified segment within a document, using a private signature key. Only the
user can then verify the authenticity of the signature. The document cannot be altered. The
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researcher sells the encoding system to a powerful national government, which proposes to
use it exclusively in all its international transactions. The system will be under the direct
control of the country's finance minister. No global digital signature standards exist. This
system may become the standard.

• Should this researcher have the power to behave in this way?

• In whose interests is he acting?

• What are the long-term consequences ofhis action?

Conclusion

As time goes by, and on reflection you will probably want to vary your answers to the
questions above. It is hoped that, with discussion, the above dilemmas will challenge your
thinking, and maybe enable you to practise applying your own moral views to research
situations. Drawing conclusions about the ways that researchers make ethical decisions is
never easy, but you can gain some insights into what might be involved, from trying them
out here for yourself.

This chapter has aimed to help you to understand the value of ethics to research, and to
relate ethics to the examples of research given in other chapters of this book. The main
features of ethical thinking, and why researchers try to think ethically, have been described.

Ethics in research pervades many other activities in our daily lives, even when we make
mundane but well-informed decisions, or regularly use others' inventions and products. On
a more intellectual level, many of the abstract notions behind ethics also affect our personal
values about health, education, politics, culture, belief, social welfare and relationships
(Blaikie 1993, p. 85). By accepting that ethics should bolster good thinking, acting and
research analysis and techniques, we affirm the universal validity and usefulness of all
research and its outputs.

I am grateful to my colleagues John Crossley, Livia Iacovino, Don Schauder, and Kirsty
Williamson for their beneficial discussions with me of many aspects of this chapter.
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Introduction

The second section, Chapters 5 to 12, examines research methods which are defined as
designs for undertaking research, including the theoretical background to these designs. The
research methods included are survey, case study, experimental design, systems
development in information systems research, action research, ethnography, historical
research and the Delphi method.



CHAPTER 5
Survey research
Kerry Tanner

Objectives

At the end of this chapter, you will be able to:

• differentiate descriptive and explanatory surveys, and the appropriate circumstances for
their use;

• explain the links between the sampling method selected for a survey and conditions for
valid generalisation in reporting survey findings;

• discuss the relative advantages and disadvantages of printed, telephone and electronic
forms of survey;

• explain the main phases involved in planning and implementing a survey;

• identify the most suitable form of survey design, given a particular research topic and
research constraints; and

• devise an effective survey research design for a particular project.

Introduction to survey research

Survey research involves the collection of primary data from all or part of a population, in
order to determine the incidence, distribution, and interrelationships ofcertain variables
within the population. It encompasses a variety of data collection techniques, for example,
questionnaires (print or electronic), interviews (face-to-face or telephone), and observation
techniques. Surveys have been a very widely used method in both information management
and information systems research.

Sampling and the ability to generalise in survey research

A sound understanding of sampling concepts is essential for anyone undertaking survey
research. The reader is referred to Chapter 13 for a fuller discussion of the concepts that are
introduced briefly here.
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Firstly, to define a few key terms:

• A population is the aggregate of all cases sharing at least one common characteristic,
for example: Australians, information systems managers, IBM employees, Malaysian
small businesses, New South Wales school libraries.

• Populations can be further subdivided into strata according to specified criteria, for
example: for people - age or lifestyle categories, or for organisations - geographic or
industry groupings.

• A case or element is a single unit or member of the population about which data are
collected.

• A sample is a defined subset of a particular population.

• A sampling frame is a list of all elements within the population from which a sample is
selected. Examples of sampling frames are employee databases, electoral rolls,
telephone books, specialist directories.

One common misunderstanding of novices undertaking survey research is confusing the
concepts ofpopulation and sample. Where a population is small, for example, a small
business of fifty employees, it is feasible to survey all elements of that population.
Descriptive statistics (that is statistics that describe population characteristics) are used in
reporting the results of a survey of a population.

For larger populations, it is not practicable to survey all cases, so sampling techniques are
used to identify a particular subset of the population to be surveyed.

Researchers using samples in survey research usually aim to generalise from the sample to
the broader population from which the sample was selected. There are definite constraints
on a researcher's ability to do this, and the ability to make valid generalisations varies
greatly according to the sampling technique used. Probability sampling techniques are
required for valid generalisations. With probability sampling, it is possible to specify the
probability of an element being included in the sample. For instance, with random samples
(one type ofprobability sample), each element has an equal probability of inclusion. For
example, if there are 6000 cases in a population, in a random sample the probability of one
element being included is I :6000. With probability sampling techniques, samples can be
accepted as reasonable approximations of proportions existing within the broader
population. However, even then there is no guarantee that the sample is a completely
accurate. representation of the population. There is always a margin oferror, which the
researcher can quantify statistically. Researchers use descriptive statistics when they
describe the characteristics of a sample, and inferential statistics when they generalise their
findings from their sample results to the broader population.
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Non-probability samples are generally used for reasons of convenience and economy.
Accidental sampling is a type of non-probability sample where the researcher selects cases
close at hand, such as his/her classmates or workmates. Another type is purposive
sampling. where the researcher on the basis of personal knowledge hand-picks subjects
with the required expertise or background for the study.

With non-probability sampling, there is no way of estimating the probability each element
has of inclusion in the sample, nor ofestimating bias (that is, by how much results from the
sample are likely to deviate from 'true population' figures). While descriptive statistics can
be used in reporting results of a survey based on a non-probability sample, inferential
statistics cannot be used. Use of a non-probability sample is appropriate when the
researcher does not need to generalise from the sample to the broader population, but
merely wishes to gather ideas or gain some insights into a particular phenomenon, for
example in a survey pilot test, or for exploratory research.

Where there is no available or suitable sampling frame, or where the size and composition
of a population is indeterminate, the researcher may have no other choice than to opt for a
non-probability sample.

The crucial point to watch in reporting survey results involving non-probability samples is
that no untenable claims are made concerning characteristics of the broader population.

Descriptive (or status) surveys

Definitions and overview

As the term suggests, the main purpose of a descriptive survey is to describe a particular
phenomenon: its current situation, its properties and conditions, that is, to answer 'who',
'what', 'when' or 'where' (rather than 'how' or 'why') questions about it. It is also known
as a status survey, that is, a survey of the status quo.

Descriptive surveys are primarily concerned with fact gathering, with enumerating and
describing, and most tend not to do anything very sophisticated with the data they collect.
Although in discussion of results there may be some mention of likely explanations of a
particular phenomenon, there is often no attempt at formal statistical hypothesis testing.
When analysing data, descriptive surveys tend to use a significant amount of qualitative,
verbal data, and with quantitative data to draw more on descriptive statistics than
inferential statistics.

Questionnaires (print or electronic) and interviews (face-to-face or telephone) are the
primary techniques used in descriptive surveys. (See Chapter 14 for an overview.)
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Typical stagesin planning and conducting a descriptive survey

Typical stages involved in planning and implementing a descriptive survey are outlined
below (though the order may vary).

• A general idea of the area to be investigated is derived from a literature search and/or
from other sources (for example, a request from a professional association).

• The broad area is narrowed down in focus to ensure the project is manageable.
Precisely what information is required? Anything that is unnecessary or ofdoubtful
value should be excluded. If a researcher attempts to cover too much ground, the
questionnaire or interview will become too long or too complex, which will tend to
reduce the response rate. Where questions are very imprecise and general, data
generated are likely to be superficial and of little value.

• A specific set of research questions and hypotheses is devised - questions the survey is
setting out to address.

• The target group for the survey is precisely defined, that is, who is to be surveyed.

• A decision is made about whether the entire population will be targeted, or whether a
sample will be taken. If there is to be a sample, the type of sample must be decided,
given the goals of the research. Subsequently, a sampling frame is obtained or
compiled, and a sample drawn. (See Chapter 13.)

• The most appropriate type of survey technique (mail or email questionnaire, face-to­
face interview, telephone interview) for the project is determined. Considerations such
as the geographic extent and dispersion of the sample/population and depth of
information sought and cost constraints will affect this decision.

• The survey instrument (questionnaire, interview schedule) is written, and pilot tested on
a number of the intended target audience. After this, any necessary revisions are made
(for example, questions or instructions which were unclear or ambiguous are clarified).

• An initial letter or email is sent explaining the nature and aims of the survey and
enlisting participation. This step may be dispensed with for a questionnaire, or
combined with the actual survey distribution.

• The survey is conducted (either questionnaires with an accompanying cover letter are
mailed or emailed or interviews held with participants).

• With questionnaires, after the designated due date for return (indicated on the
questionnaire cover letter) has passed, one or more follow-up letters or emails are sent
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to those who have not returned their questionnaires. This is necessary to increase
response rate, and hence the validity of findings. However reassurances about
confidentiality in relation to this will be necessary.

• The returned questionnaires, or completed interview schedules, are collected for data
analysis. Respondents' answers to each question are systematically recorded for
subsequent analysis. An email or Internet-based questionnaire can facilitate data
analysis further through automatic downloading of data into a spreadsheet or statistical
package.

• Results are recorded, analysed and interpreted, and conclusions drawn. (See Chapter 17
for coverage ofdata analysis.)

Advantages of descriptive surveys

Compared with some other research designs, descriptive surveys are relatively
straightforward and easy for a novice researcher to implement.

Limitations of descriptive surveys

This section addresses some major research issues involved with descriptive surveys.

Non-cooperation

With an increasing number of academic programs requiring students to conduct formal
research, many individuals and organisations are tiring of being continually surveyed.
Some will routinely relegate all questionnaires to the wastepaper basket. Others will do
likewise if the survey seems ill-conceived, poorly prepared, unnecessarily long or complex,
or requiring data that are difficult to procure. A low response rate impacts negatively on the
generalisability of results.

Rival explanations (threats to internal validity)

In natural settings (as opposed to controlled settings such as laboratories), it is difficult to
control for rival explanations, or the possibility that some intervening variable rather than
the variable under consideration may have produced the results observed. This is a major
problem with descriptive surveys, and inevitably affects the conclusiveness of findings.
Because of this, survey researchers must always be careful to qualify statements on their
findings so that they are not claiming too much, or more than can be supported by their
data.
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Accuracy of self-report data

Generally surveys involve respondents answering questions about their own situation or
behaviour. Some question the accuracy of such 'self-report data', given factors such as the
natural human tendency to present oneself to others in the most positive light.

Generalisability of results (threats to external validity)

The generalisability or external validity of surveys is affected by the sampling technique
employed. Another factor threatening the external validity of surveys is the response rate
achieved. A high response rate is essential if survey results are to be generalised accurately
from a sample to the broader population. Researchers taking this issue very seriously will
take every possible step to maximise response rate, for example, by sending out three or
four follow-up letters or emails to non-respondents. There is a definite trend that the more
focused the target group, the higher the response rate; and, conversely, the more
generalised the target group, for example, the 'general public', the lower the response rate.
Other factors affecting response rate are noted under 'Non-cooperation'.

Box 5.1 illustrates the application of a descriptive survey approach.

Box 5.1: Example of a descriptive survey: Survey of information technology
eutseurciaz in Australia

The issue under investigation

From the late 1980s, governments and business:

• were seriously questioning whether their huge information technology
investments were delivering value;

• were looking to business process restructuring and drastic downsizing to maintain
competitiveness in an adverse market climate; and

• saw information technology outsourcing as an attractive means of cost cutting,
while still delivering services.

By 1993:

• information technology outsourcing was a pervasive management practice; and
• Federal, State and Local government agencies were required to market test their

information technology with a view to outsourcing.
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Box 5.1 (eont.): Example of a descriptive survey: Survey of information
technology outsourcine in Australia

Research questions related to information technology outsourcing involved:

• motives/influencing factors;
• current Australian trends;
• public/private sector differences;
• functions and processes; and
• business, structural, technological and staff impacts.

The research design:

• a review of relevant (management, computing) literature and a descriptive survey
using a mailed questionnaire;

• the literature review found little objective data on the Australian experience with
information technology outsourcing;

• insights from the literature review formed the basis of the questionnaire; and
• there was an initial pilot validation of the questionnaire, and revisions made prior

to the mail-out.

The sample:

• the target population comprised Australian public and private sector bodies with
large information technology infrastructures;

• information technology managers seemed the most appropriate personnel to target
within organisations (needed both information technology knowledge and a
strategic perspective);

• a sample was needed, as there was no feasible way of surveying this entire
population;

• the most suitable sampling frame identified at the time was MIS 2000 (1993).
(This directory listed details of 1,800 Australian public sector (Federal, State,
Local) and private sector organisations with a significant information technology
infrastructure, and included names of information technology managers.)

Considering prevalent low response rates of, for example, 20%, and the need to have
around 300-400 responses for meaningful analysis, it was decided to include all
Australian organisations.
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Box5.1 (eent.): Example of a descriptive survey: Survey of information
technolo2Y outsourcing in Australia

Questionnaire design:

• The introductory section wasdesignedto profile the respondent organisation - for
example, its sector, industry grouping, size, the size and maturityof its
information technology department, degreeof alignment of the information
technology function with overallcorporatestrategy. Thesewere important
variables for subsequent cross-matching in the data analysisphase.

• The main part focused on significant information technology outsourcing issues
for example, planning, management, costs, vendorrelationships, and staff
impacts.

• Thejina/ section attempted to assessthe organisation'soverallevaluation of its
outsourcing experience.

The questionnaire:

• used primarily closed-ended questions- 'tick the box', rating scales (for example,
gradingof 'relative importance - minimal, moderate or significant - of various
factors affecting the outsourcing decision') and rankings (for example, 'Rank the
following information technology functions in the orderof their importance to
yourorganisation. ');

• included someopen-ended questionsfor deeper insights;
• soughtboth objective/factual data and personal evaluation/subjective data; and
• channelled respondents according to whetherthey had or had not already

outsourced, werestill planning, or had rejected outsourcing.

The responserate:

• November 1993 - 1,794questionnaires distributed;
• 447 responses received fromthe initialmail-out;
• January 1994- follow-up letter sent;
• follow-up yieldedan additional 51 responses;
• 498 responses - a 27.8% response rate;
• further follow-ups wereconsidered, but rejected - significant expensefor

minimal gain;
• the generalisability of findings with less than one-third response rate is

problematic, as there is no guarantee that non-respondents would haveanswered
in the same way,or wouldhaveexhibited the samecharacteristics as did
respondents. Giventhe lowresponse rate, care was taken in writingup the results
not to claim morethan wasjustified.

(Karpathiou andTanner 1995.)
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Explanatory (or analytical) surveys

Definitions and overview

While descriptive surveys primarily collect and arrange data, and identify trends,
explanatory (or analytical) surveys attempt to probe further, to explain 'how' and 'why', to
explore interrelationships of variables and likely causal links between them.

With explanatory surveys, data tend to be more numerically based, with greater emphasis
on the application of statistical tests, and confirming or refuting statistical hypotheses (that
is, the realm of inferential statistics). Explanatory surveys require probability sampling
techniques.

In natural (as opposed to controlled) settings, it is very difficult to establish causation, as all
possible alternative explanations (intervening variables) must be dismissed. Take the case
of observed data apparently supporting the hypothesis 'Computer skills decrease with age'.
Here a researcher would need to be able to discount rival explanations of 'computer access'
and 'computer training' as factors.

Although a researcher must exercise caution in claiming definite links between variables, it
is easy to err in the opposite direction: not claiming enough from the findings of an
explanatory survey. For instance, if all major rival explanations are identified from the
literature review, and are addressed in a formal way in the research using a technique such
as elaboration analysis, and are dismissed, considerable confidence can be placed in the
survey findings.

Particular designs used for explanatory surveys

Note that these designs involve some type of simulation of an experimental design.
However, in contrast to a formal experiment, there are significant limitations in inferring
causality due to the natural setting and associated lack of rigorous controls (for example,
lack of random assignment to different 'conditions').

Static group comparison design

The basic design for static group comparisons is given in Figure 5. I. Note that:

x = The characteristic under study (that is, the independent variable)
0= An observation or measurement (that is the dependent variable)
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GROUP I
GROUP 2 I ~ot-X

Figure 5.1: Basicdesign for staticgroup comparisons

An example of this design is a study of the personality characteristics of executives who do
and do not succumb to major illness (for example, heart disease) under sustained high
stress conditions (Kobasa 1979, pp. 1-11). In the example in Figure 5.2 note that:

x = Illness under high stress conditions
o = Test for personality characteristics

GROUP I

GROUP 2

Executives with high stress Personality test
and high illnessrates
Executives with high stress Personality test
and low illness rates

Figure 5.2: Example of basicdesignfor staticgroup comparisons

The static group comparison is a correlational design rather than an experiment. There is a
lack of random assignment to the two different 'conditions', which is characteristic of the
formal experiment. Rather, subjects are divided into Groups I and 2 on the basis of
whether or not they possess 'X'. For instance, in the example above, executives who had
experienced high degrees of stress for an extended period were divided according to
whether or not they had succumbed to serious stress-related illness such as coronary heart
disease. Both groups were then given a personality test to identify distinguishing
personality characteristics which may predispose one to the negative effects of stress (that
is, stress-related illness). In this case, it is not legitimate to claim that there is a causal link
between stress-related illness and personality, but rather that there is some degree of
relationship between the two factors.

Claiming causation is really not possible with this type of design. To infer that 'X' (the
independent variable) causes '0' (the dependent variable), three criteria must be satisfied:

• X and 0 must co-vary;

• X must precede 0 in time; and

• there must be no alternative explanations of the group differences in O.
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Clearly, these criteria are not satisfied by the example above as stress-related illness cannot
be said to precede personality in time: in fact, the reverse is likely to be true. Indeed, in this
type of design, even differentiating the 'independent' and 'dependent' variables can be
difficult.

Longitudinal, or panel study

A longitudinal study is an investigation conducted over an extended period of time (often
many years), which follows changes in certain variables amongst the sample.

There have been some very well known longitudinal studies. One British government study
followed through a sample of babies born in one week in March 1946 at regular intervals to
adulthood, and has collected a tremendous range of data about them since (Cherry 1978, p.
259). Other longitudinal health surveys have linked diet, smoking and related factors with
particular diseases. Smaller scale longitudinal surveys are often used in market research,
for example, Indra Kurzeme (1996) traced changes in characteristics of the clientele of
VICNET (a Victorian community network) over an eight month period, during its
developmental phase.

This type of study also does not fully satisfy the criteria for inferring causation given
earlier. Although there may be a slight hint of causation, no definite causal links can be
established due to potential rival explanations.

Cross-sectional, or pseudo-panel design

Cross-sectional designs attempt to achieve what a longitudinal design does, but in a single
(horizontal) dimension, that is, at one point in time. With this design, the sample is divided
into appropriate, and mutually exclusive, strata; then each stratum is compared with
respect to the variable under consideration. This design is widely used in market research.
For example, a sample may be divided by age group, and each group compared with
respect to attitude towards a particular phenomenon (for example, heroin use; the Microsoft
Company; or a political party). Differences in attitudes between the different age groups
are assumed to trace changes that would occur over time.

Again, the nature of the design precludes any attribution of causation. Only an
identification of possible correlations (relationships) of variables is feasible. These studies
are often simply descriptive surveys, using stratified samples. (See Chapter 13 for a
discussion of stratified sampling.)
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Advantages of explanatory surveys

Explanatory surveys enable problems to be measured in their natural setting as opposed to
the artificial setting of a laboratory. (It is impossible to investigate many natural
phenomena in a laboratory situation.) They are appropriate when a researcher needs to:

• derive answers to 'how' and 'why' questions about a particular phenomenon; or

• explore interrelationships of variables and possible causal links between them (though
they do not establish causal relationships as such).

Limitations of explanatory surveys

As just noted, explanatory surveys do not firmly establish causal relationships. Rather, they
are correlational, identifying relationships of variables. These may be interpreted as giving
a hint ofcausality, provided appropriate statistical techniques are applied to establish that
correlations are not spurious relationships.

Telephone surveys

Definitions andoverview

Telephone surveys are widely used in certain types of research, particularly market
surveys. Professional market research companies utilise the latest technology in telephone
surveying, for example, computer-based systems with automatic random digit dialling and
forms for the easy and direct entry of response data.

Studies have shown that data collected in telephone interviewing are as valid as data
collected by other survey methods (questionnaire, face-to-face interview). However, the
researcher considering a telephone survey needs to be aware ofcertain limitations of this
method of data collection. If the survey is planned accordingly, telephone surveys can be
very successful.

The decision on whether a telephone survey is a suitable method for a particular survey
will depend on factors such as: the topic under investigation; whether or not sensitive or
complex issues are being explored; the depth of responses sought; and whether visual aids
are necessary to explain the point.
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Advantages of telephone surveys

Advantages of telephone surveys include:

• Wide geographic extent - with telephone surveys, a geographically dispersed
population can be surveyed in a short period of time, saving interviewers' travel costs
and time. Also, populations difficult to reach by other methods may be able to be
accessed through a telephone interview.

• Relatively low cost per interview - telephone surveys are relatively inexpensive
compared with face-to-face interviews, although generally a little more expensive than
a mail survey. STD or IDD calls can become costly, but this problem can be overcome
by employing a decentralised strategy, using telephone interviewers from different
locations.

• A quick way ofobtaining information - telephone surveys are an ideal means of
collecting data when time is limited, and a quick response crucial, for example, weekly
surveying during an election campaign of political preferences, voting intentions and
preferred leader.

• It is easy and convenient to derive a representative sample from the telephone book
(although this will contain some element of bias compared with the general population,
as noted below). Either simple random sampling or systematic random sampling
methods can be used.

• Non-response rate is usually relatively low - in comparison with a mail survey, the
non-response rate of telephone surveys tends to be much lower: although some
particular types of commercial telephone surveys may have a high non-response rate if
they are considered to be invasive of personal privacy. Tyebjee (1979) in a 'state of the
art' review of telephone surveys found response rates ranging from 45% to 95% in the
studies identified.

With telephone surveys, there are two types of non-response needing to be addressed:

• Refusal rate - often a refusal is due to a respondent being temporarily occupied with
something else. This type of refusal can be reduced if telephone interviewers ask if they
can call back at a more convenient time, and make times for a subsequent phone
interviews. Refusal rates also can be higher at certain times of the day/week. Response
rates tend to increase if the respondent is addressed by name, and when the social value
of the survey is stressed.

• 'Not at home' non-response - to ensure a representative overall sample, it is important
that repeated call-backs be made in an attempt to contact 'not at home' respondents.



102 Research methods for students. academics and professionals

Three or four call-backs may be necessary. Call-backs are relatively simple and
economical to make.

Limitations of telephone surveys

Limitations of telephone surveys include:

• The interview schedule must be short and to-the-point - the interview must be quite
brief (for example, five to ten minutes), requiring a limited number of questions, and
questions which can be answered in relatively few words. It is difficult to probe in­
depth in telephone surveys.

• Some types ofquestions cannot be effectively asked over the telephone - questions must
be easily understood over the telephone, so complex lists of alternative options should
be avoided. Telephone surveys are unsuited to questions requiring lengthy or involved
responses. People are naturally reticent to disclose highly personal information, or
information which may be interpreted as an invasion of privacy or risking their personal
security, for example, questions pertaining to their income or possessions.

• There are some problems with bias ill a sample taken from the telephone book, which
omits non-telephone owners and people with unlisted numbers. About 97% of
Australian households possess a telephone. Hence a sample taken from the telephone
book no longer excludes a significant proportion of the general population. This was
more ofa problem years ago when telephone ownership correlated more with degree of
affiuence. A sample from the telephone book excludes unlisted numbers. However,
commercial market research organisations using automatic random digit dialling
facilities will access unlisted numbers as well as listed numbers.

• The time ofthe day telephone surveys are conducted is another potential source ofbias
- if conducted during the day, telephone surveys will yield an over-representation of
certain community groups (the retired, parents caring for children, and the
unemployed), and conversely an under-representation of others (especially the
employed). A strict call-back policy where repeat calls are made in the evenings or on
week-ends to numbers that did not answer during the day is essential to ensure a
representative final sample.

• It is difficult to target a particular group with telephone interviewing - targeting a
specific client group is difficult without access to a specialised listing or directory
which contains the phone numbers of the desired target group.
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Electronic surveys

Definitions and overview

Surveys can be conducted by a variety of electronic means, for example, fax, disks-by­
mail, interactive kiosks, email, the Web and newsgroups. Data transmitted in electronic
form are much more flexible and greatly facilitates the process ofdata collection, data
capturing and data analysis, compared with print-based forms. Research processes involve
developing the questionnaire; designing an online survey form; and creating a database for
the electronic capturing of data.

Whilst electronic forms of survey are becoming more common, printed texts on the topic of
methods for electronic survey research are still quite limited. Recent editions of established
business research methods texts (for example, Zikrnund 1997a; 1997b) devote a few pages
to the topic. Some 'how-to' books on the Internet cover online surveys (for example,
Emery ( 1997» in relation to the design of forms for the Internet.

An Internet search on 'electronic surveys' tends to retrieve primarily home pages of
software vendors, and management, market research or information technology
consultancy firms engaged in the business ofelectronic survey design and administration­
a burgeoning line of business. Some of these sites are worth exploring for examples of
electronic survey design. However, some Websites focus on research issues associated with
surveys, including electronic surveys. Those interested in information systems research are
referred to resources on survey methodology and survey research instruments that can be
accessed through the ISWor/d Net Research and Scholarship Section site
http://www.isworld.org/isworld, and the MISQ Discovery site http://misq.orgldiscovery
The MISQ Discovery archive for December 1998 contains a useful online resource 'Survey
instruments in IS [information systems]' by Newsted, Huff and Munro (1998). These
authors claimed they would keep this resource updated through a 'living version', to be
maintained by Newsted (1999).

Advantages and limitations of different types of electronic survey

Faxed surveys have the 'one-to-many' advantage of other electronic forms. They are quick
to send and to receive. However, they lack some of the flexibility of other electronic forms.

Disk-in-mail surveys enable the recording and transfer of data through electronic means,
but they have some of the attendant problems of surveys reliant on the post, and require
more human intervention in the process of data transfer than do more direct electronic
forms.
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Emailsurveys have much appeal as a form of surveying, but the circumstances where they
can be successfully used are limited, because a significant proportion of the population still
lacks email access. The primary issue involved here is deriving a suitable sampling frame
for a population under investigation. Email surveys are ideal for internal use within an
organisation, such as for getting a fast employee response on a particular issue; or where
email mailing lists are available, for example, customer or supplier lists. Companies with
email lists ofcustomers/prospective customers have a ready source of immediate market
feedback, an ability to readily capture their customers' needs, feelings and views.

Emery (1997) recommends using personalised, casual and relatively informal approaches
for success with email surveys (versus cold and impersonal bureaucratese), for example,
signing with a person's name rather than an anonymous department name.

Advantages ofemail surveys can be summed up as:

• ease of surveying (due to the one-to-many feature ofemail systems);

• fast response time - as most people check and respond to their email each day;

• low cost - due both to reduced labour needed and to relatively low transmission costs
compared with postal surveys;

• ease ofdesign for survey instruments, and for collection and analysis ofdata, using
available software packages;

• complete transcript of all responses is electronically captured;

• likelihood of more honest responses - as surveys are completed at one's leisure, they
are more likely to elicit fuller, more considered responses (for example, compared with
telephone surveys);

• ease and speed of questionnaire completion - especially when check boxes and radio
buttons are used and responses are recorded by a simple 'click of the mouse';

• higher response rates than postal surveys (possibly partly due still to their novelty
value); and

• particular appeal to certain target groups, for example, young males.
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Some limitations of email surveys:

• email surveys should be relatively short, preferably only two or three screens in length.
Response rates are greatly reduced with longer surveys. This has implications for the
types of survey that work well in this format; and

• it can be very difficult to procure email lists ofa particular population - other than
one's own company records. Emery (1997, p. 599) advises against using another
company's list, or 'renting' lists and sending surveys off unsolicited as they tend to
arouse hostility and encourage bogus responses. He feels that email surveys work best
where established relationships already exist (for example, a company with its clients or
its employees), or where people already know of the survey and are expecting it.

Web-based surveys are relatively easy to set up and to administer, and will generally yield
many responses if placed on busy Websites. However, there are difficulties where site
traffic is low - when considerable effort will need to be devoted to promotion, and the
establishment of links containing invitations to visit the survey site. As with email
questionnaires, it is best if Web surveys are relatively short, for example, twenty questions,
and with a majority of closed-ended questions.

Web surveys share many of the advantages, and the limitations, of email surveys, for
example, fast response; low cost; targeting a wide and geographically dispersed audience;
ability (with appropriate software) to process and disseminate results almost
instantaneously.

Current software has made it relatively easy to design and create surveys for the Web,
using HTML 'forms' conventions - for example, lists ofoptions with radio buttons, drop­
down lists, check boxes, fill-in-the-blanks, and filter questions which divide respondents
into different channels according to the way they answer a particular question.

Web surveys are ideal for longitudinal research, for example, into changing customer
patterns over a couple of years. The same instrument can be posted as often as needed, and
trends compared. Kurzeme's (1996) study mentioned earlier is a good example ofan online
longitudinal survey.

Self-selection bias is a major issue with Web-based surveys. Who is most likely to
complete the survey, and who is less likely? As there is no way of knowing whether or not
those who responded to the survey are typical of site visitors, non-probability samples are
inevitable with Web surveys. There are therefore constraints on the reporting of research
results (in terms of generalisations).

Newsgroup-based surveys can also be a useful method With their topical focus,
newsgroups and discussion groups have the advantage ofco-locating those who share a
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particular interest. These can be ideal potential targets for a survey on the particular topic.
Targets can also be limited geographically with many newsgroups.

However, Emery's (1997, p. 601) advice is worth heeding in this context:

Of all the ways to conduct surveyson the Internet, newsgroupsare by far the most
potentiallyexplosive. Mistakes here can generate hate mail ... - not to mention
ruining your survey.

The more closely your survey fits your audience, the less likely you are to receive
bogus answers and angry replies.

Emery (1997) also stresses the importance of cautiously picking target newsgroups, as each
one runs by different rules, and names can mislead. In order to become familiar with the
content and style of the newsgroup, he recommends reading about a hundred messages
from the newsgroup, as well as examining the FAQ (Frequently Asked Questions) list,
which will cover rules for posting. Cross-posting of a survey in different newsgroups, he
warns, is considered 'bad netiquette' and should be avoided.

One or two questions can easily be posted from an individual, placing a question mark at
the end of the subject line of the message. This will generally elicit responses within a few
days. This approach is ideal for finding answers to specific questions or reactions to certain
ideas. However, more complex questionnaires pose problems in newsgroups. Even if they
are completed, many respondents will ignore instructions and re-post their responses to the
entire newsgroup, causing congestion and irritation to others. For more detailed
questionnaires, posting an invitation to participate, and getting respondents to email a
specific contact address is a better option.

Conclusion

Survey research designs remain pervasive in information management and information
systems research. Surveys can appear deceptively simple and straightforward to implement.
However valid results depend on the researcher having a clear understanding of the
circumstances where surveys are appropriate and the constraints on inference in
interpreting and generalising from survey findings. Initially, the researcher needs to
determine whether survey research suits the nature and extent of the research problem
being investigated, and the type of questions being addressed by the study. The sampling
method chosen affects the researcher's ability to generalise from the survey sample to a
wider population.

Newer electronic survey methods have much to offer, overcoming some of the difficulties
ofconventional survey administration. Nevertheless, achieving valid representative
samples in electronic surveys can be problematic, and particular care needs to be taken in



SUNey research 107

reporting findings to ensure that conclusions drawn from electronic survey data are
justified.

In addition to the references cited throughout the chapter the reader is referred to Alreck
and Settle (1995); Crockett (1989); Galliers (1992); Helleik (1984); Judd, Smith and
Kidder (1991); Leedy et al. (1997); and Salant and Dillman (1995).

Discussion questions

• Have surveys outlived their usefulness?

• To what extent is the validity of the survey as a research method compromised through
pervasive low response rates?

• Is survey research limited to the positivist paradigm? Or do surveys also have a place in
interpretivist research?

• For what types of study would you consider using a survey?

• Will electronic surveys completely displace postal surveys and telephone surveys over
the next decade or two?
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CHAPTER 6
Case study research
Peta Darke and Graeme Shanks

Objectives

At the end of this topic you will be able to:

• understand the nature of the case study as a research strategy and its strengths and
weaknesses;

• appreciate the ways in which case study research can be used to achieve various
research aims;

• understand the requirements of the effective design and conduct ofcase study research;
and

• understand how to approach the data collection and data analysis activities ofcase study
research.

The case study as a research approach

r;>efinition of case study research

Case study research has been used extensively in the social sciences as a means of
developing an understanding of social phenomena in their natural setting. A case study is:

an empirical enquiry that investigates a contemporary phenomenon within its real-life
context, especiallywhen the boundaries betweenphenomenon and context are not
clearlyevident (Yin 1994,p. 13).

Multiple sources of evidence are used, and data collection techniques typically used include
interviews, observation, questionnaires, and document and text analysis. Although both
qualitative and quantitative data collection and analysis methods may be used, case study
research is most often concerned primarily with qualitative data. Within the information
systems research community it is the most widely-used qualitative research method
(Orlikowski and Baroudi 1991).
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Case study research shares characteristics with a number of related research strategies
which also involve the collection and analysis of empirical evidence as a means of
examining phenomena in their natural context.

Field studies differ from case studies in that the field study researcher generally has greater
prior knowledge of constructs and variables (Cavaye 1996). The difference between the two
research methods is often difficult to discern, however, and is really a matter ofdegree as
case researchers may also have clear a priori definitions of variables to be studied and the
ways in which they can be measured.

Ethnographic research differs from case study research in that the findings are not usually
related to generalisable theory and are interpreted from the researcher's point of view
(Cavaye 1996).

Action research differs from case research in that it involves the researcher entering the
field as an active participant rather than as an independent observer. The researcher
collaborates with participants at the site to help understand and solve their practical
problems and concerns, and at the same time the problem solving process is also the subject
of research (Benbasat, Goldstein and Mead 1987).

Case studies also need to be distinguished from application descriptions. These are
accounts of events concerning a particular phenomenon which are intended to describe and
inform readers of particular situations and experiences rather than to investigate specific
research questions (Benbasat, Goldstein and Mead 1987).

Another use of case studies which is not concerned with research is as teaching devices,
where the purpose is to illustrate particular situations and provide a framework for
discussion amongst students (Yin 1994, p. 10).

Achieving various research objectives using the case study approach

Case study research can be used for description of phenomena, development of theory, and
testing of theory (Cavaye 1996, pp. 234-236). It has been used to provide evidence for
hypothesis generation and for exploration of areas where existing knowledge is limited.
Approaches such as grounded theory, in which theoretical concepts and propositions
emerge as the researcher gathers data and investigates phenomena, may be used to develop
theory. Theory testing using case study research requires the specification of theoretical
propositions derived from an existing theory or suggested by the results ofprior research,
for example, the outcomes of a survey. The case study findings resulting from analysis of
the case data are compared with the expected outcomes predicted by the propositions. The
theory is either validated or found to be inadequate in some way, and may then be further
refined. Case study research can also be combined with other research methods. For
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example, it can be used to define constructs and develop theory which can subsequently be
tested using survey research methods (Gable 1994, pp. 112-115).

Strengths andweaknesses of casestudyresearch

Case study research is particularly appropriate for situations in which the examination and
understanding of context is important. Areas where there is little understanding of how and
why processes or phenomena occur, where the experiences of individuals and the contexts
of actions are critical, or where theory and research are at their early, formative stages can
be usefully addressed using case study research. In particular, these include areas where a
phenomenon is dynamic and not yet mature or settled, or where terminology and a common
language and set ofdefinitions are not yet clear or widely accepted. There are situations,
however, where case study research may not be appropriate, such as areas where a
phenomenon is well-understood and mature, where constructs exist already and are well­
developed, where understanding of how and why the particular phenomenon occurs is not
of interest, and where understanding of the contexts ofaction and the experiences of
individuals in single settings is not relevant. Examples of research areas within information
systems in which case study research has been useful and some for which it would not be
appropriate can be found in Darke, Shanks and Broadbent (1998).

There are, however, disadvantages associated with the use of the case study research
method. The data collection and data analysis processes in case study research are both
subject to the influence of the researcher's characteristics and background, and rely heavily
on the researcher's interpretation ofevents, documents and interview material. This may
limit the validity of the research findings, although as Yin (1994, p. 10) notes, bias may
enter into the design and conduct ofother types of research. Case studies typically make
use of qualitative data, often in combination with quantitative data. Data analysis can be
difficult as qualitative data analysis methods are not as well-established as quantitative
methods, and the volume and variety of data collected may make analysis time-consuming
(Cavaye 1996).

Philosophical traditions and case study research

The case study research strategy has been used within both the positivist and the
interpretivist philosophical traditions. Positivist case study research is designed and
evaluated according to the criteria of the natural science model of research: controlled
observations, controlled deductions, replicability, and generalisability (Lee 1989). Although
manipulation of variables in the experimental sense is not possible, theoretical constructs
can be defined and empirically evaluated and measured, and naturally occurring controls
can be identified (Yin 1994, pp. 32-38). Interpretivist case study research focuses on the
evolution of rich, complex descriptions of specific cases in order to understand social
phenomena and their interaction with their context. Researchers acknowledge their own
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subjectivity as part of this process. The value of an explanation is judged in terms of the
extent to which it allows others to understand the phenomena and makes sense to those
being studied. The concept of generalisation refers to the value of explanations of
phenomena and processes in understanding them in other settings and in providing rich
insights rather than to their predictive ability (Walsham 1995). Discussion of recent
information systems case study research within both the positivist and interpretivist
traditions, including examples of published case studies drawn from each, can be found in
Doolin (1996) and Darke, Shanks and Broadbent (1998).

Designing case study research

In order to design and scope a case study research project it is necessary to undertake a
comprehensive literature analysis. This allows the researcher to understand the existing
body of research within the area, to position the proposed research within the context of
that literature, and to frame the research question(s) accordingly. The literature analysis
provides a basis for careful design of the research project structure and scope so that an
appropriate number of cases and unit of analysis can be determined. The design of case
study research also requires selection of suitable data collection methods and data analysis
strategies to ensure that the adequacy and validity of the evidence collected is established,
that the process by which the research results are arrived at is made clear, and that the
validity of the research findings can be demonstrated.

The research question

Research within applied disciplines generally should have an applied orientation directed at
improving practice. The research questions to be addressed must be appropriate in terms of
their interest, significance and value for both the research and practitioner communities and
they must be able to be answered in a useful way. Definition of the research questions is a
critical step in the design of a research study, and sufficient time and effort must be spent
on ensuring that they are appropriate and feasible. The research questions must have both
substance, which indicates what the study is about, andform, which indicates the nature of
the questions in terms of whether they are 'who', 'where', 'how', 'what', or 'why'
questions (Yin 1994, p. 7). It is essential to ensure that the research approach adopted is
appropriate for the substance and the form of the research question or questions.

The unitof analysis

A complete collection ofdatu for one study of the unit of analysis forms a single 'case'.
The unit of analysis may be an individual, a group, an organisation, or it may be an event or
some other phenomenon. It is related to the way the major research question is initially
defined and is likely to be at the level being addressed by the question (Yin 1994, pp. 21-
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24). The major research question informs the selection of the level and scope of the unit of
analysis, and suggests 'where one goes to get answers, with whom one talks, what one
observes' (Miles and Huberman 1984, p. 43). Consideration of the generalisations the
researcher hopes to make at the conclusion of the research is also useful in determining the
unit of analysis, that is, will the results be applicable to other individuals, groups,
organisations or events? The unit of analysis must also provide for sufficient breadth and
depth of data to be collected to allow the research question to be adequately answered.

Single-case and multiple-case designs

Either single-case or multiple-case designs may be used in case study research. Single-case
designs are usually appropriate where the case represents a critical case (it meets all the
necessary conditions for testing a theory), where it is an extreme or unique case, where it is
a revelatory case, or where the research is exploratory (Yin 1994, pp. 38-40). Single cases
allow researchers to investigate phenomena in-depth to provide rich description and
understanding. A single case may also be used as a pilot study for a research project in
which several cases are required, especially where the study is of an exploratory nature.
The pilot case study can help to refine data collection and analysis procedures. Multiple­
case designs allow cross-case analysis and comparison, and the investigation of a particular
phenomenon in diverse settings. Multiple cases may also be selected to predict similar
results (literal replication) or to produce contrasting results for predictable reasons
(theoretical replication) (Yin 1994, pp. 46-51).

The focus of the research question should determine the number of cases to be studied.
More replications generally give greater certainty, but in some situations, for example
where rival theories that are very different are being tested, fewer replications may be
necessary (Yin 1994, p. 50). Eisenhardt (1989) suggests that between four and ten cases are
desirable for theory building. Both single- and multiple-case designs can be adopted for
exploratory research. Where explanatory research is undertaken, a single case may provide
the basis for developing explanations of why a phenomenon occurs, and these may then be
further investigated by applying them to additional cases in other settings.

For the positivist case study researcher, a single case, like a single experiment, represents a
single set of empirical circumstances. The findings of a single case are generalisable to
other empirical settings when additional cases test and confirm those findings in other
settings (Lee 1989). Multiple case studies can thus strengthen research findings in the way
that multiple experiments strengthen experimental research findings (Benbasat, Goldstein
and Mead 1987). Statistical generalisation to a population is not the goal ofcase study
research as cases are not sampling units. Rather, theoretical or analytical generalisation is
appropriate, where case study results are used to develop theory or to test previously
developed theory (Cavaye 1996; Yin 1994, pp. 30-32). Within interpretive case study
research, four types of generalisations can be identified: development of concepts;
generation of theory; drawing of specific implications; and contribution of rich insight
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(Walsham 1995). These allow explanations of particular phenomena derived from empirical
research which may be valuable in other settings as interpretations ofphenomena but which
are not wholly predictive for future situations.

Selecting suitable case studysites

Selection of suitable sites for conducting case study research requires careful consideration
of the nature of the research question, the number of cases required, and the unit of
analysis. Where a single-case design is used, it is essential to ensure that the site selected
will provide all the necessary characteristics of the unit ofanalysis and will allow all the
necessary types of evidence to be collected. Miles and Huberman (1984, pp. 36-40) identify
settings, actors, events and processes as parameters to consider when selecting sites for case
studies. They discuss the need to ensure that each of these 'lines up' with the research
question. Where a multiple-case design is used, the selection of sites also needs to take into
account the rationale for investigating multiple sites. For example, literal replication
requires selection ofsites that would be able to produce similar results, while theoretical
replication requires selection of sites that would be able to produce contrasting results. In
discussing the use ofcase study research to develop theory, Eisenhardt (1989) suggests that
as only a limited number of cases can usually be studied, the selection of cases involving
extreme situations and polar types is useful where theory is emergent and the goal of the
research is further refinement of theory.

Conducting case study research

Getting organisations to participate

If a research area is particularly relevant to an organisation and the specific research
question is interesting and important to the organisation, then it is more likely that access to
people and resources will be provided. The researcher needs to make clear what the
research outcomes will be and how the organisation will benefit from involvement. The
benefits may include an overview of the organisation's position in relation to the research
question, or a rich description and understanding of the nature of the phenomenon within
the organisation, or, within the limits of confidentiality requirements, insights gained from
studies of other participating organisations. Before commencing field work at a case study
site, it is essential to reach an agreement with the participating organisation concerning the
confidentiality requirements relating to the case study data and findings, and any limitations
on the disclosure of the identities of the case study participants and the organisation.
Agreement also needs to be reached on publishing rights and restrictions on the publication
of research in which the organisation has participated. Organisations also need to be
assured that adequate preparation for the study at their site has been carried out. All
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potential case participants should be sent a brief covering letter describing the nature and
context of the research project and its objectives. The letter should include attachments
outlining the research timeframe, the proposed nature of the case participants' involvement
in the project, and the expected research outcomes.

Collecting casestudydata

The collection of case study data from case participants can be difficult and time­
consuming and requires careful planning and judicious use ofboth the case participants'
and the researchers' time. Researchers should prepare themselves with sufficient
background information about a case study site prior to commencing data collection. The
names and positions ofall potential case participants should be obtained before they are
contacted for participation in interviews and other data collection activities, and interview
time should be used only to obtain information that cannot be obtained in any other way.
Factual and other straightforward information can be collected from other sources, for
example annual reports, or by obtaining written answers to structured questions sent to case
participants prior to interview sessions. Useful sources of information often overlooked are
the internal magazines and other organisational bulletins which are circulated within larger
organisations in particular. These can supplement information obtained from other sources
and often reflect the culture within an organisation and the issues which are currently of
interest or concern to both management and employees.

A case study database should be planned before data collection commences and maintained
throughout the process (Yin 1994, pp. 94-98). A well-organised and categorised set of case
data will facilitate the task of analysing the case study evidence and maintaining a chain of
evidence to support the derivation of case study conclusions from the data collected. The
case study database will include the case data, such as documents, video or audio tapes of
interviews, surveyor other quantitative data, and the field notes and other observations of
the researcher during data collection activities. Methods ofclassifying case data and
materials and mechanisms for accessing and retrieving them need to be considered to
ensure ready access to the case data at any point during or after the study. Indexing and
storage of case study materials can be assisted by the use ofcomputerised tools. Myers
(1998) is a source of information about these.

Adequate planning for dealing with the difficulties ofgathering data in a real-life
environment not controlled by the researcher is necessary to ensure efficient and effective
data collection in the field. Sufficient resources, time and facilities should be provided for
handling accumulated documents and other materials, for perusing and copying documents,
and for making and reviewing field notes when necessary. Unanticipated changes to case
participants' schedules and availability must be accommodated within the overall data
collection schedule. Effective and timely communication with case participants is promoted
by the use of fax, email and courier services rather than postal services.
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Analysis of casestudydata

A general data analysis strategy is an important part of the case study design, as a major
practical difficulty of analysis of case study evidence is dealing with the amount and variety
of data collected (Yin 1994, pp. 102-125). The strategy will indicate what to analyse and
why, and will help ensure that data collection activities are appropriate and support the
ways in which the evidence is to be analysed. It will also help the researcher select from the
various data analysis techniques that are available.

Some useful techniques for categorising, tabulating, and displaying qualitative data have
been described by positivist researchers. Detailed case study descriptions and write-ups of
the case data form the basis for data analysis which focuses on discovering regularities or
patterns within the case study data. The inductive, grounded theory approach of Glaser and
Strauss (1967) involves coding: the assignment of themes and concepts to a selected unit,
combining these into related categories, identifying and verifying links between categories,
and attempting to integrate the categories into a theory which accounts for the phenomenon
being investigated. Miles and Huberman (1984, pp. 21-23) adopt a more deductive
approach and describe three concurrent activities: data reduction to select, simplify,
abstract, and transform the raw case data, data display to organise the assembled
information to enable the drawing of conclusions, and conclusion drawing/verification to
draw meaning from data and build a logical chain of evidence.

The goal of analysis in interpretive studies is to produce an understanding of the contexts of
phenomena and the interactions between them and their contexts. The interpretive
researcher is presenting their interpretation of the interpretations of others, and the strength
of analysis derives from the strength of the explanation of the phenomena based on the
interpretation of data. Myers (1998) discusses some modes ofanalysis associated with
interpretive research including hermeneutics, narrative (a tale or recital of facts), and
metaphor (a way of understanding or experiencing one thing in terms of another).

Possible biases in the researcher's collection and analysis of case data need to be
considered. Two types of bias may be recognised: the effects of the researcher on events
and the behaviour of participants at the case study site, and the researcher's own beliefs,
values and prior assumptions which may prevent adequate investigation and consideration
of possible contradictory data and unduly influence the analysis of the case study evidence.
Biases arising from researcher effects at the site are in one sense unavoidable: the
researcher is influencing what is happening just by the sharing of concepts and
interpretations with personnel at the site. Biases of the researcher are accepted by the
interpretive researchers who acknowledge the subjectivity of their analysis in that their
predispositions, beliefs, values and interests shape their investigations. However, the effects
of biases can be counteracted by using multiple sources of evidence (triangulation of data­
as discussed in Chapter 2) to provide multiple instances from different sources. Case study
findings are strengthened by the convergence of information from a variety of sources,
providing multiple measures of the same phenomenon (Yin 1994, p. 92). Multiple sources
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of evidence also assist in corroborating information provided by different participants
where there are conflicting accounts of events and actions.

Writing up case study research

In order to establish credibility to the reader, the researcher must describe in detail how the
research results are arrived at, and to establish validity in the view of the reader, the
researcher must present a coherent, persuasively-argued point of view (Walsham 1995).
Sufficient evidence for the research results must be provided and alternative interpretations
must be carefully considered and clear reasons given for their rejection. This will help
enable the rigour and reliability of the research to be established. It is important to
demonstrate the trail of evidence which the analysis has followed so that the derivation of
the case study conclusions from the case data is made explicit.

Case study research can be difficult to write up due to the volume ofdata collected and the
problems of analysis ofevidence. When reporting case studies it is useful to follow a
recognised case study reporting structure that has been used in published case study
research literature within the field. Potential readers within the field can then more readily
understand the research and its results. An exemplary case study paper may also be used as
a template for presentation of case data and research results. Another means of helping to
ensure the quality of the case study report is to have it reviewed by colleagues.

A case study should be presented as an interesting and convincing 'story'. Yin (1994, p.
151) notes that a case study report 'must be composed in an engaging manner' with not
only a clear writing style but also 'one that constantly entices the reader to continue
reading'. The case study report must be complete and must contain sufficient evidence to
support the findings. Secondary data that is not essential for understanding and evaluating
the case study analysis and conclusions should be omitted. Presentation of data in tabular
form is useful for summarising and compressing data, and is effective when making
comparisons either between cases or between features or aspects of a single case. The
overall goals in writing up case studies are to present the critical evidence judiciously and
effectively using a clear and lucid writing style.

Examples of case studies in information management and systems

Case studies have been used quite often in both information management and information
systems. Box 6.1 provides an example of case study research from information systems,
and Box 6.2 an example from information management.
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Box 6.1: Examoles of case study research (information systems)

This chapter's firstauthorusedcase studyresearchto undertake the empirical component
of her PhDthesis(see Darke 1997). The theoretical component of the thesis includeda
conceptual framework for thedevelopment of stakeholder viewpoints duringrequirements
definition. A model for the representation of stakeholder viewpoints was a part of the
process. Requirements definition is the phase in the development of an information system
in whichthe information and processing requirements of all potential stakeholders and
usersof the systemare identified and documented. Different groupsof stakeholders and
usersoftenhavedifferingrequirements or viewpoints. Thecase study researchmethodwas
usedto investigate the empirical validityof the concepts.

• Fourextensive case studiesof the requirements definition phasewithinsystems
development projectswere undertaken in order to determine the empiricalvalidityof
the proposedconcepts. The theoretical conceptsbeing investigated were used to guide
data collection. Qualitative data werecollected, including transcripts of semi and
unstructured interviews with both business and information technology project
participants, annual reports, internally-circulated projectbulletins, projectplanningand
general systemdocumentation, requirements definitiondocumentation (both final and
intermediate versions), informal notes, memorandums. Triangulation of data sources
permittedcross-checking of data andconvergence of data from multiplesources.

• Documents wereexamined to identifyconceptual categories basedon the conceptsin
the framework and the model, and interview transcripts provided a meansof accessing
the case participants'perceptions of the viewpoint development processand the
relevance of the framework and model concepts. Casestudyanalysissoughtto
interpretthe data collected to determine whetherand in whatways the conceptscould
be appliedto the fourcases.Cross-case analysisattempted to identifysimilarities and
differences between the fourcases and to relatethesewherepossibleto aspectsof the
cases revealed in within-case analyses.

• Case studyanalysisoccurredin three interrelated phases. First,within-case analyses
examined, analysed and interpreted field data to determine the applicability of the
framework conceptsin eachcase; the secondphase involved similaranalysesin terms
of the conceptsof the model (the conceptsof the model are grounded in the framework
concepts, so the applicability of the model conceptsis interlinked with thatof the
framework); the thirdphase focused on comparison of resultsof the within-case
analyses, and used the field data and the within-case analyses to providea cross-case
analysisof the fourcases.Concepts were considered to be applicable to the cases
wherethe analysisindicated thatthe case participants perceived the conceptsto be
both relevant and meaningful, or that conceptual categories basedon the framework
and the template components werepresent in the case data, or both. The conceptsthat
were found to be applicable to the empirical dataof the casescan be said to have
empirical validityas theyare grounded in empirical reality(see Darke 1997,Chapter
7). Not all conceptswereapplicable or applicable in the sameway in all fourcases.
Thecross-caseanalysisexamined similarities and differences betweenviewpoint
development in each of the fourcases and identified how the applicability of the
conceptsof the framework and the model in eachcase can be relatedto the natureand
features of the fourcases.
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Box 6.2: Example of casestudyresearch (information manaeement)

At the University of Melbourne, the Division of Libraryand Information Studies
undertook multi-site casestudiesof the use of resources in the Victorian Certificate of
Education (VCE)subject,Australian Studies, in ten secondary schools (Williamson
1995). (This research was discussed in relation to triangulation in Chapter2.)
Multiple sourcesof evidence were used: interviews wereconductedwith co­
ordinators and teachers; studentsundertaking Australian Studiesin each of the ten
schoolsweresurveyed, usinga self-administered questionnaire; and documents were
examined, both fromthe Victorian Curriculum and Assessment Board(VCAB)and
the schoolsthemselves. A fewstudentassignments werealso examinedand the
studentswho wrotethemwere interviewed.

Datawere both quantitative and qualitative. The data fromthe self-administered
questionnaires werecoded for computer analysiswhichwas carried out using
Statistical Package for the SocialSciences (SPSS). This analysis enabled comparisons
to be madeacrosscases. For the qualitative data, data reduction techniques as
described by Milesand Huberman (1984)were used. The projectteamengagedin
discussions to considerfindings and impressions and to decideon the information to
include undereach selectedheadingin the individual case reports. A particular
attemptwas madeto includea large numberof comments fromthe teachersand
teacher-librarians interviewed. Afterthe individual case reportswerecompleted,
similarities and differences withineach case, as wellas acrosscases, weredrawn out
and issuesand themeswere identified for the finalreport (Williamson 1995,p. 82)

Conclusion

Case study research is a useful means of investigating phenomena in their natural setting
which enables the capture and understanding of their context. It can be used to achieve a
variety of research aims using diverse data collection and analysis methods. Weaknesses of
case study research include difficulties in generalising research results and the subjectivity
of the data collection and analysis processes. Case study research within applied disciplines
requires the selection of research areas that are relevant to industry and practitioners.

Discussion questions

• What are the key characteristics ofcase study research?

• In what kinds of research situations is case study research most useful?

• What criteria can be used to judge the quality of case study research designs?
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• In what ways can rigour be established in the collection and analysis of case study data?
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CHAPTER 7
Experimental research designs
Kerry Tanner

Objectives

At the end of this chapter, you will be able to:

• define and explain key concepts associated with experimental research;

• differentiate true experiments from pre-experimental and quasi-experimental research
designs;

• describe and explain, with examples, typical experimental designs and research phases
for true experiments, pre-experiments and quasi-experiments;

• explain the relative advantages and limitations of each type of experimental design, and
the circumstances under which its use is appropriate;

• identify the most suitable form of experimental design, given a designated research
question and research constraints;

• critically evaluate published reports of experimental research; and

• devise an effective experimental research design for a particular project.

Introduction

Experimental research is undertaken when a researcher wishes to trace cause-and-effect
relationships between defined variables. However, there are major constraints on causal
inference in experimental research, and the type ofexperimental design chosen has a
significant influence on the inferences that can be validly drawn from experiment results.

This chapter begins by defining basic terms and explaining concepts which underpin
experimental research. It then examines three broad types ofexperimental research designs:
the true experiment (laboratory experiment); pre-experimental designs; and quasi­
experimental designs; and looks at the relative strengths and weaknesses of each design in
terms of the trade-offbetween establishing causation and enabling generalisability outside
laboratory settings. Specific types ofdesigns are outlined, along with relevant examples.
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Important considerations in determining the most appropriate form of experimental design
for a research project include: the type of research questions being addressed by the study;
the degree of control the researcher has over conditions under investigation; and whether or
not the phenomenon of interest can be studied outside its natural setting. These factors are
explored in relation to each of the major types of experimental design examined in the
chapter.

Key research concepts underpinning experimental research
designs

Experimental research exemplifies classic positivist approach, or 'scientific method'. As
discussed in Chapter 2, this research tradition is based on hypothesis testing, on a deductive
process of logical inference, where reasoning proceeds from general principles to particular
instances as shown in Figure 7.1.

Hypotheses and statistical probability testing

A hypothesis is a statement or proposition about a predicted relationship between two or
more variables, which is empirically testable. Hypotheses are discussed at greater length,
and in a more general way, in Chapter 3.

Taking an example which might be used for an experiment, a researcher may start with the
hypothesis: 'Those with higher levels ofcomputer literacy are the most successful in
retrieving relevant documents in an Internet search. ' However, to empirically test this
hypothesis, it is conventionally stated in its null form (expressed in shorthand form as Ho)'
for example, 'Computer literacy has 110 effect 011 success in retrieving relevant documents
in an Internet search '. Null hypotheses are designed for statistical probability testing
purposes and are based on the assumption of 'no difference' between experimental and
control groups. The researcher hopes that statistical tests will show that there is a
statistically significant difference between experimental and control groups (that is, a
difference not explained by chance), and thus establish a likely causal link between the
variables under study. Research conventions are that an acceptable level of statistical
probability is 0.05 (that is, p <= 0.05). Interpreted, this means that the researcher can be
95% confident that the 'true population mean' lies within the range recorded in the test
results, with a 5% chance that it does not. At this level the null hypothesis can be rejected
and an alternative research hypothesis (expressed in shorthand form as HI. H2, etc.)
accepted. A statistical probability of 0.01 (that is, p <= 0.01) indicates a very strong result
(a 99% confidence interval).
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supported by the empirical evidence

Figure 7.1: Deductive reasoning process

Variables

A variable is an element or factor which is under investigation in the experiment. The
independent or causal variable is the factor manipulated by the researcher to see what
impact it has on another variable(s). It is the presumed cause. For example, in an
investigation into' The impact ofnoise on task performance at work', the independent
variable is 'noise'. The researcher manipulates this factor (for example by varying levels of
noise, or the nature and frequency of bursts of noise), and then observes its effects on
subjects performing work tasks.

The dependent or effect variable is the factor which is measured to determine how it has
responded to a particular treatment or cause. In the example just given, the dependent
variable is 'task performance'. The; researcher would need to devise a test or other means of
measuring the task performance levels of subjects at work.

An extraneous or confounding or intervening variable is an unknown element, which is not
the focus of the study, but which is assumed to account for some of the effects observed. In
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the example on task performance at work, it may not only be varying noise conditions
which account for subjects' task performance. Other physical factors, for example poor
lighting or unanticipated interruptions, or psychological factors such as severe emotional
trauma, may act as confounding variables, having an impact on test results. That is, varying
noise conditions may not be assumed to account for all variations in results observed. In a
laboratory experiment, formal controls aim to limit the possibility of confounding variables
impacting on results. However, in a natural (field) setting, it is much more difficult to
eradicate such intervening variables.

A moderatingvariable in some way moderates the impact of another variable under study.
For instance, it may be found that there is not a simple direct relationship between the
independent variable 'computer literacy' and the dependent variable 'retrieval of relevant
documents in an Internet search', but that attitudinal factors act to moderate the impact of
'computer literacy' (for example the highly computer literate subject who is overconfident
and blase may achieve poorer results in Internet searching than those with lower levels of
computer literacy who are eager to learn and more careful and deliberate in their searching
strategy).

Reliability

Reliabilityrefers to the consistency of results produced by a measuring instrument when it
is applied more than once in a similar situation; or, the stability, consistency and
dependability of measures. Most experiments involve a series of tests, and it is important to
ensure reliability in subsequent administrations of the experimental treatment.

Validity

Validity is the capacity of a measuring instrument to measure what it purports to measure, or
to predict what it was designed to predict; or, the accuracy of observations.

Internalvalidity pertains to the conclusiveness of results, that is, the confidence that
observed results are attributable to the impact of the independent variable, and not caused
by other unknown factors.

Externalvalidity refers to the generalisability of research findings, that is, the extent to
which they can be generalised to other populations, settings or treatments. Sampling
measures have a significant impact on external validity.

Construct validity refers to the extent to which a measure actually measures the construct
(abstract concept) it was designed to measure.
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Validity in laboratory experiments and field experiments

Experiments conducted in laboratory settings are high in internal validity, as the researcher
is in a position to control and manipulate the independent variable and accurately measure
its effects on the dependent variable, and to ensure that confounding variables do not
influence results. In field settings the researcher lacks such controls, and cannot be sure that
the effects observed were attributable to the independent variable. Hence field experiments
tend to rate low on internal validity, but high on external validity (generalisability to other
settings). Laboratory experiments, based on artificial and contrived settings, have low
external validity.

Experimental and control groups

Experimental research involves the differentiation of two basic conditions: exposure and
non-exposure to the treatment condition of the independent variable. The experimental
group is the group exposed to the treatment condition, while the control group is not
subjected to treatment. There can be multiple experimental and control conditions in an
experiment. Observations are recorded for each group, and the groups are then compared,
with differences in the experimental group assumed to be attributable to the application of
the treatment. As previously discussed in Chapter 5, 'X' is a shorthand form used in
describing experimental designs to indicate the application ofa treatment condition of the
independent variable, and 'Not-X' the lack of such a treatment. '0' is the abbreviation for
an observation or measurement (the dependent variable). Multiple measurements are
indicated as 0" 02' 03' etc. These abbreviations are used when describing different
experimental designs later in this chapter.

Randomisation (random assignment)

A necessary pre-condition for applying statistical testing procedures in experiments is that
initially subjects must be randomly assigned to experimental and control groups.
Randomisation ensures that experimental and control groups are equivalent in composition,
and is an integral feature ofa valid experimental design. The abbreviation 'R' is used in
diagrams ofexperimental design to indicate 'randomisation' in assigning subjects to
experimental or control conditions.

Inferring causation in experimental research

While it is difficult to establish cause-and-effect relationships conclusively with any
research design, 'true experiments' offer the greatest potential ofany design for inferring
causal relationships. This is due to their careful control ofexperimental conditions, and to
the practice of randomisation ensuring groups equivalent in composition.
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To infer causation, a researcher needs to be able to eliminate alternative explanations (rival
hypotheses), that the fact that observed changes in the experimental group may be due to
factors other than the independent/treatment variable.

Some typical rival hypotheses include:

Selection effect - if subjects are permitted to select their own treatment condition
(experimental or control), groups will not be equivalent. This alternative explanation can be
overcome by the practice of randomisation.

Maturation - any naturally occurring process within persons which could account for the
observed change.

History - any event to which subjects are exposed around the time of the experiment, which
could account for observed differences between subjects.

Instrumentation - any change in measurement instrument or procedures from one
application of a treatment to another.

Mortality - subjects dropping out from a study.

The true experiment

Definitions and overview

The true experiment is the classic example of 'scientific method' or the hypothetico­
deductive research model referred to earlier. It is the most suitable of any method in testing
hypotheses involving cause-and-effect relationships, due to rigorously controlled laboratory
conditions, including the isolation of the independent and dependent variables from other
intervening variables. Eliminating potential intervening variables is much easier in a
laboratory situation than in a naturalistic setting (such as the subjects' own work
environments).

The basic true experimental design model involves subjects (who have been randomly
assigned to groups) experiencing some condition of the independent variable (experimental
group), or lack ofsuch a condition (control group), and then being measured on the
dependent variable. Taking the example, 'The impact ofnoise on task performance at
work', a researcher in a laboratory experiment manipulates 'noise' (the independent
variable) by varying levels of noise or the nature and frequency of bursts of noise to which
subjects are exposed while performing designated work tasks (dependent variable).
Equivalent 'control' groups perform similar tasks but without the application of the noise
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treatment. Subjects' task performance is measured. Statistical tests are applied to results,
and conclusions drawn on the effects of different noise conditions on subjects' task
performance, compared with the group of subjects not exposed to the noise treatment.

Some particular true experimental research designs

The models illustrated in Figures 7.2 to 7.10 rely on the following abbreviations

R = Randomisation or random assignment
X = The application of a treatment; the independent or experimental variable; a

cause°= An observation or measurement; the dependent variable; an effect
01' °2, °3, ... = The first, second, third, etc. measurement.

Simple experiment, or randomised two-group design

This is the simplest valid true experimental design. Figure 7.2 depicts the basic model.

R

Example

x

Not-X

---------t~. 0 1

'Noise'treatment
(experimental group)

'No noise' treatment
(control group)

----I~~ 0.

Figure 7.2: Randomised two-group design
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Box 7.1 illustrates the application of this approach.

Box7.1: Example of a simple (randomised two-!roup)experimental desi!n

Tombrosand Sanderson (1998) used a randomised two-groupexperimental design to
investigate the usefulness of a new type of 'query biasedsummaries' to users making
relevance judgements in lists of retrieveddocumentsfroman automated information
retrieval system

Background explanation: The methodused for generatingquery biased summaries
involvedthe information retrieval systemtaking terms froma user's queriesof the
system,matching them againstdocumenttext, and usingsentenceextractionmethods
to generatedocumentsummaries. Although not alwaysfluent, these query biased
documentsummaries are to somedegreecustomisedto the individualuser. In
contrast, typicaldocumentsummaries froma traditional information retrievalsystem
comprisetitle and the first few sentencesof the retrieved document.

The central hypothesis was that 'the use of query biased summaries in a retrieved
documentlist would have a positiveeffecton the processof relevance judgement by
users' (Tombrosand Sanderson 1998,p. 4).

There were two conditionsof the independent variable in the experimental design: the
use of query biasedsummaries, and the use of static pre-defined summaries, in a
rankedlist of retrieveddocuments. Subjectswere randomlyassignedto one of two
task groups. One (the first experimental group) had to makerelevancejudgements of
documentsusingquery biasedsummaries, and the other (the second experimental
group- that may be regarded as the control group) to make relevancejudgements
based on static, pre-defined documentsummaries (typical systemoutput from a
traditional information retrieval system). Performance on retrievaltasks, specifically
accuracyand speed, constitutedthe dependentvariable.

Eachsubjectwas given five separatequeries, and a retrieveddocument list. Time to
performthe relevance assessments was limitedto five minutesper query. The
experiment usedqueries and documentsfromthe TREC test collection(see further
explanation of the TREC experiments in Box6.4). 'The only actions [subjects] ...
could performwas to move through the list or to fetch the full text of the documents
listedwithin it. Their task ... was to identify, in a limitedamountof time, as many
relevantdocumentsas possible.' (Tombros and Sanderson 1998,p. 5). Subjectsalso
completed a briefquestionnaire basedon their experience.

Criteriameasured in the experiment includedrecall and precision,speed, the need to
consult the full text of documentsfor clarification, and subjects' subjective
assessments of the valueof documentsummaries provided.

'The results fromthe evaluation indicate that the use of query biased summaries
significantly improves both the accuracyand speed of user relevancejudgments'
(Tombrosand Sanderson 1998,p. 2).
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Variations on the basic model include two or more experimental conditions and a
control group, or two or more alternative treatments insteadof'« control group. For
example, the design in Figure 7.3 was used in a study into the stress-producing
effects of an invasion of one's 'personal space' (Kanaga and Flynn 1981). One of the
conditions involved an interview between experimenter and subject where a
comfortable social distance was maintained (control); and the other two conditions
involved two different levels of violation of spatial distance conventions (close, very
close) through the interviewer moving to an inappropriate social distance at a
designated point in the interview.

__--I~. 0,

R~::
~Not-X -----1~~ 0 3

Figure 7.3: Variation on the basictwo-group design

Pre-test/post-test control group design (also known as four cell experimental design,
or before-and-after two-group design)

This is also one of the simplest, 'classic' types of experimental design. It involves
experimental and control groups, selected through randomisation. Both groups are initially
tested, and measured on the variable under consideration. Then the experimental group is
subjected to the treatment, and subsequently re-tested. The control group is isolated from
the experimental treatment, and is also re-tested. Results from the two groups are compared,
the assumption being that any observed differences are attributable to the experimental
treatment. The basic model for this design is shown in Figure 7.4.

R<3'--'~ X

----I~.Not-X ----l~. 0 4

Or

I::
Experimental I0 1

group r-' +- _
Control group ,-0=..3__..J......C::..:!.- _

Figure 7.4: Basicmodel for pre-testlpost-test controlgroup design
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In the analysis of results, comparisons will be made between pre-test and post-test scores
for each group (that is, 01 and 02; 03 and 04)' and also the between-group scores (that is,
0\ and 03; 02 and 04)'

One potential problem with a pre-test preceding a post-test is that subjects may be sensitised
to the purpose of the experiment, and hence bias their post-test scores (a maturation effect).

Variations on the basic design include:

• more than one experimental group and a control group; and

• two or more treatment groups in lieu of a control group.

A typical instance of a pre-test/post-test control group design is an experiment testing the
efficacy of a training program in producing desired training outcomes or behaviours. Take
the case of a state public library agency that has developed an Internet training program for
older adults. The primary hypotheses are that the Internet training program yields
significant improvements in Internet searching skills and improves the confidence of older
adults in using the Internet. The Internet training is the independent variable, while Internet
searching skills and confidence levels are the dependent variables.

Specific tests are developed to measure subjects' skills in Internet searching, and to rate
their level of confidence in Internet use. Subjects from the relevant age range are randomly
assigned to experimental (training) and to control (no-training) groups. An initial test of
Internet searching skills and level of confidence is applied to subjects in both conditions.
Certain basic demographic and other relevant personal data (such as previous exposure to
computers and to the Internet) is also collected.

Those in the experimental group(s) then undertake the training program, while those in the
control group(s) receive no training. All subjects (experimental and control) are tested again
after the delivery of the training. It is hoped that the performance and confidence of those
who have undertaken the training improves significantly more than that of subjects in the
control group. As well as drawing conclusions on the efficacy of the training program in
enhancing Internet searching skills and confidence, conclusions may also be drawn on the
impact on results of moderating variables such as age, sex or subjects' prior exposure to
computers and the Internet.

Factorial designs

A factorial design involves two or more independent variables under study (designated 'X',
'Y', etc.). Both the independent and interactive effects of these variables on the dependent
variable are studied. These designs are quite complex methodologically (especially if more
than two variables are involved), demanding a sophisticated level and techniques of
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statistical analysis - scarcely the domain of the novice researcher! The basic model for a
two-by-two factorial design is shown in Figure 7.5.

R~
X and Y ~ 0 1

X and Not-Y ~ O2

Not-X and Y ~ 0 3

Not-X and Not-Y ~ 0 4

Figure 7.5: Basicmodel for factorial design

One example of such a design given by Kidder (1981) is an investigation into the interactive
effects of a person's gender and assertiveness on their popularity in a group situation.
Selected 'actors' were primed (unbeknown to subjects in the group) to play the role ofa
group member, adopting one offour characteristics: assertive male, assertive female,
submissive male or submissive female. Subsequently, subjects rated each person in the
group (including the 'actor') on a number of qualities, including their popularity. Gender or
assertiveness behaviour alone had no signficant impact on actors' popularity, but the
interactive effect of gender and behaviour did, with assertive males and submissive females
being rated most popular - reinforcing sexual stereotypes.

Boxes 7.2 to 7.4 (further below) illustrate the application of the various true experimental
designs.

Advantages of the true experiment

Due to the rigorous controls exercised and the ability to rule out rival explanations, true
experiments have a much higher internal validity than other research designs. Hence
findings may be interpreted as having greater integrity. Also, the true experiment is the most
suitable of any of the research designs for testing hypotheses involving causal relationships.

Limitations of the true experiment

The major weakness of experimental designs is their external validity. When an experiment
is conducted in rigidly controlled laboratory conditions, its generalisability to other
populations and settings lacking those controls is suspect. Phenomenologists criticise
experimental designs for the highly artificial environments they create, for divorcing a
phenomenon from its natural setting, where it cannot be observed in its totality: a problem
particularly with the observation of human processes. To help to overcome this limitation,
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some researchers will follow up an initial laboratory investigation with field study (as done
in the O'Reilly and Roberts (1974) research noted in Box 7.2).

Box 7.2: Example of a complex factorial experimental design

O'Reilly and Roberts (1974)useda seriesof three2 x 2 factorial designsto
investigate the phenomenon of selective filtration of information in organisational
hierarchies. Theyopted for laboratory experimental simulations rather than field
experiments - although someyearslater theseexperiments werefollowed up by a
fieldstudy(O'Reilly 1978). The basicdesign involved the interactions of the
variables 'favourableinformation' and 'important information' about the person
('actor', with the variable 'directionality of information flow'. The initial2x 2
factorial designwas:

Fal/ourableand important information Unfal/ourable and important information
Fal/ourableand unimportant information Unfal/ourable and unimportant information

This wasappliedto eachof the threedirections of organisational communication:
upward transmission (communication with the boss);downward transmission
(communication with subordinates); and lateral transmission (communication with
colleagues).

Results indicated that senders filtered out different typesof information, depending on
the direction of the flowof information and the trust in the receiver. A tendency to
passmorefavourable and important information upward, and to filterout the negative
and unimportant, wasnoted- management wouldbe deniedaccessto important but
unfavourable information. Moretotal information wasshared laterally than either
upwards or downwards communication, as wasmoreunfavourable information.

Boxes 7.3 and 7.4 present two further examples of true experimental designs.
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Box 7.3: Experiments on evaluation of information retrieval systems

One area of information management/information systems research where true
experimental designs (laboratory experiments) have been extensively used is in the
evaluation of information retrieval systems. The Cranfield (UK) series of experiments
from the I960s established experimental designs for evaluating information retrieval
systems (Cleverdon 1962; Cleverdon, Mills and Keen 1966; Foskett 1996).

Components of a traditional information retrieval system experiment include the:

I. indexing system - indexing and searching methods and procedures (an indexing
system can be human or automated);

2. collection ofdocuments - text, image or multimedia documents, or document
surrogates (for example bibliographical records);

3. defined set ofqueries - which are input into the system, with or without the
involvement of a human searcher; and

4. evaluation criteria - specified measures by which each system is evaluated, for
example 'precision' and 'recall' as measures of relevance. Recall is the proportion
of relevant documents in the collection retrieved in response to the query.
Precision is the proportion of relevant documents amongst the set of documents
retrieved in response to the query.

In these experiments, it has been found that recall and precision tend to be inversely
related (that is, as recall increases, precision decreases, and vice versa). Researchers
tend to favour recall over precision, while busy professionals wish to maximise
precision.

Traditional online systems based on Boolean logic return document sets with no
relevance rankings (although output can be sorted by, for example, date or
alphabetically). More recent information retrieval systems based on natural language
query processing attempt relevance rankings of system output. However, such
rankings relate to closeness of fit to the query statement, and not to human relevance
rankings. Precision ratings can be made at specified intervals, for example ratings for
precision at ten documents, fifty documents, or 100 documents. Many sophisticated
means of generating relevance rankings are under development.

System-oriented experiments for information retrieval system evaluation

These experiments usually involve a very large test collection ofdocuments, a
standardised set of queries and associated relevance judgments. Queries are
successively batched into the information retrieval system which calculates recall and
precision measures for each query.
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Box 7.4: The TREe experiments

Perhapsthe best knownand most extensive of the system-oriented experiments for
information retrieval systems evaluation are the recentTRECexperiments. (TREC
stands for Text REtrieval Conferences, organisedby the US-based National Institute
of Standardsand Technology(NIST)). Annual workshops are intendedto foster text
retrieval research, based on very largetest collectionsand many universities, research
institutions, and industrybodiesworldwide participate in the TREC experiments. It is
a mammoth experimental research projectof global proportionsand some significant
information retrieval systems research advances have been achieved.

'One of the goals of the TRECconferences has been to support the comparison of IR
systemperformance on a common task of realistic difficulty. Comparisons of IR
systems mustdeal with the possibleeffectson the IR systemperformance measureof
non-system factors such as: topics; system-topic interactions; supporting hardware
and software; additionally, if a human searcher is involved[note that for most of the
TRECexperiments this has not been tbe case] searchers' abilities(innate and
learned), topic-searcher interactions, searcher-system interactions; various higher­
order interactions' (Lagergren and Over 1998,p. 164).

The fundamental research issuearising from the TRECexperiments is: Do these
systems-oriented laboratory experiments reflect the real-world experienceof human
searchers? Some of the more recentTREC experiments are designed to address this
concern,especiallythrough the 'interactive track' experiments.

Given the diversityand extentof this project, it is not possibleto do justice to
describing it in this brief introductory text. For furtherdetails refer to the NIST
Website http://www.trec.nist.gov and to sources such as the ACM SIGIR
Conferences on Research and Development in Information Retrieval, where manyof
theseexperiments are reported in detail. See Lagergren and Over (1998) for a clear
explanation of a verysophisticated TREC-6 experimental design involvingnine sites
worldwide.

Pre-experimental research designs

Definitions and overview

Pre-experimental designs, as the term suggests, are rudimentary in nature, bearing some
similarities to a true experiment, but lacking many of the controls, which makes them very
weak methodologically.
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These designs utilise neither experimental and control conditions, nor randomisation: hence
there is no meaningful comparison. Also, they are unable to overcome the problem of rival
explanations. Pre-experimental designs are better avoided where there are alternatives: but
often there are no alternatives.

Some particular pre-experimental research designs

One-shot case study

This is the simplest type of pre-experimental design. A person, group, organisation, or
object is exposed to something and the effects observed. For example, an organisation that
has previously relied mainly on paper-based information systems establishes an intranet.
After the system has been fully implemented, observations are made and conclusions are
drawn on the impact of the innovation on the organisation - on management-staff
relationships, the nature of work, culture, communication patterns, etc. While this is the
basis of much everyday reasoning, it has little 'scientific' validity. There are no meaningful
comparisons; and many possible sources of rival explanations (for example selection,
history). The basic model is depicted in Figure 7.6.

x ----I•• 0

Figure 7.6: Basicmodel forone-shotcase study

However, the single-case study does have its place, and is widely used in information
systems and information management research. (Case study research was discussed in
Chapter 6.)

One-group pre-test/post-test design

The basic model for group pre-test/post-test design is shown in Figure 7.7.

__-1.~ X

Figure 7.7: Basicmodel for pre-test/post-test design
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In introducing a pre-test prior to the treatment, followed by a post-test, this design is a slight
improvement on the one-shot case study. It rules out the problem of selection in that
subjects are tested first. However, it does not eliminate other rival explanations. It is also a
very weak research design.

Static group comparison

This is a correlational design used in field studies rather than a true experiment. Subjects
are divided into groups on the basis of whether or not they possess 'X', the characteristic
under study, and observations are subsequently recorded. Randomisation is not used. (This
approach was discussed in Chapter 5.)

Advantages of pre-experimental research designs

As pre-experimental designs are weak methodologically, they should be avoided when there
are alternatives. However, they may constitute the only option open to the researcher. They
are acceptable for an exploratory study, where the researcher wishes to gain insights or
gather ideas, and not to generalise to the wider population.

Limitations of pre-experimental research designs

Lacking the controls ofa true experiment (that is, randomisation and experimental and
control conditions), there are serious threats to internal validity with pre-experimental
designs. They provide no meaningful comparison, and are unable to overcome the problem
of rival explanations. Also, external validity/generalisability is suspect as samples are not
representative.

Quasi-experimental research designs

Definitions and overview

Quasi-experimental research designs are a compromise between the true experiment and
pre-experimental designs. Where possible, it is preferable to use a true experiment, but
frequently that is not an option, especially in natural settings. These designs are a
considerable improvement methodologically on pre-experimental designs. In quasi­
experimental designs, groups are formed by deliberate selection, not by random assignment.

Through the use of quasi-experimental designs in field research, it is possible to infer or
hint what might be likely causal links, but not to prove causality. This is because techniques
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used are correlational in nature: correlation demonstrates that two factors are in some way
related, but does not enable us to infer that 'A' caused 'a' - 'a' could have caused 'A'; or
both 'A' and 'a' may have been caused by another external factor.

Particular types of quasi-experimental research designs

Pre-test/post-test nonequivalent control group design

This design is a combination of the static group comparison design and a one-group pre­
test/post-test pre-experimental design. In combining features ofboth, it is more interpretable
than either. This design includes pre-test information of baseline levels (enabling selection
to be ruled out as a rival explanation), and a comparison group. However, like other quasi­
experimental designs, the groups are not formed by random assignment, but rather by
deliberate selection. The basic model is shown in Figure 7.8.

Pre-test O.

X
Group I

Not-X
Group 2

Post-test

Figure 7.8: Basic model for pre-testJpost-test nonequivalent control group design

Porch (1995) used this type ofquasi-experimental design to investigate the impact on job
satisfaction of introducing an integrated library information management system into her
organisation. She identified the introduction of the new system as the independent variable;
the consequent changes in job characteristics and the motivating potential of the job, and
changes in job satisfaction as the dependent variables; and as moderating variables ­
expectations of the effects of the new technology on the job, the perceived usefulness of the
new technology; prior knowledge, and age, gender and job category. As not everyone in the
organisation had access to the new system, Porch was able to set up the 'naturally­
occurring' equivalents of an experimental group (those who would use/ used the new
system) and a control group (those without access to the new system). She tested job
satisfaction using the well-known 'Job Diagnostic Survey' (Hackman and Oldham)
instrument. This was applied first before the introduction of the new library information
management system (pre-test), and reapplied to the same individuals in both the
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experimental and control groups after the system had been installed and fully operational
for some time (post-test). Changes both within and between the two groups were traced, and
conclusions drawn.

This design can also be described as an 'explanatory survey'. See Chapter 5 for a discussion
of explanatory surveys and of the constraints on inferring causation with this type of
correlational study. See also the discussion of Kobasa's (1979) study given in Chapter 5,
which exemplifies this type of design.

Interrupted time series design

Interrupted time series designs are an extension of the pre-experimental one-group pre­
test/post-test design, using a series of observations/measurements both before and after the
treatment condition. Conducted over an extended period (that is, a 'longitudinal' design),
the time-series design enables the elimination of maturation and testing as threats to internal
validity. With this design, trends in data can be examined before, during and after the
treatment. The basic model for this design is shown in Figure 7.9.

Figure 7.9: Basic model for interrupted lime series design

A variation on the design is the introduction of a second group as a control, who are tested
at the same intervals as the treatment group, but are not exposed to the treatment condition.

Regression-discontinuity design

The regression-discontinuity design builds on the pre-experimental static group comparison
design by introducing a series of comparison groups, addressing the issue of selection as a
potential rival explanation. It is a 'cross-sectional' design. The basic model is depicted in
Figure 7.10.
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Group I ~ X ~ 0 1

Group 2 ~ X ~ O2

Group 3 ~ X ~ 0 3

Group 4 ~ X ~ 0 4

GroupS-' Not-X -. Os

Group 6-' Not-X -. 0 6

Group 7-' Not-X -. 0 7

Group 8-' Not-X -. Os

Figure 7.10: Basicmodel for regression and discontinuity experiments

Advantages of quasi-experimental research designs

In field research (for example an investigation into the social effects of introducing
automated ticketing machines on public transport) where it is not possible to use a true
experimental design, a quasi-experiment is an option which does permit some hints of
causality to be made - but not conclusively proven. While internal validity remains an issue
with quasi-experimental designs, their external validity is greater than with the true
experiment.

Limitations of quasi-experimental research designs

Compared with the true experiment, the internal validity of quasi-experimental designs is
much lower. However, each of the designs just considered does attempt to eliminate
particular types of rival explanations.

Conclusion

Researchers use experimental designs when they wish to explore possible causal links
between variables. However, there are major constraints on causal inference in research,
and there is a trade-off between a researcher's ability to establish definite causal links and to
generalise findings to real-life settings. This is the classic conflict between internal and
external validity in research design. The laboratory experiment is the design best suited to
establishing causation, but it suffers from a limited generalisability to natural settings. On
the other hand, the field experiment enables greater generalisation to an external population,
but sacrifices the ability to establish causation with any degree ofconfidence. While it is
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theoretically possible to maximise both factors by first undertaking laboratory research
followed by a field experiment, cost is likely to be a major deterrent.

Discussion questions

• The experiment is often described as the research method best suited to isolating causal
links. However, even in experimental designs, there are significant constraints on
establishing causation. Discuss.

• There is a trade-off between internal validity and external validity in experimental
designs. Laboratory experiments maximise internal validity at the expense ofexternal
validity. On the other hand, field experiments maximise external validity at the expense
of internal validity. Is it possible for a researcher to maximise both internal and external
validity in experimental design? If so, how?

• Detail a scenario, define hypotheses and outline an appropriate experimental design for:

• a laboratory experiment testing particular human-computer interaction variables; and

• a field experiment involving the introduction of a new computer system into an
organisation, or a new technology into society.

• Consider possible variations to your experimental design (above) given cost and time
constraints. How might conclusions which can validly be drawn from experimental
results vary from highly sophisticated to much simpler experimental designs?
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CHAPTER 8
System development in information
systems research
Frada Burstein

Objectives

At the end of this chapter you will be able to:

• recognise the place of system development within the information systems research
cycle;

• appreciate the role of system development as a way of theory testing/exploration; and

• understand the difference between system development for practical application and as
a tool for research.

Specifics of information systems research

The main aim of conducting information systems research is to ' ... study the effective
design, delivery, use and impact of information technology [IT] in organisations and
society' (Keen 1987, p. 3). The study of information systems can be regarded as a multi­
disciplinary endeavour (Land 1993; Avison and Fitzgerald 1991).

A set of research methodologies has been explored for use in the general field of
information systems research; each being appropriate for different aspects of research
depending on the domain and philosophical position of the researcher. Consensus has not
been reached on one framework classifying all research approaches suitable for information
systems. Attempts at such classifications are usually framed around different research
contexts within the 'theory building - theory testing - theory refmement' cycle. On the
other hand, from the point of view of the analysis of data about information systems, studies
are following both of the major research traditions, that is, positivist and interpretivist
(Galliers 1992; Land 1993; Shanks, Rouse and Amott 1994).

The range of information systems studies requires various approaches, each with its
advantages and disadvantages depending on the research focus and application domain.
Empirical approaches include case studies, surveys, laboratory and field experiments, and
various types of simulation and forecasting on the positivist/scientific side ofresearch, as
well as action research and ethnographic studies on the qualitative/interpretive side. These
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various research approaches allow the capture ofa more or less open picture of changes in
relation to information systems development and usage in the organisations.

Systems development, a particular research method, has been omitted from most
taxonomies or classifications of information systems research methods, mainly due to the
assumption that system development does not lie within the information systems research
domain. The legitimacy of systems development, as a valid research activity within the
technical domain of information systems, has been debated extensively and justified by
Nunamaker and Chen (1990), Nunamaker, Chen and Purdin (1990-1991) and Parker et al.
(1994). Information systems research has been perceived by some as purely a social science
thus ignoring the technological side of it. However, this view is changing as more
researchers recognise that information systems involve an unavoidable technical component
(Cecez-Kecmanovic 1994). Systems development as a research method may bridge the gap
between the technological and the social sides of information systems research. This aim
can only be achieved by building an application of the proposed theory as an illustration of
the 'technical' side information systems domain (Parker et al. 1994).

Systems development approach

Systems development has also been referred to as engineering type research also known as
social engineering (Cecez-Kecmanovic 1994) or systems development (Nunamaker, Chen
and Purdin 1990-1991; Nunamaker and Chen 1990). It is a developmental and engineering
type of research, which falls under the category of applied science (Nunamaker, Chen and
Purdin 1990-1991). It is grounded on the philosophical belief that development is always
associated with exploration, advanced application and operationalisation of theory (Hitch
and McKean 1960).

The research approach may be classified as 'research and development' where scientific
knowledge is used to produce' ...useful materials, devices, systems, or methods, including
design and development of prototypes and processes' (Blake 1978, cited in Nunamaker and
Chen 1990, p. 631).

Where systems development fits into the research cycle

In the existing taxonomy of research methods (Neuman 1994; Galliers 1991), a distinction
is drawn between basic and applied research. The first is directed towards 'theory building'
and contributes to the advancement of the general knowledge of the society. To a certain
extent, this kind of research can only be conducted after a field of study has reached a
certain level of maturity and has all the parameters clearly defined to be generalisable in a
form ofan appropriate theory: an established paradigm (Kuhn 1970). Applied research, on
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the other hand, is targeting a specific problem relating to the introduction or functioning of
an information system. In this respect applied research is closer to practice. The result of
such research is intended to help practitioners to be better informed about their work
environment and do their job better (Neuman 1994).

Building a theory involves discovery of new knowledge in the field of study and can be seen
as rarely contributing directly to practice. On the other hand, after the theory is proposed it
needs to be tested in the real world to show its validity and to recognise its limitations, as
well as to make appropriate refinements according to new facts and observations made
during its application. Information systems still represents a relatively new discipline,
resulting in a need and place for both types of research. It can be argued that, in any large
research project, there are identifiable elements of basic and applied research, usually one
followed closely by the other.

Testing can be conducted in more or less natural settings. For this purpose both interpretive
and pseudo-scientific approaches can be applied. Interpretive studies represent a less
controlled mechanism of applied exploration, whereas experimentation requires a certain
level of control over some of the variables under consideration. At least this approach
assumes an ability to differentiate between independent, dependent and controlled variables.

In our context of information systems research, the theory proposed may lead to the
development of a prototypesystem that is intended to illustrate the theoretical framework.
In some more organisation- or society-oriented studies the role of such a system can be
played by the existing piece of technology or the process of technology transfer. Thus,
systems development becomes a natural, intermediate step linking basic and applied
research. In their seminal paper on the role of systems development in information systems
research, Nunamaker, Chen and Purdin (1990-1991) argue that systems development
represents a central part ofa multi-methodological information systems research cycle (see
Figure 8.1).

This extended structure, with a systems development component integrated into the research
cycle, presents a complete, comprehensive and dynamic research process. It allows multiple
perspectives and flexible choices of methods to be considered in various stages of the
research process.

We must note here that time limitation is one of the factors to be considered before the
decision is made whether systems development can be included in the project. However, if
the scope of the prototype is closely monitored to conform to an absolute minimum
necessary to illustrate the theory, it is possible to complete one cycle of system(s)
development based on the given theory, followed by an evaluation-observation within the
time limitations of a student project.
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Observation
case studies,survey
studies, fieldstudies

(adapted from Nunamaker, Chen and Purdin 1990·1991, p. 94).

Figure 8.1: A multi-methodological approach to information systems research

Generalised research process model

First proposed in the early 1990s, this systematic approach to information systems research,
which includes some systems development, has now been revised and represents the generic
research process. As a model, this approach is advocated by the Center for the Management
ofInfonnation (CMI), University of Arizona (see Figure 8.2). In this case, prototype
building takes an equal third part as a mechanism for theory testing and refinement. The
central part of the model, new concept, evolves through the dynamic feedback loops
between various testings of the prototype. The tests are conducted in more or less natural
settings (laboratory experiments and field tests) and produce results which are intended to
be reflected in the new version of the prototype. On the other hand, the prototype reflects
back to the concept under consideration.
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(available from http://www.cmi.arizona.edu/)

Figure 8.2: eMI Arizona Research Model

The systems development research procedure

Research methods generally address an existing problem from which a hypothesis is formed
and analysed. Analysis may involve prototypical system(s) development to provide proof­
of-concept. For fundamental research, this evidence or artifact is important as it becomes
the focus for expanding or continuing research (Nunamaker, Chen and Purdin 1990-1991).

The systems development approach denotes a way to perform research through exploration
and integration of available technologies to produce an artefact, system or system prototype.
Systems development focuses on the theory testing, more than theory building aspects of
research, allowing a smooth progression from development to evaluation. It could be
thought of as proof-by-demonstration (Nunamaker, Chen and Purdin 1990-1991). On the
other hand, it can be useful to consider as part of the exploratory stage of information
systems study, when the aim is to observe and evaluate the implications or any other effects
of introducing a particular new technology into the organisation. Systems development
research process is of an iterative nature, as illustrated in Figure 8.3.
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Step 1 - Concept building

........

....

......
The construction of a meaningful research question,
investigating the functionality and requirements of the
systemand studying otherdisciplines for other ideasand
approaches

Step 2 - System building

The construction of the prototype systemthrough the
following steps:

+2a - Develop a system architecture
Developing an architectural designand defining
system functionality, components and
interrelationships

+2b - Analyse and design the system
Designing the database/knowledge baseand
processes to carryout systemfunctions,
developing alternative solutions and selecting one
of them.

+2c - Build the (prototype) system
Learning aboutconcepts, framework and design
through the building process and gaininginsights
about the problems and the complexity of the
system.

Step 3 - System Evaluation

Observing the use of the system by case studyor field
experiment, evaluating the system through laboratory or
fieldexperiment, developing newtheories/models based
on the observation and evaluation of the system, and
consolidating experiences learned.

(basedon Nunamaker, Chen and Purdin 1990-1991)

Figure 8.3: The systems development method
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Thus, a systems development methodology comprises three major steps: concept
development; system building; and system evaluation. As is described above, the concept
building stage involves some theory building, where the theory can be illustrated by a
system The major difference between this approach as a research method and conventional
systems development is that the major emphasis is on the concept that the system has to
illustrate, and not so much on the quality of the system implementation. At the beginning of
such a project the implementation has to be justified, in terms of whether there is another
existing system that is capable of demonstrating the features of the concept under
investigation. The evaluation stage of the systems development method is also different
from the testing of a commercial system. It has to be done from the perspective of the
research questions set up during the concept-building stage, and the functionality of the
system is very much a secondary issue.

This approach has been tested in a number of student projects (Sharma 1996; Maynard
1997; Wafula and Swatrnan 1995; Ngu 1995). Furthermore, following a systems
development research cycle, Fung (1997) performed an experimental evaluation in a
laboratory experiment setting of the case-based organisational memory system that was
developed by Sharma (1996) for her Masters project. The advantage of the approach is that
it can be conducted as a sequence of related projects, where each complements the others in
a full cycle of theory development and testing throughout the system development.

Systems development research framework is also relevant to information management
research. For example, Schauder (1997) reports on research in library-based electronic
publishing. This study has been conducted with the aim of evaluating comparative
advantages in using CD-ROM and Internet as a media for electronic publishing of
Australian materials. This work can be viewed as an example of Step 3 in the systems
development methodology. (See Figure 8.3.) The concept under consideration, electronic
publishing, has been implemented using two proposed media: INFORMIT CD-ROM
publications; and VICNET as an example of Internet-based publishing. The author reviews
the results of the experiences gained from these two electronic publishing media. This
study can be regarded as a kind ofa field test conducted in order to justify the validity and
usefulness of the concept. The results feed back into the initial concept development
identifying the elements of the communicative transaction associated with this type of
publishing. (See Kaufer and Carley (1993).)

Conclusion: The role of system building in information systems
research

Research in information systems has been criticised as being too conceptual (Hamilton and
Ives 1992; Galliers 1992). However, the concepts under investigation in the information
systems study are usually not, by themselves, the main purpose of the research. They rather
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provide the opportunity to frame the findings in relation to the theories and contribute to the
core body of knowledge of the field. Due to its rather applied nature, systems development
is essential to prove underlying theories (Nunamaker, Chen and Purdin 1990-1991).

Information systems researchers have argued that it is insufficient that 'a product oflS
[information systems] research be useful- it must also be used' (Parker et al. 1994, p. 198).
Hitch and McKean (1960) also stress the interdependence between development and
research. The systems development approach allows a link between theory building and
applied information systems research. It is also argued that systems development research
can be viewed as an example of action research, when the researcher is involved in the
construction and testing ofa method or an information system in a real-world context
(Burstein and Gregor 1999; Baskerville and Wood-Harper 1998).

At the same time, Nunamaker, Chen and Purdin (1990-1991, p. 103) suggest that 'building
a system in and of itself does not constitute research' and it is inappropriate for the major
contribution of an information systems research project to be some software (Galliers
1993). Where systems are needed as proof-of-concept of an information systems research
investigation, development is a valid research activity (Parker et al. 1994). Weber (1987)
warns the reviewers of research papers to carefully evaluate the contents of papers
describing systems development and design as the major focus. He argues that the design
presented in such papers has to be justified by some preliminary basic research, and
described in the context of some theory of information systems, or some theory should be
used 'to predict the likely success or failure ofa design' (Weber 1987, p. 9). Otherwise,
such papers cannot be classified as quality research papers.

Nunamaker and Chen (1990) state five criteria for use of systems development as a research
methodology in information systems research:

• an important phenomenon can only be studied in the process of system building;

• the result of system(s) building will contribute to the advancement of the information
systems theory;

• there are some hypotheses or propositions derived from the theory that require to be
experimentally tested through the development process;

• the new system design provides a better solution to the existing problem; and

• some generalised results can be expected from the experiences gained with system
building and design (based on Nunamaker and Chen (1990, p. 637».
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Systems development should derive results of practical value to the domain under study,
while contributing to theoretical and practical knowledge in the field. The product of
information systems research and the lessons learned from development may lead to
innovations in the field of information systems as 'knowledge is learning by doing'.

Key summary points

The following summarises the key points raised in this chapter:

• building a system in and of itself does not constitute research;

• development of a prototype is a part of information systems research life cycle;

• building a system is a part of the evolutionary process of research (feasibility
assessment); and

• software engineering is a method of systems development research.

Discussion questions

• What are the main advantages of following systems development model research?

• Is it always important for the researcher to establish the most appropriate research
approach before the beginning of the project? How will you determine which method is
the best for a given situation?

• When in your research project should you decide on whether or not to follow a systems
development research approach? Give the reasons for your answer.

• Is it always feasible and advisable to build a system in information systems research?
Explain.
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CHAPTER 9
Action research
Majola J.H. Oosthuizen

Objectives

At the end of this chapter you will have a better understanding of:

• philosophies on which action research is based;

• nature of the action research method;

• what is involved in rigorous action research; and

• techniques used in action research.

The philosophy of action research

While action research can be explained from the perspective of many philosophies, this
chapter explains it primarily from the perspectives of hermeneutics and action science.
Hermeneutics is defined as:

hermeneutic, ad}. interpretative; explanatory.
hermeneutics, II. the science of interpretation, esp. of the Scriptures (Macquarie
dictionary 1996, p. 820).

Action research is a hermeneutical or interpretive approach (Galliers 1992). The tenus
'hermeneutical' and 'interpretive' could be used as synonyms (Phillips 1992). The first is
derived from Greek, the second from Latin. Hermeneutics was initially driven by the need
to interpret Scriptures, but gradually came to be used in a wider context:

In short, then, hermeneutics cameto be seen as the study of the interpretation and
understanding not only of texts, but also of humanactions and customsand social
practices (Phillips 1993,p. 103).

Action research could be seen as a hermeneutical approach concerned with the study of
human actions and social practice. Within social sciences, action research could be seen to
belong to the critical social sciences stream of philosophies, of which action science
(Argyris, Putman and Smith 1985) is one. A key difference between critical science and
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other philosophies of social science is that it is necessary for the researcher to participate in
the action (Galliers 1992, p. 157), while other social science philosophies require that the
researcher must have a detached, unbiased observer role. The action researcher could also
search for knowledge as observer, but he or she will also be actively involved in the
bringing about of certain practical outcomes (Foster 1972), particularly those that provide
practical benefits to the client (Galliers 1992). The search for practical benefits to the client
is frequently a main reason why action research is chosen as a method.

The cyclic nature of action research (further described below), is another core characteristic.
Lewin (1946) is attributed as possibly the first writer who explicitly proposed the use of the
cyclic action research approach, as a means to simultaneously solve problems and to
generate new knowledge (Marrow 1969).

Sources of action research

The action research approach has been applied in many fields, such as in organisations and
organisational behaviour, community development, schools, agriculture, architecture and
environmental planning (Deschler and Ewert n.d.). Applications in the various fields
resulted in several traditions of action research, each with its own writers and descriptions
(Brown 1993; Selener 1992). Some of the texts that provide an overview of action research
are by Whyte (1964; 1991), Kemmis and McTaggart (1982) and Stringer (1996). Some of
the texts that describe action learning, which is similar but more concerned with action as
opposed to research, are by Revans (1983), Pedler (1991 ), Schon (1991), Dixon (1994), and
Argyris and Schon (1996).

A number of Internet communities exist (see Dick 1992), which focus on action research.
The description ofaction research which follows is primarily based on the Action Research
and Evaluation On Line (AREOL) course material of Dick (1997a-o). Dick's Internet
listserver (ARLIST-L) (Dick 1997) is one of the primary means by which action
researchers, scholars and practitioners from all over the world can communicate with one
another.

The nature of action research

Action research has a two-fold focus: action in practice and knowledge generation through
rigorous research. It is sometimes shown as:



Action research 161

Action research = action + research.

Action research is often intended to bring about change of practice, while creating
knowledge at the same time. These combined characteristics make it useful for exploratory
research to bring about improvement of practice, or to propose new solutions to practical
problems.

Action research is usually carried out in discrete cycles, where later cycles are used to
challenge, support and refine insights and results from previous cycles. When the approach
is used appropriately, this cyclic feature of action research can be used not only to propose
theory, but also to test theory. However, like case studies, action research is usually
concerned with single situations, for example, a single group or company. Therefore,
although the approach can generate theoretical propositions that go beyond single
situations, action research is seldom seen as an appropriate approach to test the general
applicability of theories.

Action research is critically reflective. The need for reflection exists in times when current
action does not produce the desired results, and change is needed. This is why action
research is often concerned with change in practice. The need for critical reflection is the
reason why action research is cyclic: it calls for a process that has reflection as a
fundamental part of each cycle. In its most basic form, the action research cycles can be
illustrated as shown in Figure 9.1.

Figure 9.1: The most basic action research cycle

Note that reflection is based on experiences of action, and that the whole constitutes a
learning process. Such a process is particularly useful in situations where effective nominal
theory for practice is absent. In these situations the action research cycles function like
mini-experiments in practice. Through reflection on previous action a new theory of the
form 'if I do X, then Y will occur' is proposed, which is then applied in practice, and tested,
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in a cyclic manner. In each cycle, the result indicates whether the theory worked, and thus if
it can be used as basis for further refinement, or if it needs to be changed.

This cyclic approach of knowledge generation and testing allows the process to remain
flexible. There is no reason why a cycle should use the same methods as previous cycles;
the action of every new cycle is simply based on the best possible action that could be
proposed after reflecting on the previous cycles. In this sense, action research as research
methodology is different from other research methods, where is it expected that the method
is designed in detail, in advance, and used throughout the research project. This does not
mean that deliberate and detailed planning are excluded from action research. In fact, the
action research cycle is often proposed to contain multiple elements, such as shown in
Figure 9.2 where planning is part of the cycle.

Figure 9.2: A typical action research cycle

Some writers, such as Pedler (1991), point out that steps, such as planning, action and
observation, are action in themselves, and therefore each of them could also be followed by
reflection. However it is not so easy, and sometimes artificial, to separate such steps in
practice. It is important that deliberate reflection goes on throughout action research. To
ensure this, reflection ought to be scheduled at least once after the main action, for every
formal action research cycle.

The techniques used within action research also influence the nature of the action research
cyclesIsome of the major techniques are outlined below). For example, the Delphi
approach, outlined in Chapter 12, typically uses only a few, but very distinct cycles. In
contrast, when the dialectic approach is used, the individual cycles are many and hardly
visible, being embedded in the communication between people. The dialectic approach,
which is introduced later, is based on communication with an emphasis on the identification
and resolution of differences.
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A final fundamental characteristic of action research is that it is concerned with the
improvement of practice. Here the issue to draw attention to is that the choice and
contribution of participants will determine the extent to which practice is captured and
improved. Like other participants, the researcher will work hard to contribute to solutions.
Because action research is concerned with real practice, it is important that the stakeholders
are sufficiently represented. Dick (1997f) lists the informants, interpreters, planners,
implementers, facilitators, researchers and recipients as functions that participants could
have. This list provides ideas of stakeholders that could be involved. In practice, some
participants could take on many roles.

The selection of people to be involved in action research should, and usually does, receive
special attention. To better manage action research projects, professional action researchers
develop skills related to human interaction issues, such as in conflict and communications
management. The concern of the action researcher with human interaction issues is a
distinguishing feature of action research when compared with many other research methods.

Rigorous action research

The previous section described the nature of action research. This section discusses how
action research can be carried out in a rigorous manner, to generate reliable and valid
knowledge.

In discussing rigour in action research, Dick (1997m) proposed a framework, which divides
the action research process into seven components (see Figure 9.3). Rigour should be
applied to each of these components and to their relationship to one another.

The framework positions the action components (A and D) as concerned with intervention,
while the research components (B and E) are concerned with understanding and knowledge.
Action research projects should address both interests simultaneously.

The framework further distinguishes between the action research strategies (A, B, and C),
and the day-to-day implementation issues thereof (tactics D, E, and F). For example, in the
action research described in Box 9.1 below, main strategies of the research projects were
the scheduling of cycles that involve deliberate and documented action and reflection; the
using of multiple measures to achieve rigour; and the building ofa causal model of the
findings, which was simulated and the results compared with reality. At the same time the
day-to-day process involved communication, contributions, judgment and decisions by,
with, and about real and busy professionals. It was found that these short-term tactical issues
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demanded more attention than the higher level strategic issues, and that they were critical in
the overall success of the projects.

Action
strategies

(A)

Action
tactics

(D)

(Dick 1997m)

Research
strategies

(B)

Research
tactics

(E)

Data
strategies

(C)

Data
tactics

(F)

Data
models

(G)

Figure 9.3: Components of the actionresearch process

Both action and research generate knowledge and information, which could be called data
(C and F). An important challenge for action researchers is to capture this data in some way
or another. For example, in the action research, reported in Box 9.1 every major cycle
resulted in a formally distributed report, while minor cycles were recorded in minutes of
meetings, email. and specially created documents. There was an emphasis on documenting
understanding and subjecting it to scrutiny.

Finally, the insights from the action research projects must be presented in ways that are
conveniently understandable to humans, for example in the form of frameworks or models
(G). The research projects in the example included a number of formal and informal
presentations to people at various levels in the organisation, in meetings up to two days
long. In those meetings, managers and staff could question the understanding and make
further recommendations.

Rigour should be applied to the components of the framework, from a research as well as an
intervention perspective. From the intervention perspective, rigour is typically framed as,
'How do we know that the insight into practice and the solutions that you suggest are valid
and appropriate in practice?' From a research perspective it is typically framed as, 'How do
we know your theorisation is valid?'
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Box 9.1: Example of action research to investigate cognitive processes underlying
strateav development

The aim of the researchwas to investigate the natureof strategydevelopment
processes within a single largeminingcompany, with the purposeof providing
systemsto enableeffectivestrategydevelopment. To improve validityof insights, four
independent projectswerecarriedout over a periodof 18months(which is quite long
for graduateaction research projects),to investigate the processes:

Scenario building - investigation of strategydevelopment processeswithout
involvement of computermodelling.

Third party model use - investigation of computermodelling to developstrategy,
which was originallydone by a third partyconsultingcompany.

Model/ing based analysis - development of computermodels for strategy
development, with emphasison formal analysis.

Modelling based 011 expert participation - development of computermodels for
strategydevelopment, with emphasison expert participation rather than formal
analysis.

Eachof these projectswas concernedwith differentproductsand involveddifferent
participants. Eachalso went through multiplecycles,and sometimes cycleswithin
cycles. The researcherparticipated actively, alongsidecompanyparticipants,in all of
these activities. The main tasks of the researcher were to ensure the researchprocess
systematically went throughcycleswhich involvedcritical reflection, and to record
observationsand insightsfromeach cycle.

As mentioned above, details of the action research process can seldom be planned
systematically and up front, as is usually the case with experiments concerning natural laws.
This is because action research is a process through which solutions and insight are
generated in an explorative manner. Participants (including the researcher) must remain
responsive to new insights that are gained through action and reflection, and new methods
may be used at each stage of the process, as appropriate.

Although professional action research also strives for rigour, the approach is somewhat
different from that of the natural sciences. In summary, Dick (1997g) proposes six ways
through which rigour can be improved in action research projects:

• use each cycle to disconfirm emerging interpretation;
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• critique and refine methods at each cycle;

• collect data and interpretations in each cycle, for testing in later cycles;

• search for and address divergent data;

• use the literature as sources of possible disconfirmation; and

• subject the changes resulting from the process to disconfirmation.

Dick (1997j) discusses these issues in much more detail. The action research, outlined in
Box 9.1, applied the following measures:

• The viewing ofparticipants , action as a primary criterion - the client's willingness to
act on conclusions is an indication of validity and desirability from the perspective of
the client (Argyris, Putman and Smith 1985). In the study the client's investment in
resources and time was very significant, which indicated a high degree of validity from
the perspective of the client.

• The use ofcontinuous seeking ofdisconfirming evidence - in the study the insights and
interventions were of strategic importance to the company researched, and high calibre
people were employed as managers and business analysts to address this area. Little
chance existed to get any strategic recommendation accepted, unless such
recommendations were seen to be valid, and to add significant value.

• The use ofdifferent methods ofobservation and interpretation - the study used many
methods of communication, evaluation and data presentation, as indicated above. In
addition, the insights were incorporated into a system dynamics model of the subject
domain, in order to simulate and review the logic and consequences.

• The use ofdifferent informants - the study involved independent and geographically
dispersed business units, departments, and participants, thereby ensuring that a wide
range of perspectives was taken into account.

• Multiple case studies - the action research involved four independent projects and four
independent industries, thereby effectively increasing the number of instances
researched.
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• The asking ofdifferent questions for equivalent information - the four projects of the
study approached the issue researched from four different angles.

• The use ofdifferent researchers - many of the participants of the study were involved in
company strategic development in a serious way, and they regularly questioned insights
and solutions of their own accord.

• The comparison ofresults with the literature - throughout the study, the literature was
researched extensively, to validate ideas and to find better solutions.

• The collection. explication, and reflection on data in each cycle. to allow continuous
scrutiny - the study enforced processes to consistently capture and store information for
each cycle.

• The use ofmultiple cycles - the study involved twenty-one major cycles, which often
contained many minor cycles.

As these measures show, even though some would argue that it is harder to achieve rigour in
action research than in more conventional methodologies of research, the use of multiple
measures help to increase the rigour, and thus the validity of the research fmdings. In
research the issue is not so much if the findings are valid, but rather if they are seen to be
valid.

Techniques that can be used in action research

The previous section described basic action research strategies. This section briefly outlines
some techniques or tactics that can be used in action research. For a more detailed
discussion of the techniques, please consult the references.

It is important not to see these techniques as alternative action research methods, because
each cycle ought to address the issues investigated in the most appropriate marmer.
Therefore the action researcher must build competencies in various techniques that could be
used in the action research process. That said, the action researcher is confronted by a
general attitude in research, which expects consistency in techniques. For that reason it is
often advisable to break a study up into a number of projects, and to be consistent in the use
of techniques for each project.
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Convergent interviewing

Dick (1990; 19971)describes convergent interviewing as an information collection
technique that can be used when the researcher is unsure what information needs to be
collected. This technique directs focus on the issues that are important.

Typically, it starts with a single broad question from the interviewer to the interviewee.
Then the interviewer simply tries to let the interviewee talk for as long as possible, typically
for an hour or so. This should give the interviewer an idea of what is important and what
not. From this point similar interviews are conducted with further interviewees. During
later interviews, the interviewer explores for explanations on issues where interviewees
disagree. Where the interviewees agree, the interviewer tries to find disconfirming views. In
this manner the interviews converge on issues of importance. They seek to resolve
disagreements and strengthen views by trying to disconfirm them. Initially the content is
unstructured, but it gradually converges on specific issues. The convergent interview
process itself, however, is structured.

Delphi, face-to-face

The Delphi technique is described in Chapter 12. Dick (l997b; 1997k; 19971)describes a
version thereof, which is not the usual mailed survey approach through which experts make
forecasts, but a face-to-face approach. He suggests that principles of Delphi can be used in
facilitated face-to-face meetings, for example to build understanding and consensus among
different disciplinary groups. To illustrate, individuals can be asked to propose answers to
certain issues. Those answers are listed and fed back to a wider group. Disagreements can
then be discussed in small groups and results fed back to the wider group. The whole group
can then discuss the issues and decide on priorities. Based on the results individuals can
reconsider their individual answers, and the process continues until a high degree of
consensus is reached while a wide range of information has been considered in the process.
Alternatively, the skilled facilitator can use principles of Delphi to mimic the Delphi
process while the group physically remains together.

Dialectics

Dialectical - or hard consensual - approaches aim at consensus by focusing on
disagreements and trying to resolve them. For example, one person may say: 'I claim [so
and so]', to which the response is, 'I do not agree, but I am interested. Please explain more'.
Dick (1997k) suggests dialectical approaches as pursuing three goals:
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• to providehonest information, directlycommunicated;
• to strive to understand what otherssay; and
• to usedisagreement to identify wheremore information is needed.

In essence, the dialectic approach welcomes disagreement as a way to generate better
information on which decision making can be based. To achieve this, the researcher and
participants actively try to create situations that avoid defensive behaviour. Since defensive
behaviour is the usual behaviour of people (Argyris and Schon 1996), special processes are
required to achieve these goals, such as those described by Argyris and Schon (1996) and
Dick (1997k).

Evaluation

The evaluation literature is extensive, as references to Patricia Rogers (Dick 19970), Marcia
Conner (Dick 1997n ) and the AREOL bibliography (Dick 1997a) indicate.

Dick (1997m) suggests that evaluation methods could sometimes be used to carry out action
research, and action research could sometimes be used to carry out evaluation. Within the
context ofjob appraisal, for example, Dick proposes that most people would rather do a
good job than a bad job. However, the connotation attached to evaluation or appraisal is
often negative. Action research could be used as an approach to generate mutual
understanding and to work towards better solutions, rather than to focus on judgment.

Focus groups

The structured focus group technique (Dick 1990; 1997c; Krueger 1988; Morgan 1988;
Stewart and Shamdasani 1990; Babbie 1992) is described in Chapter 15. It is an exploratory
interview technique, which is similar to convergent interviewing discussed in a previous
section. A main difference between these techniques is that focus groups will concentrate on
one or more predetermined issues or questions (such as how well a new product is expected
to sell), whereas convergent interviews identify such issues or questions. Both techniques
start with relatively open-ended questions, but proceed to address those questions in a
structured way. The two approaches can often be used in a complementary manner. The
main aim of structured focus groups is thus to collect information: it is not an approach used
to get consensus or agreement.

When used in action research, the focus group technique requires participation. Dick
(1997c) recommends that the facilitator should emphasise that all participants must have
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time to think and opportunity to state their own views, even if those views do not agree with
the mainstream view. Debate is discouraged, because it may hinder people from
volunteering information. The process could be carried out in phases (or cycles), including
creating awareness and preparation; introduction of specific issues and views; collection of
contextual information; interpretation of information; and integration of views. One of the
main advantages of focus group techniques is that they quickly and efficiently explore
specific issues.

Group feedback analysis

Group feedback analysis (Dick 1997d; 1997i; Heller 1969) typically involves a pre­
compiled questionnaire to which participants respond in face-to-face settings. After
collation of the results, the participants will typically assist with the interpretation, planning
and improvement of the insights. It is better than surveys, primarily because it involves and
encourages feedback from the participants. Generally group feedback analysis is not
recommended for situations where serious conflicts exist between participants.

'Option-one-and-a-half'

The option-one-and-a-half technique (Dick 1997e) is a dialectic technique where agreement
is created out of disagreement. It is used when there are two or more solutions, and using
the best of the existing options develops a new solution. Essentially the process lists the
options, then it lists the advantages and disadvantages of each option, from which a final
solution is developed. Various techniques can be used within each of the phases of the
process.

Search

There are many techniques under the generic name of 'search', including futures search,
search workshops, or search conferences. Dick (1994; 1997h) describes a particular version
of search, being a one-day technique for community planning. In that version the aim is to
develop a public shared vision for people who work together. The process begins with
plans to work towards that vision. The workshop is structured and typically goes through
the following steps:

• Introduction and overview
• Review of the community history
• Development of a sharedvision
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• Taking account of wider influences
• Identifying stakeholders
• Strengthening the shared vision
• Identifying key plans
• Setting up working parties (Dick 1994; 1997h)

This technique is very similar to strategic planning approaches used for decades. A useful
contribution of Dick's description is that it outlines the actual tactics used during such
meetings.

Conclusion

Action research is a methodology that is concerned with knowledge and improvement of
human action. In the example of action research discussed in this chapter, for example, it
was used to investigate strategy development, and also to see how certain solutions could
affect that action. Action research is an approach that develops knowledge and solutions in
a cyclic manner, where each cycle is used as an opportunity to reflect on the validity of
theories and effectiveness of solutions based on field experience in the preceding cycles.
That insight is then used to proceed with action in the next cycle.

Action research is concerned with purposeful human action. Purposeful human action
cannot be assumed to follow stable patterns, as in natural science. This is because humans
react in changing ways to a changing world based on their perceptions and value systems,
which also change. Action research builds understanding about this dynamic environment.

A consequence of the dynamic environment is that knowledge about the purposeful human
action must be validated, if possible: at the time of action, where it happens, by those
involved in, or affected by, the action. Stable knowledge can be built when the same
theories appear to hold true from cycle to cycle, from situation to situation, from time to
time, and from group to group. But even then, action research should be seen as potentially
building transferable knowledge, rather than generalisable knowledge.

Discussion questions

• Why is the researcher's participation in the intervention process important in action
research?

• How can action research be made rigorous?
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• As research methods, how do experiments compare with action research?

• Why does action research (and action science) focus on specific situations and not on
general laws?

Further readings
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CHAPTER 10
Ethnography
Solveiga Saule

Objectives

At the end of this chapter you will be able to:

• understand the major differences between positivist and interpretivist philosophical
frameworks within ethnographic study;

• describe the particular attributes of constructivist, critical theory and post-modem
philosophical frameworks within ethnographic study;

• articulate the differences between post-positivist, constructivist, critical theory and post­
modem philosophical frameworks; and

• discuss the issues of validity in relation to the subjectivity of the researcher and the
researched, and the ways in which they are influencing ethnographic philosophical
frameworks.

Introduction

Whereas the goal of natural sciences is to proffer scientific explanations of phenomena and
events, the goal of the social sciences is to grasp and understand the meaning of social
phenomena, social groupings and events (Schwandt 1998, p. 223). Both positivist and
interpretivist ethnographic study is used to elucidate aspects of people's lives and make
sense of social and/or cultural phenomena. This chapter will discuss both positivist and
interpretivist approaches to ethnographic study, with an emphasis on the latter. (Basic
concepts related to positivist and interpretivist approaches to research are discussed in
Chapter 2.) The emphasis in this chapter is on the theoretical underpinnings ofethnography.
The practical aspects and examples are included in Chapter 16.
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Ethnographers study people in their everyday contexts and utilise the medium of the text to
describe and theorise on the nature of the topic they are studying. Experimental conditions
developed by the researcher are not used within interpretivist ethnographic study, as is the
case with some positivist approaches to the study of behaviour, culture, community and
identity. Instead, interpretivist ethnographers observe, study and analyse the actions and
behaviour of people as they live and work in their natural environments, in order to
contribute to ethnographic literature and theory.

By evaluating the words of the people being studied in their natural environment, and
analysing and theorising upon the various systems of knowledge constructed within the
confines of a social grouping, the ethnographer is able to provide what Geertz (1973)
describes as a 'thick description'. Geertz first used this expression when he stated: 'Culture
is not a power, something to which social events, behaviours, institutions, or processes can
be causally attributed; it is a context, something within which they can be intelligibly - that
is thickly - described' (p. 14). Within this 'thick description', the contradictions, complexity
and multiplicity of realities, as they are articulated by the studied and as they are observed
and analysed by the ethnographer, are presented.

Many ethnographic researchers work towards developing theory regarding the object of
study. Theory in this context does not imply the conventional use of the word theory, where
theory 'predicts' and 'controls'. Instead, ethnographic literature provides a 'contribution to
public dialogue about a particular topic' (Hammersley 1992, p. 15) that does not present the
'truth' about a particular phenomenon, but an interpretation of an event, community,
behaviours, or social grouping. As ethnographic studies are not a 'science' in conventional
terms, the strategic approaches cannot be uniformly predetermined, Thus, ethnographic
researchers develop different frameworks that shape how they will conduct a study, analyse
the data, and present it in its final form, Concomitantly, interpretations about what
ethnography can and should be, and critiques of these interpretations, have developed since
the first ethnographic studies of the colonial period evolved.

This chapter will look at the various frameworks I that have been developed in the twentieth
century, with a focus on the last thirty years. Positivism, post-positivism, constructivism,
critical theory, and postmodemist ethnography will be discussed in detail. It will also

I The term 'frameworks' in the case of sciences and the humanities signifies assumptions, norms,
values and traditions that create, perpetuate and institutionalise particular forms of knowledge within
a particular field of study (Stanfield 1998, p. 346).
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discuss the problem of validity and the subjectivity of the researcher and the researched, to
elucidate the predominant issues within ethnographic writing today.

Positivist approaches to the analysis of culture and social
phenomena

Ethnographic research in the modem era rose to the fore during the colonial period with the
ostensibly scientific study of the cultures of 'strange peoples' living in the colonial outposts.
These studies were carried out under the guise of anthropological research and were used to
discern the cultural systems, social structures and organisations of tribal peoples. They were
also used as attempts to account for the origins, histories, and multiplicity of races, cultures
and civilisations that existed (Vidich and Lyman 1998, p. 47). Within the developed world,
ethnographic study emerged in the early twentieth century at the University ofChicago. It
was used to study the subaltern and immigrant communities existing in Chicago at the time
(Hammersley 1990, p. 3). The use ofethnographic research then branched out into other
social sciences, including education, social work and communications, as culture emerged
as a new 'problematic object of description and critique' (Clifford 1986, p. 3).

Ethnographers were initially positivist in outlook, and adopted a realist framework. It was
held that there was one reality'out there' to be realised (Guba 1990, p. 19), that was free of
the influences of time and context, subjective interpretations of reality and human agency.
Consequently, positivists asserted that through a scientific and rigorous analysis, universal
truths could be discerned that lay beneath the superficial diversities ofdifferent cultures.
The validity or quality of an inquiry was determined by the conventional benchmarks of
scientific 'rigour'. Internal validity (the appropriateness and applicability of the
methodology used); external validity (whether the data can be generalised and the theory
can be utilised for similar phenomena); and reliability (quality of the research being carried
out) are the bases on which a positivist ethnographic study were judged (Guba and Lincoln
1998, p. 213).

Positivists also believed that, as scientists responsible for the illumination ofthe truths
behind human activity and behaviour, they approached research as neutral and objective
observers. The background of the observer was purported to have no influence on the
outcomes of the study. The subjectivity of the observer, including the observer's own
history, political outlook, and relationship with the people and/or phenomena being
researched, were consequently not accounted for, nor considered a problem. Positivists did
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not feel that, as researchers engaging in empirical study, their own life histories could
colour their choice of methodology, data analysis and strategy of theoretical development.

Within anthropology, texts written by Malinowski (1922), Mead (1960) and Bateson (1972)
are prime examples of ethnographic study where the culture under study is presented as
timeless, and representative of that culture's 'essence'. In these texts, the ethnographers
portray themselves as objective and distant observers of the culture. Data are presented as a
direct reflection ofan indisputable reality, rather than the ethnographer's interpretation of a
constructed reality.

Post-positivism developed after the Second World War. It rejected the professedly scientific
and universalist approach towards the study of cultures and peoples as carried out by
positivists. Post-positivists believed that, while there was a reality 'out there', the ways in
which individuals and social groups interpreted a particular reality were multiple and
dependent on the variables of environment, a social grouping's history, and resources.
There was therefore not a singular truth that could be brought to light by rigorous and
scientific study, although there was one reality to be discerned. Post-positivism opened up
the way to the interpretivist approach to ethnographic study.

Interpretivist philosophical frameworks

Contrasting positivist and interpretivist attributes

The flexibility of interpretation inherent in the canon that reality 'is constructed' has
inevitably lead to the development of different beliefs in how ethnographic study should be
carried out, its goals in undertaking analysis, its attributes, and its relationship to society.
Constructivism and critical theory will be discussed in the next section, as they are prime
examples of the different ways in which ethnographic research has come to be theorised.

The advent of interpretivism instigated a number of changes in the philosophical attributes
of ethnographic research. First, interpretivists prefer to elucidate local stories over grand
theories. Their primary goal isto understand the social actor's definitions, interpretations,
and understandings of a situation and/or event (Schwandt 1998, p. 221). The actors being
studied are recognised as individuals who construct meaning and, hence, have their own
interpretations of reality. 'That is, particular actors, in particular places, at particular times,
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fashion meaning out of events and phenomena through prolonged, complex processes of
social interaction involving history, language, and action' (Schwandt 1998, p. 222).

Second, interpretivism considers the context in which a particular event or phenomenon
occurs to be integral to ethnographic study. Positivists tend to ignore context by selecting a
particular subset of variables with which to carry out analysis while obscuring other
variables from consideration that could, if considered, alter the findings of a research
project (Guba and Lincoln 1998, p. 195). Interpretive approaches do not separate meaning
from the 'facts' ofa phenomenon. Facts have little weight within an interpretive
ethnographic study. The ways in which these facts are interpreted by individuals and social
groupings are the central categories of study. Interpretivist philosophy posits that facts
cannot be independent of context as all reality is perceived through interpretation. Hence,
facts cannot be collected and tested against an objectively determined hypothesis because
the facts cannot exist outside of a subjectified context (Guba and Lincoln 1998, p. 199).

Third, as briefly mentioned in the first section, interpretivists recognise the role that the
ethnographer plays in the development of an ethnographic text. Along with those being
studied, it is accepted that ethnographers, too, approach ethnographic study as individuals
with histories, and philosophical and political attitudes towards life and study which will
dictate a particular set of political, moral, ethical and cultural values within the context of
the research. Interpretivists reject categorically the positivist'S assertion that social
phenomena and culture can be studied and analysed with scientific neutrality and
objectivity.

Three predominant philosophical frameworks within ethnographic study are constructivism,
critical theory and post-modem ethnography. These are discussed in the next section,
together with the questions of validity, and the subjectivity of the researcher and the
researched.

Constructivism

Constructivists believe that reality is constructed through discourse; what we take to be self­
evident truths are in fact the products of complicated discursive practices (Schwandt 1998,
p. 236), where individuals construct reality through communicating with others. Guba
(1990, p. 25) states: 'Reality exists only in a mental framework (construct) for thinking ...'
which is expressed and articulated through a variety of modes of social organisation and
interaction, such as language, ritual, religion, morality and politics. Constructivists maintain
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that each individual possesses sentiments about what is true. This notion of 'truth' guides
individuals in their continuing interpretation ofevents, social phenomena, and the
behaviours ofother people.

Such an approach to ethnographic study has three important implications. First, it is
accepted that a theory cannot adequately and categorically explain the nature of a given
phenomenon or the presence and activities of a social grouping. Since reality exists only in
the minds ofeach individual, and each individual's perception of what is real will differ
from others, reality itself is pluralist and relativist and cannot be pinned down. Thus,
ethnographic interpretations of the reality of a phenomenon can be multiple and will often
conflict. One truth will not exist at any point. Rather, 'truth is a matter of the best-informed
and most sophisticated construction on which there is consensus at any given time'
(Schwandt 1998, p. 243).

Second, constructivists recognise that the researcher cannot be objective. The divide
between the researcher and the subject of research is tremendously blurred (Guba 1990, p.
26). Despite this blurring of boundaries, constructivists encourage the researcher to
maintain a semblance of partiality within the study to increase the validity of the study. As
the subjectivity of the researcher cannot be avoided, constructivists believe that it is
necessary for researchers to make their potential influence on the interpretation of the
narrative explicit in the ethnographic text, thus allowing the reader of the text to have an
understanding of the researcher's background and position.

Third, constructivists believe that it is only through the researcher's interaction with those
being studied that the nature and shape of social constructs can be elucidated (Guba and
Lincoln 1998, p. 207). They use an inductive approach to methodology, listening to the
issues addressed by the participants in the study, and building analysis and theory from that.

Constructivists engage in participant observation practices, outlined in Chapter 16 and use
methods such as grounded theory to construct an ethnographic research text. In short,
constructivists work with the people being studied through a dialectic of analysis, critique,
and reanalysis (Schwandt 1998, p. 243).

Critical theory

Critical theorists share similarities with constructivists in that they believe that reality is
interpreted by social actors as individuals or within social groupings. However, they diverge
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philosophically from constructivists because of their identification with historical realism.
They believe that, although reality is constructed, a history of repression determined by
patriarchal, ethnocentric, agist and other social stratification systems influences the ways in
which people choose, and are able, to construct their own realities (Denzin and Lincoln
1998, p. 187). When undertaking ethnographic study and writing ethnographic texts critical
theorists use:

• the emancipatory aspects within the philosophies offeminism (Duran 1991; Fonow and
Cook 1991);

• ethnic and racial studies (Collins 1990; hooks (sic) and West 1991; Stanfield 1998);

• anti-colonialism (Spivak 1988);

• post-modernism (Brown 1995; Van Maanen 1995); and

• Marxism (Nelson and Grossberg 1988).

The adherence to emancipatory politics means that their interpretation of their own roles as
writers of culture differs from constructivists and others working within interpretivist
frameworks of ethnographic study.

Critical theorists write value-laden texts, where notions of impartiality and objectivity are
entirely absent. They believe that ethnographic literature should not simply describe and
construct theory that reflects a particular social and/or cultural phenomenon. 'Critical
theorists seek to produce transformations in the social order, producing knowledge that is
historical and structural, judged by its degree of historical situatedness and its ability to
produce praxis or action' (Denzin and Lincoln 1998, p. 187). Researchers not only have the
responsibility of ensuring they are accountable for representing the people being studied
fairly and forthrightly. Nor can the ethnographic work merely be a source of 'thick
description', where the text reflects the words, interpretations and actions of the social
actors involved. They must also incorporate an emancipatory narrative into the text. Thus,
investigators will have an obvious and strong influence on the data analysed as they
approach the ethnography from an overt ideological stance.

Four main problems occur within critical theory ethnographies. First, Hammersley (1990,
pp. 67-69) believes that the emancipatory model of critical theory suffers 'from too narrow
a conception of the appropriate audience for research' as well as the range of topics that are
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judged to be of importance. Only those who fit under the category of 'oppressed' are
deemed worth studying.

Second, critical theory loses much of its validity as an authentic account or interpretation of
a phenomenon because of its ideological approach. Hammersley (1992) asks the poignant
question: At what point is the line drawn within the ethnographic text to distinguish between
political insight and political prejudice? (p. 15) At what point within critical theory does an
ethnographic text become diatribe for a political movement and/or ideal, rather than a
scholarly look into the culture of a social grouping?

Third, Fine (1998, p. 152) wonders about the potential for the maintenance of stereotypes
within critical theory. By stating that there are particular disadvantaged groups which need
to be given a voice through critical theory, those groups which may not be visible to the
ethnographer's eye may remain invisible. Also, the complexities and contradictions that
exist in any social grouping may be ignored in order for the researcher to write a 'good'
emancipatory ethnographic text.

Fourth, many critical theorists write that knowledge about a particular social group can only
be realised and articulated by members of the community itself(Spivak 1988; Omolade
1994). Subscribing to this belief means that it is only individuals from within a community,
be it a lesbian community or an African-American community, who are able to write for and
about that community. The need for validity and rigour of analysis becomes lost. and the
possibility of qualified individuals who are removed from a social grouping contributing to
ethnographic analysis is no longer possible.

Triangulation

A paradox exists within ethnographic research. How does one create objective theory
through the study of subjective human experiences? The answer to this question is that an
'objective science' of subjective human experiences cannot exist. Instead, ethnographers
attempt to develop dense and widely scoped texts whose validity can be ensured through the
use of triangulation.

All of the frameworks within interpretivist ethnographies utilise triangulation. Triangulation
(discussed in Chapter 2) is a practice that uses a range of techniques and extracts, ideas, and
concepts from a variety of frameworks. This encourages the validation ofan ethnographic
text as it emphasises the use of multiple methods and theoretical constructs (Guba 1990, p.
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23) thus adding rigour, breadth, and depth to a study (Denzin and Lincoln 1998, p. 4). Four
different modes of triangulation are commonly used. First, data triangulation allows the
ethnographer to access a variety ofdata sources for the study. Second, ethnographers use
several different researchers and/or evaluators. Third, multiple theories and/or perspectives
are adopted to interpret a single set ofdata. Fourth, multiple methods are undertaken to
study a single problem or phenomenon (Janesick 1998, p. 46). Although triangulation will
not prove one hundred percent effective in establishing valid ethnographic texts, it does
show a text's readers and the ethnographer's peers that a degree ofrigour has been applied
to the amalgamation, analysis and writing up of the data.

Continuing critiques of the main philosophical frameworks
within interpretivist ethnographic research

Despite attempts to encourage a level of scientific rigour in interpretivist ethnographies,
there are still issues raised in regard to the validity of ethnographic texts, the subjectivity of
the ethnographer and of the individuals and/or social groupings under study. These issues
will be discussed in this section.

Theproofof validity

Geertz (1973, p. 5) believes that the goal of anthropology is to act as an 'interpretive
science in search of meaning, not an experimental science in search oflaws'. Within an
interpretivist framework ethnographies are not objective narratives but subjectified accounts
of culture. Within the social sciences the quality and validity of an ethnographic study may
be hard to gauge because there does not exist a quantifiable and literal mechanism through
which to conduct research. Hammersley (1990, p. 73) states: 'We can never be absolutely
certain about the validity of any knowledge claim'.

Consequently, ethnographic texts are often criticised for not being scientific enough in
methodology and philosophical framework (Hammersley 1990, p. 3). This largely stems
from the fact that there does not exist an over-arching standard of evaluation. Interpretivists
do not attempt to validate a study on standards established by the scientific, positivist
framework, which as mentioned previously, have standards ofintemal and extemal validity.
Instead, interpretivists use notions of trustworthiness and authenticity.
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Ethnographic writers must rely on persuasiveness and utility rather than 'scientific proof in
arguing their position (Denzin and Lincoln 1998, pp. 187-202). They need to write in a
creative fashion, utilising Geertz's (1973) notion of 'thick description', rather than writing
in a dry fashion that merely conveys facts and figures. The ethnographers must be critically
subjective (Reason 1998, p. 280). Along with providing evidence of having successfully
used triangulation, they must explain in the text their own perceptions of the roles they
played in amalgamating the data, as well as their O\\-TI thoughts on the ways in which they
may have or may not have influenced their study. Finally, it is important to note that each
particular branch of the social sciences will have a certain set of criteria to determine the
validity of an ethnographic text. These criteria will be grounded in the canonical texts that a
particular community believes to be integral to its mission. What is used as a set of criteria
in one community may not be considered cogent in another (Altheide and Johnson 1998, pp.
288-289). It is up to the researcher to query the elements of these criteria, and to write the
ethnographic text accordingly.

Issues of authorship and the subjectivity of the researcher

In the past thirty years, interpretivist ethnographers have debated the influences of political,
cultural, ethical, and social outlooks on the ways in which researchers will approach,
undertake, and write up ethnographic studies. While schools such as the critical theory
school of ethnography actively encourage the participation of the researcher within the
research process, other schools, such as the constructivist school encourage the researcher
to pursue a certain level of impartiality. Despite substantive dialogue regarding this issue,
writers on ethnographic methodology are still debating this topic.

Although interpretivist ethnographic practices recognise the subjective nature of
ethnographic study, the influence of such filters as race, class, gender, and ethnicity are still
not adequately accounted for. Yet it is these categories which integrally affect the ways in
which a situation or community is interpreted. Writers, such as Spivak (1988) and hooks
(sic) (1988) believe that ethnographers cannot represent, in any form, the voices of the
'Other', as they are personified in the studied. Instead, studies conducted on social
groupings and particular cultural practices can only be undertaken by people residing within
that.particular community.

As mentioned in the case of critical theorists, for ethnographers, in general, this is also not a
viable solution to the problem of representation. Instead, a more considered and moderate
stance needs to be taken. As Fine ( 1998, p. 142) states:
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As researchers we need to position ourselves as no longer transparent, but as classed,
gendered, raced and sexual objects who construct our own locations, narrate these
locations, and negotiate our stances with relations ofdomination.

By acknowledging themselves as authors of texts, and by making apparent their own
histories within ethnographic texts, the authors become visible and public (Denzin 1998, p.
317). This makes them bear more responsibility for the ways in which the information is
presented and data interpreted. Van Maanen (1995, p. 3) suggests that in making themselves
publicly known within ethnographic texts, authors/researchers reinforce the validity of their
findings. He states: 'It is ... the ethnographer's direct personal contact with others that is
honoured by readers as providing a particularly sound basis for reliable knowledge'.

The subjectivity of the researched

Concomitant with the stance that there does not exist a set of truths waiting to be discovered
through ethnographic study, is the fact that those who are being studied will not be entirely
representative of the phenomena and/or social grouping under analysis. Nor are they
presenting themselves in their entirety. Subjects being studied cannot be presented in an
objective or holistic fashion. Instead. they are able to only articulate part of the story, as
they see it, and wish the interviewer to witness. They can only offer accounts or stories of
their own interpretations of events. Thus, there is the problem of how the ethnographer
decides whose data will be sought out and/or used for the purposes of the research text? At
what point should there be a retreat from analysis and interpretation of data, and acceptance
as 'fact' of the words of informants, ifat all? (Fine 1998, p. 152).

The utilisation of different techniques (that is, triangulation) will bring out different aspects,
interpretations and viewpoints of a phenomenon. This is a central way in which to deal with
the potential problems arising regarding the validity of the information provided by
informants within a study that is interpretive in approach.

The issues of validity, subjectivity and authority of the author, and the subjectivity of
individuals being studied has led many ethnographers to look for new ways of undertaking
ethnographic research. Post-modem ethnography, which will be discussed in the next
section is a newly emerging framework through which many researchers are attempting to
deal with the problems of ethnographic research as outlined above.
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Post-modern ethnography

Denzin (1998, p. 314) states that within the ethnographic field, some researchers are
questioning the assumed authority of the ethnographic text. He describes the core of this
sensibility as one in which there is 'doubt that any discourse has a privileged place, any
method or theory a universal and general claim to authoritative knowledge'. Within post­
modem ethnographies, the researcher no longer 'observes' as an outsider. Post-modem
ethnographic texts explicitly write the ethnographer into the narrative. Researchers divorce
themselves from any residual notions of objectivism, embracing instead a philosophy of
'creativity' and 'personalisation' (Denzin 1998, p. 321) and complete subjectivity. Post­
modem ethnographers engage in dialogue over monologue, where they interact and become
a part of the community they are working in (Tyler 1986, pp. 126-127). They immerse
themselves into the field of study and the lives of the subjects. After acquiring a great
understanding of their subjects, they will, through rigorous effort, produce a contextualised
reproduction and interpretation of the stories told by the subjects. Each ethnography will
ultimately 'present an integrated synthesis of experience and theory. The final interpretive
theory is multi-voiced and dialogical. It builds on native interpretations and in fact simply
articulates what is implicit in those interpretations' (Vidich and Lyman 1998, p. 80).

Within post-modem ethnography, the text is regarded merely as a piece of writing. 'It
cannot be said to either present or represent ... an unmodified and unfiltered record of
immediate experience and an accurate portrait of the culture of the other' (Vidich and
Lyman 1998, p. 78). Authors lose all authority over their particular area of study. The
author is merely contributing to a discourse that mayor may not exist regarding that
particular topic of study.

The ways in which the author chooses to contribute to this discourse within a particular field
of knowledge has broadened within post-modem ethnographic writing. 'Experimental
ethnographies' are being explored by some researchers (see Clifford 1986; Richardson
1998). Such experimental ethnographies include confessional ethnography, where
researchers narrate stories in which they play the central protagonists. In this type of
narrative, authors discuss how they came to observe the cultures studied. Self or auto­
ethnographies are also utilised. Within these narrative forms authors write about their own
culture, the distinctions between the researcher and the researched completely disappearing
via this process (Van Maanen 1995, pp. 9-11).
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Other forms of experimental writing include poem form, writing from different subject
positions, and col1aborative writing, where the ethnographer writes a narrative together with
the group being studied (Richardson 1998, pp. 366-367).

Conclusion

Interpretivist ethnography, which is now the predominant form, is concerned with the tel1ing
of stories of culture, as interpreted by ethnographers, through which highly contextualised
and localised theory is cultivated.

Denzin (1998, p. 315) states that the age of a putative value-free social science is over. The
aim of social research is to capture the character and construct of a phenomenon, which can
only be achieved by first-hand contact with events, individuals, and social groupings. This
aim cannot be achieved by the inferences made from what people do in artificial settings.
Rather, social events and processes need to be explained in terms of their relationship to the
context in which they occur. Ethnographic study is not just concerned with presenting the
'truth' about a particular phenomenon, cultural event and/or grouping. Rather, it has
become a process of the researcher interpreting the ways in which individuals and groups
interpret their own realities. Further discussions of the techniques used by ethnographers,
and examples of ethnographies/participant observations can be found in Chapter 16.

Discussion questions

Controversies within ethnographic study stil1 remain, particularly with the advent of post­
modem ethnography. Questions arise, including:

• To what extent should an ethnographic text concern itself with theory building in
contrast to providing thick descriptions of social phenomena and events?

• What responsibilities do ethnographers have towards the people they study?

• What responsibilities do ethnographers have to the reader?

• When does a narrative of culture no longer fit the perimeters of an ethnographic text, a
question particularly poignant for post-modem ethnographers?
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CHAPTER 11
Historical research
Graeme Johanson

Objectives

After reading this chapter, you will be able to:

• describe what history is, and what data it requires;

• explain how the intellectual tools of a historian operate;

• identi fy research situations appropriate to the use of historical method; and

• understand history's main benefits.

This chapter does not amount to a comprehensive do-it-yourself manual. It is more in the
style of a strategic plan.

All around us

The nature of time ensures that history 'is'. We are its makers as well as its products.
Whether we act freely and independently, or in reaction without choice, or for mixed
reasons, we cannot escape it. History affects our daily lives all the time. It engages us by
means of the decisions which we make, when based on our past experiences, and by means
of our assumptions about the nature of our future, about what is probable or what is desired.

Historians are simply purposeful researchers who concentrate their energies on motives,
experiences, behaviours, fears and hopes more than most. They hold a mental magnifying
glass over individuals and societies, and specialise in recording and passing on what they
observe upon close examination. History is a continually-updated, methodical description
and recording, a stylish explanation of trends and events. It has many uses, as examples in
this chapter will indicate.
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In the practice of information management and information systems, and their related
occupations, history manifests itself in the nurture of cultural heritage and is also embedded
in daily routines. This is well demonstrated in Bennett (1994). The effects ofdecisions
made by professionals in these fields are cumulative, and what was done in the past can
determine what is possible in the immediate future. For example, a study of a collection of
information, in a library, an office, or on a desktop, will reveal much about the origins of
the data, the purpose of its creation, the likely impact of the current use of the information,
and its probable lifespan. Such a study was carefully undertaken in related histories by
Bridge (1986) and Talbot (1992).

The accumulated historical knowledge can help identify future patterns of use of
information by an individual, group, and/or organisation. A systems analyst will be assisted
by an information audit which provides this type of historical analysis. A thorough
discussion of key aspects of this process is found in Markley (1996). Whether the systems
are traditional publications, personal networks or far-reaching electronic ones, systems
designers need to understand the origins and patterns ofinfonnation flows in order to make
them useful. This is very clearly shown in a landmark analysis sponsored by the Australian
government on Australia as an information society (House of Representatives 1991).

Further discussions which indicate the nexus between history and information management
and systems can be found in Campbell-Kelly and Aspray (1996); Garrison (1979); Higgs
(1998); Jones (1997); Katz (1998); Kelly (1977); Morrison and Talbot (1985); Stieg (1992);
and Wiegand (1989).

In the next section I describe the origins and nature of historical data and the researcher's
relationships with it. Then I explain what evaluative criteria a historian uses to critique
evidence. This is followed by a discussion of the usefulness of historical research generally.
Questions to encourage further discussion are at the end of the chapter.

In this chapter I do not cover every aspect of every research process. Many of the methods
mentioned elsewhere in this book are ones that a historian employs consistently. One
crucial example is the formulation of a hypothesis, to guide the historian's thinking,
analysis, and findings. Historians hypothesise all the time, but this chapter does not deal in
detail with the importance of creating hypotheses. Many of the questions set out in the
section on 'critiquing the evidence' could form part offonnal historical hypotheses, if
changed from stark questions into propositions to be tested against evidence.
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Evidence

Every researcher uses data, but the historian -like the lawyer - usually calls it 'evidence'.
It is fundamental to historical research, and is always of the past. Its quantity and
complexity creates dilemmas. It occupies the attention of the historian as researcher a great
deal more than the time which many other researchers devote to sifting relevant evidence.
The evidence may defy existing codes; it may be full of enormous surprises. Early in the
research process, the historian aims to describe all connected situations, and then to explore
all logical explanations for any links between them. The possibilities are very large to start
with. The research focus narrows later on, as slabs of evidence are chosen carefully for
analysis.

Evidence may originate in many places, and consist of quite different things. It can be
tangible objects, such as coins or credit cards; records of economic and social relationships,
for example, trading; invisible processes, like incurring debt; unspoken rules, like limited
liability; institutions, like market-places and stock exchanges; abstractions, like a cash flow;
or theories or systems of thinking, like 'free trade' or a 'command economy'. Any of this
evidence can be used in special ways by the historian.

The historian will try to imagine the likely ways that participants in past experiences were
thinking and feeling. Obviously it is rarely possible to examine all the evidence involved,
often for very practical reasons. Some evidence will have disappeared, or never be
disclosed. An eyewitness to an accident may walk away nonchalantly, oblivious to the
significance of his inner observations, or how they fit into the complete jigsaw of all
evidence of the scene. Yet the historian still wants to try to make sense of the whole puzzle.
Participants' thoughts may have to be deduced from what others observed about behaviours
at the accident. Knowledge of the psychology of perception and observation should assist
the historian in this instance. The intense interest of the historian in human motives and
behaviours makes history overlap a lot with the principles that lie behind researching
biography.

Some evidence will be omitted selectively by the historian after deliberation. Repetitive
confirmation of an accepted piece of common knowledge, for example, becomes
superfluous. It is unlikely that a historian will need to remind modem computer scientists
that all computers derive their fundamental coded mathematical basis from the hypothetical
Universal Turing Machine, invented in 1936.
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Other evidence will be overlooked inadvertently upon a cursory examination, but will be
reintegrated into mainstream historical commentary after considered reflection. Some
evidence is mulled over many times. Evidence provided by modem DNA tests on old,
organic samples is an example of re-examining old data with new tools.

Some history is more fashionable than others. Sometimes politicians, or others within an
interest group, seek to suppress evidence in order to propagate their own narrow
interpretations of the past. They manage to foster and sustain a predetermined sampling of
evidence for posterity. Excessive emphasis on men's achievements is an example of
recently-acknowledged bias which diminishes women. Manipulators of evidence seek to
control attitudes and opinions about the past in order to shape minds for the future. Most
Japanese history texts like to focus on economic successes and to side-step records of the
evils perpetrated by Japan's imperial armies in the 1930s to I940s.

We delegate to certain groups and organisations the responsibility of keeping or destroying
our historical evidence. Collecting and caring for evidence, and weeding it, are part of the
professional duties of curators, custodians, librarians, archivists, recordkeepers, and others.
The desires to nurture or to destroy suggest an intrinsic power in the evidence itself. Thus,
family historians may be specially interested in skeletons in the closet, while public
relations experts are concerned above all else to maintain images unsullied by human error
or character taint.

The value of evidence changes over time, as do the purposes for collecting and using it.
Videos taken of family members today may become just historical records of fashion (as
worn by unidentified individuals) to generations in the future. Contemporary medical files
of individual patients in Iceland collected now by local doctors wiII become part of a gene
archive sold by the Icelandic government to private researchers of the future.

In this section I have described the characteristics of data used by the historian, including
an explanation of the great range of evidence used, and the process of its identification.
Evidence is collected for different purposes and used differently at different times. Once a
historian has tried to locate all extant evidence on a topic, then evaluative criteria are
applied to it. It is subjected to a series of intellectual assessments and, herein, lies the heart
of a historical 'method'.

Critiquing the evidence

Now I proceed to identify criteria that historians use, and to describe their roles. In real life,
of course, a historian uses a full armoury of intellectual weapons to capture and subdue the
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past, not one weapon at a time. I separate them in this section for purposes ofclearer
description, but some criteria overlap.

An internal contradiction exists in the mind of historians. It is that they are themselves a
product of their times, and they are constrained by what they are able to know here and
now. Confusion can arise from the existential fact that different participants tell different
stories about a single event. Some stories contradict others. Nevertheless, constants remain
in this maelstrom of competing accounts. Normally three basics can be identified: a
comprehensive body ofapposite evidence; a strong human desire to hypothesise about the
relationships between the past and the present; and social benefits that derive from publicly
airing all the differing voices.

The flexibility caused by the vagaries and preoccupations of the times in which the
historian lives is counterbalanced by a high level of stable interest in important facts. Facts
are anchors, run-of-the-mill propositions, pieces of linguistic shorthand, which we all agree
to use daily - whether we are historians or not - to describe past reality. Different
perspectives create different views of facts, and of the usefulness of them. Yet on the whole
common agreement makes for consistency and continuity.

It is time to describe what a historian does with the heritage of facts. What are the key
intellectual attributes that a historian brings to research? The learnt skills of history can be
applied to a wide range of non-historical projects. The six roles described here are very
powerful when used in combination and they summarise historical methodology. The
sequence described below implies a progression in the research process.

Detective

By definition all of the historian's data is of the past, as noted, but any of it may need to be
held up to the light for closer inspection. Historians have a mental check-list of questions.
They might ask: what evidence is left after the event? Ifsome evidence is not available,
how much information is required to indicate a change of circumstances? How much will
show a sudden, catastrophic event? A process of identification begins any search, then a
tentative reconstruction of activity, events, structures, processes. Where is the key evidence
likely to be found? How complete is it? What gaps are there? Are the gaps accidental or
intentional? What form was the evidence in before? What form is it in now? How can it be
laid out carefully today for reinterpretation? Who should be entrusted with testing it? Are
appropriate experts available? Box 11.1 gives an example of the uses of detection by the
historian.
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Box 11.1: Detectine in action

Detecting questions come into play in a study of the library of Alexandria, Egypt, on the
Mediterranean Sea, one of the 'seven wonders' of the ancient world. There is reliable
evidence of famous Greeks visiting it in the fourth century B.C. to acquire knowledge of
astronomy, science, mathematics, librarianship, linguistics, medicine and theology. Visits
conferred great cultural status, so many aspirants claimed in autobiographies to have travelled
to Alexandria, even though they had not. The writings in Greek and Latin of some with
firsthand knowledge - Herodotus, Plato, Theophrastus, and Eudoxus - are reliable in naming
those who really did make the pilgrimage.

People are always curious to know why the well-known books met their end after about 400
years. The causes ofdemise illustrate certain benefits ofdetection skills. In 48 B.C. Gaius
Julius Caesar allied with Cleopatra in a civil war against her brother Ptolemy XIII. This
alliance is well documented in official histories of the time. As a battle tactic Caesar set fire to
Ptolemy's fleet of ships in the harbour, but the fire spread from the dockyards and destroyed
the library, we are told by the historians Plutarch, Livy and Seneca. Whether Caesar was
aware of the threat to the main library, we do not know. A branch library in Alexandria
survived unti1391 A.D. when the Christian, Roman Emperor Theodosius I ordained its
destruction on the grounds that it was a threatening pagan institution. Egyptian eyewitnesses
recorded its demolition.

Nine centuries later, during the time of the Crusades, yet another fable emerged. This
fabrication, designed to slander Muslims, asserted that an Arab general destroyed the entire
collection of Alexandrian manuscripts by using them as fuel to heat his baths. Many of them
had already been destroyed by the Crusaders' own religious predecessors!

Thus the bulk of the extant evidence about the library was, as a whole, first and secondhand
accounts, thirdhand commentaries by writers who had read visitors' accounts, and manuscript
copies of the books in other collections outside Egypt. We owe almost all ofour modem
knowledge of classical Greeks to the rare copies dispersed from Alexandria around Europe.
None of the estimated 543,000 volumes survived at the port city. None of the library buildings
survived. No architectural drawings survived. The fire and razing took care of that. Overall
the evidence has been ferreted out well after the destruction and pieced together again by
modern historians and archaeologists. The writers who do mention the sad events of48 B.C.
and 391 A.D. pass over them quickly as coincidental to other more important events in their
own lives.

Sceptic

Having identified likely clues, the historian is led to ask how reliable the evidence is. Once
found, can it be depended on? How credible were the producers of the data, and the
distributors of it? How extensively was it distributed? How carefully have the curators of
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the evidence selected it for storage? Has the data been corrupted over time? In what ways?
By whom? Who had a vested interest in ensuring its survival or disappearance? What parts
of it have gone missing? Box 11.2 provides an example of the need to question the
reliability of the evidence.

Box 11.2: Example of the historian actine as sceptic

The leader of China from 1949, Mao Zedong promoted his country through radical
modernisation. Mao read in order to liberate himself from his restrictive peasant background.
His favourite books were the history and literature ofChinese dynasties, European
philosophers and political treatises. He told other communists that books taught him at the age
of thirty how he should guide his kin through revolution to throw off feudal and imperial
oppression. His Chinese literary inheritance stretched back 3,800 years continuously. No
other written culture had survived for as long.

He also attempted to censor it for modem consumption, expunging parables that conflicted
with his own ideals. He objected to allowing his people access to selected literature which he
believed romanticised non-Communist causes or ancestors. From 1966 to 1968 his Red Army
killed four million Chinese and destroyed entire libraries, museums, art galleries, temples, and
pagodas. Fiction by Shakespeare, Shelley and Shaw was burnt.

A Western historian has difficulty finding truthful sources about Mao's reading habits in
retrospect, even his English favourites. Ifwe consult the few available biographies written in
Chinese, an official bias overwhelms us. We are entitled to remain sceptical about their
omission ofdetails. During the 'Cultural Revolution', Chinese who wanted to read
unapproved literature had to do so in secret, and a flourishing black market traded Western
•corruption '. One reader who escaped as a refugee from China in the late I960s remembers
purchasing an illegal copy of a French novel secretly, tearing off its cover, and replacing it
with 'The selected works of Mao Zedong' to disguise it.

From the 1920s Mao wrote ideological tracts, and lyric poetry. When the first printing of 'The
selected works of Mao Zedong' occurred, eighty million copies were circulated, along with
fifty-seven million copies of his poems. Mao became a cult hero, in China and elsewhere. His
publications assumed mythical status. Official tributes to Mao are nothing more than crude
hagiographies. Western historians have no entree to official government records ofhis life, if
they are kept. His image as a dedicated reader and great writer has been 'revised' officially by
later Chinese leaders numerous times since his death in 1975.
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Attributor

Mao's life story is a recent reminder that the historian needs to know who created the
evidence, and why? To whom is it attributed? Where did it come from originally? How
remote is it from its source? Is its context lost? What did the data mean to its creator, and its
original audience? Is its meaning still complete? If it were presented to an audience today,
would it be understood and believed fully? Has the meaning changed? Who has copied it,
used it, and for what purposes? Are these surrogates trustworthy? Box 11.3 presents an
example of the problems ofattribution.

Box 11.3: Purposes ofattribution

An example of the historian's role as attributor is found in the story of the Rosetta Stone, the
most viewed object today in the British Museum, London. The problems in this case are not
bias and self-aggrandisement, but lost languages and survival of evidence. The data served
several quite different purposes at separate times.

In 196 B.C. the priests of King Ptolemy V of Egypt issued a decree honouring him. The
papyrus decree was copied onto a black basalt slab in three languages - hieroglyphic,
demotic, and Greek - for preservation. The stone itself became lost in rubble, and the message
on the decree was forgotten for many centuries. The original meaning of the text is
inconsequential today.

In 1799 French soldiers, who had invaded Egypt, dug up the stone slab near the town of
Rosetta while building a military fort. The stone had been used for nothing more than building
material. The Greek language was understood still, only fragments ofdemo tic were known,
and the meaning of hieroglyphics had been lost completely.

The three texts on the stone - assumed to contain the same message - were examined by
French and English scholars for fourteen years before they managed to decode them in 1822.
Fortunately there was sufficient overlap in the surviving fourteen lines ofdamaged
hieroglyphic, thirty-two lines of damaged demotic, and fifty-four lines of damaged Greek, to
permit unequivocal elimination of alternative meanings. The fixedness of the inscription on
stone made tampering after 196 B.C. unlikely.

The historian attributed much to the Rosetta Stone. Its different contexts, uses and meanings
had to be traced and explained. As a result, intense interest in classical civilisations attracted
research funding from European monarchs and governments. The text on the Stone - when
used as a codebreaker - assumed significance far beyond its original, intended purpose.
Serious modem study of Egyptian history can be dated to the deciphering, when all other
hieroglyphics became translatable.
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Verifier, clarifier

Verifying involves internal checking by the historian. Is evidence internally consistent? We
need to know, for instance, whether it is a deliberate hoax. Is the evidence typical of the
evidence emanating usually from the scrutinised source? Was the creator of the evidence
regarded as reliable at the time by contemporaries? Are there other witnesses who agree
with the accounts recorded via the primary source? Has the evidence been reviewed since
its creation? Is it confirmed from outside sources? Does one piece of evidence corroborate
others? Have people twisted the evidence over time to their own ends? Have exaggerations,
distortions, or legends grown up around it, which had no place in the original context? Have
the later glosses destroyed the meaning or impact intended by the original creator? Box
11.4 tries to summarise a complex illustration.

Disentangler

The next set of questions is about unravelling. Looked at in its entirety, the historian asks,
what does all the evidence mean? How easily are the boundaries of its meaning defined? To
whom should it have meaning? Was it intended to remain unambiguous or secret for ever?
How different is the audience for the evidence now, compared with the original, intended
audience? Which mix of modem interpretations of the evidence is most likely to be true, on
the balance of probabilities? Can the evidence be disentangled sensibly, or is it just too
much of a mish-mash to make any sense? Who today is interested in knowing about the
plethora of meanings attached to the evidence? An example of the process of
disentanglement is presented in Box 11.5.

Storyteller, explainer

The culmination of historical research is often the resolution of a hypothesis. Towards the
end of the evaluati ve process, the researcher asks whether the original hypothesis can be
accepted, or whether it should be reviewed? In the case of the cave paintings it is extremely
difficult to draw a finn conclusion. This uncertainty itself comprises a sort of 'conclusion '.

The historian has a duty to describe and explain the past as accurately as possible in the
present, to show why we are, what we are, where we are. The evidence should be selected
and connected as a story which appeals in its telling - stimulating excitement, fear, respect,
understanding and awe. Whether it is presented in the form of the spoken word, film,
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printedtext,music,picture, multimedia, or other means, it shouldbe both entertaining and
instructive.

Box 11.4: Who verifies what?

A twenty-three year old actor decided to deceive the American public on Hallowe'en, 1938.
He used all the rules of verification, corroboration and clarification to tum truth on its head.
He fooled millions. Orson Welles broadcast across the USA on the CBS radio network that
Martians were invading. In fact he and his scriptwriters had adapted H.G. Wells's science
fiction novel 'War of the Worlds' into a radio play. Today you can listen to the entire
broadcast on the Internet, with the voices of the original actors - and decide for yourself how
realistic you think it sounds!

Today it is simply entertainment. In 1938, however, in a world on the precipice of a
catastrophic war, the public mood was paranoid. Although Welles warned during the
broadcast that it was just a play, people ran into the streets in panic, telephoned CBS and the
police, or rushed to their shotguns on the farms. The story aroused too many fears for it to be
heard 'just' as entertainment.

To make the play more realistic, Welles acted the role of a professor of astronomy at
Princeton University's observatory, another colleague acted as a news announcer from the
CBS radio station they were in, corroborating reports of explosions on Mars followed by
observations of an object falling onto a farm in New Jersey. Another acted as a farmer being
interviewed, while 'police' and anxious 'spectators' butted in. An imaginary Brigadier
General declared martial law as the Martians blasted the farm with deadly heat rays from their
landing craft.

The drama continued to unfold with great imaginative skill. If a historian were assigned the
task of trying to document a real Martian invasion, he or she would search for and identify the
types ofevidence that Welles provided. The realistic tone of Welles's characters, their
plausible personalities, the accessibility of the medium (popular radio) and the mass audience
contributed to his play being accepted at face value.

These things would also contribute to an acceptable historical account of an extraterrestrial
landing. In effect, Welles was mimicking the historian. Journalists do so commonly. Cleverly
Welles adopted the role of verifier, providing constant 'checks' on the authoritativeness of his
separate fictionalised sources, as they participated, whilst also attempting to supply
corroboration by reporting the situation through the eyes ofdifferent 'observers',
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Box 11.5: Example of disentanldement

Many dilemmas are posed by the oldest known paintings in the world, in Palaeolithic caves in
southern Europe, Siberia, north America, and north-western Australia. Radiocarbon dating
and other forms ofdating establish some of these images as about 35,000 years old.

The images on the walls show many animals - humans as hunters ofbison and deer, a
rhinoceros, mammoths, fish, oxen, kangaroos, snakes, horses and ibexes. The pictures imply
that the regions around the caves were sufficiently fertile to support life on a large scale.
Fertility probably encouraged dense settlement. Some of the wel1-proportionedprey depicted
on the walls of the caves are pockmarked with holes made from thrown spears, suggesting
hunting practice.

When caves were first 'discovered' in Europe in 1879, no-one believed that the ancient
peoples were talented enough to paint the murals themselves. Then more caves in different
regions were found in the I940s, and dating became more precise in the 1950s. New theories
about the meanings of the paintings emerged.

Some were straightforward, some far-fetched. Some took the pictures at face value, seeing in
them the daily struggle of humans against nature, while others found magic, sorcery, sexual
conflicts, concealed psychic needs, and mysterious 'sparks of consciousness' in them. An art
historian is fascinated to work out the painting techniques but also finds aesthetic genius in
them, a special style. The background of the viewer affects which tangle of evidence is seen
first, and which meanings unravel thereafter.

The story should synthesise the best of the evaluated evidence to demonstrate the
authenticity of the links in the chain of causation. The historian presents cause and effect in
the form of 'most likely' explanations - not as absolute truths. Universally-valid
generalisations from historical research across time and space rarely hold water. Deduction
- moving logically from a generalisation about the past to a particular instance in the
present - is usually not attempted extensively by historians. It is too foolhardy. Chance
plays too great a part. The level of 'proof in history is on the balance of probabilities, as in
fact it is in most disciplines.

In this section I have described six main intellectual activities of the practising historian.
All the roles involve testing and interpreting the evidence in order to arrive at a viable
explanatory narrative.
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Uses of history

What are some important uses of history?

Obviously a research student employs some of the principles outlined above, whether the
topic is purely historical or not. Almost all research projects involve a mixture of different
disciplinary methods. It is normal for a researcher to explain the origin of any topic, and
reasons for initial interest in it. This introduction may vary from short to drawn out. It is
common for all researchers to acknowledge the value of prior work. In each of these cases,
historical background is crucial.

Historians use hypotheses as working tools, not to arrive at hard-and-fast guidelines for
future human behaviour. History can demystify ignorance about the past, make some sense
of real chaos, help civilise societies, nurture reflective decision making, assist in
contemporary problem solving, and provide moral insights. This is a formidable list of
possible achievements.

The insights of historians are original, taking local, contemporary values into account, and
enabling future generations to get inside the heads of their close ancestors, to understand
their thinking and decisions, to admire their achievements and to avoid their pitfalls in the
future. People promote their own culture, beliefs, and morals, often too stridently, while
they always lean on their own past heavily, perhaps without due acknowledgment. The
historian tries to make us understand the angle and weight of that lean, and its props. The
historian describes, explains and invigorates previous knowledge and useful experiences
which permeate our individual and collective lives.

This brief final section has described how the skills of the historian can be applied in
several contexts, in research, decision making and problem solving generally. Historical
research will succeed in the future so long as it promises a fuller appreciation of what
mattered in the past.

Discussion questions

• How different is the method of the historian from the mental models used by: the
sociologist; psychologist; journalist; lawyer; systems analyst; publisher; biographer; and
financier?

• Write down three hypotheses worthy of testing by historical method, and describe what
types of evidence a historian would need to test them.
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• Imagine a real-life problem that could not be assisted at all by historical research
methods.

• Imagine an event in the workplace which could only be researched properly by using
historical method.

• Describe one situation which could be researched feasibly by using three different
research methods, and explain which one method would be the best for researching one
nominated part of the described situation.
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CHAPTER 12
The Delphi method
Kirsty Williamson

Objectives

At the end of this chapter, you will be able to:

• describe the characteristics which set the Delphi method apart from other methods;

• understand the historical origins of the method;

• describe how the method works; and

• understand the types of research questions/situations for which the method can be used.

Introduction

It was difficult to decide where the Delphi method should be placed in a book which is
attempting to treat 'methods' separately from 'techniques'. The 'Delphi method' is often
termed the'Delphi technique'. The decision was made to include the chapter in the
'methods' section because Delphi provides a design for undertaking research, which is
underpinned by theoretical explanation. This makes it more than just a data collection
mechanism. The technique for data collection most used in the Delphi method is the self­
administered questionnaire.

The following two views of the Delphi method are found in the literature. The first is a
more general definition, but Linstone and Turoff ( 1975), who are key names in the 'Delphi'
literature, believed that it provides a good summary of both the method and its objective:

Delphi may be characterisedas a method for structuringa group communication
process, so that the process is effective in allowinga group of individuals,as a whole
to deal with complex problems(Linstoneand Turoff 1975, p. 3).

The second definition is more specific:

The Delphi techniqueof futures research is an attempt to use the science- rather than
the art - of prophecyby gatheringa consensusof experts' opinions using several
rounds of questionnairesor interviews, and providingcontrolled feedback of results
between rounds as a meansof forecasting future trends (Sproull 1988, p. 240).
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This definition may be rather misleading in that the consensus is not 'gathered', but rather
is 'developed' through providing feedback from each round of questionnaires. (The use of
interviews is not common.)

The founders of the Delphi method, Dalkey and Helmer of the Rand Corporation (1963,
cited in Gupta and Clarke 1996, p. 186), stated that the primary purpose of the Delphi
method is to: 'obtain the most reliable consensus of opinion of a group of experts ... by a
series of intensive questionnaires interspersed with controlled opinion feedback'.

Below is a description of the way a Delphi study usually proceeds. The steps are illustrated
by the process used to undertake a Delphi study in the late 1970s. The study focused on the
information needs of older people and the major sources of information used to meet those
needs. It was also concerned with the need for new and different kinds of library services
and what form these might take. The purpose was to provide a basis for future library
services for older people (Williamson and Stayner 1980). The Delphi method was chosen in
order to include as many people who worked with the aged as possible (in the then cities of
Ringwood and Croydon in Victoria). The chosen group was too big for a face-to-face
meeting, but not large enough to provide a suitable sample for a survey. It seemed that the
indirect discussion of a Delphi study would be a good method for investigating the research
questions. Although the study took place twenty years ago, its methods and findings are
still relevant.

Steps in a Delphi process

1. A panel of experts in the field under study is set up. In the Williamson and Stayner
(1980) study, twenty-nine people who worked with older people formed the panel. They
included aged care workers, district and geriatric nurses, ministers of religion, and the
branch librarians of the Ringwood and Croydon libraries.

2. The panel is sent a first-round questionnaire.

3. The results from the first-round questionnaire, together with a summary of the
comments and arguments given by respondents in support of their answers, are
incorporated in a second round questionnaire and the original questions are repeated.
With the Williamson and Stayner (1980) study, bar charts were used to show the way
the panel had answered each question. An example is how important the panel
considered each of the information needs listed - from very important, on a Likert scale,
to very unimportant. See Figure 12.1 for the bar chart and arguments presented for the
topic.
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COMMENTS:

Information on consumer products is important:

• So that elderly people are not robbed.
• Because of limited finance usually available to the elderly.
• Products need to be chosen to maintain health and quality of life and assist elderly to

remain in their own homes.
• Choice of products is often an immediate need.

Information on consumer products is oflimited importance:

• Consumer products are low on any list of priorities.
• Most elderly have most consumer needs already.

Figure 12.1: Consumer products: Results from first round questionnaire

4. Each respondent thus has an opportunity to reconsider his or her own view in the light
of other views of the panel, and to answer the original questions again. In the
Williamson and Stayner (1980) study, enough panel members changed their answers to
most questions to make the panel responses close to consensus positions after the
second round. Figure 12.2 shows the change which occurred for the topic.

5. Further rounds may be conducted on the same basis. With the Williamson and Stayner
(1980) study, it was not considered necessary, or practical, to undertake a third round.
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There are many variations on this basic model, especially through the sophisticated
technology now available to researchers. See, for example, Turoff and Hiltz (1997) and
discussion later in this chapter.

Figure 12.2: Consumer products: Results from first round andsecond round questionnaires

According to the literature (see the reference list, particularly The Delphi technique (n.d.j)
the following are key elements of Delphi studies:

• a panel of experts is used for obtaining data;

• data are collected in writing;

• there is a systematic attempt to produce a consensus ofopinion, as well as identify
opinion divergence;

• the composition of the panel is not disclosed and there is no direct interaction between
participants. There is a guarantee of anonymity of both the experts and their specific
judgments and statements throughout the exercise;

• there are at least two or more rounds between which a summary of the results of the
previous round is communicated to, and evaluated by, the participants. Participants are
permitted to review and revise their judgments, and their reasons for them after reading
those of their peers; and
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• it is most common for a consensus to develop, but if this does not occur, the divergence
of views and the reasons for them become clear.

Historical perspectives

As noted, the Delphi method was developed by the Rand Corporation in the 1950s. Most of
its early uses were in the military and industrial fields. Since many of the early Delphi
studies used the method to make forecasts of future occurrences, the name was first applied
by some people at Rand as a joke, which was not entirely appreciated by its founders, Olaf
Helmer or Norman Dalkey (Turoff and Hiltz 1997). The joke was that in Greek mythology,
the famous Greek oracle, Pythia, 'performed' at Delphi where the temple sacred to the god
Apollo was built. When Pythia was consulted, she would utter weird sounds as in a frenzy,
much in the way that the witches in Shakespeare's Macbeth intoned: 'Double, double, toil
and trouble ...'. At Delphi, temple priests interpreted these to the public, and thus they were
able to exert considerable influence over the future actions of cities, as well as private
individuals, who sought the oracle's advice.

The Delphi method as developed has been used both to predict the future and evaluate
alternative courses of action (Reilly 1973, p. 188). However, the method has not been
without its critics. For example, Busha and Harter (1980) saw the Delphi method as not
having a sound theoretical base and of achieving results which are often less than
spectacular.

When a Delphi study is appropriate

According to Linstone and Turoff (l 975, cited in Buckley 1994, p. 160) usually one or
more of the following properties of the research problems or questions lead to the need for
employing Delphi:

• the problem does not lend itself to precise analytical techniques but can benefit from
subjective judgments on a collective basis;

• the individuals who need to contribute to the examination of a broad or complex
problem have no history of adequate communication and may represent diverse
backgrounds with respect to experience and expertise;

• more individuals are needed than can effectively interact in a face-to-face exchange;

• time and cost make frequent group meetings infeasible;
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• the efficiency of face-to-face meetings can be increased by a supplemental group
communication process;

• disagreements among individuals are so severe or politically unpalatable that the
communication process must be refereed and/or anonymity assured; and/or

• the heterogeneity of the participants must be preserved to assure the validity of the
result - avoidance of domination by quantity or strength of personality ('bandwagon
effect').

In the case of the Williamson and Stayner (1980) study about the library and information
needs of older people, most of the above points were applicable. What was particularly
interesting was that several panel members commented that they found the study
professionally interesting and valuable. At that time, many of the professional respondents
concerned with the aged had little contact with others working in the area. It was a chance
to become acquainted with the views of others. without the time and travel needed for face­
to-face meetings, which would be ineffective, anyway, with such a large number of people
involved.

Uses of the Delphi method

According to Gupta and Clarke (1996, p. 185), the Delphi method has been extensively
used in planning, policy analysis, and long-range forecasting, in both the public and private
sectors. It has also been used in a range of fields, including education and library and
information studies. Buckley (1994, p. 159) saw the real value of the method as assisting
with technological change: 'With a plethora of emerging new technologies and initiatives to
choose from, the Delphi techniques may serve as a worthwhile tool for choosing which to
implement'. For an extensive bibliography of theory and applications of the Delphi method.
see Gupta and Clarke (1996). Two examples of how the method has been used in the fields
of information management and systems are in Box 12.1. Both are cited by Buckley (1994,
pp. 160-161). Another example is provided by Winzenried (1997).

Advantages and disadvantages of the Delphi method

As with all other research, regardless of the method, a Delphi study must have clear
objectives. The questions to panels must be clear, carefully analysed, and the feedback
needs to be accurately based on results. The lists of advantages and disadvantages are based
on the assumption that the Delphi study is rigorously carried out and that the method is
suited to an investigation of the research questions.
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Box 12.1: Examples of Delphi studiesin information maoa2emeot

I. Wilson (1975) was interested in research priorities in social welfare library and
information work and undertook a 'modified' Delphi study to investigate these.
He sent a questionnaire to eighty-one practitioners in the field of social welfare
as well as librarians, information officers, and research workers. The analysis of
the questionnaire showed that the social welfare workers saw citizens'
information and the intemal organisation of information services in social
services departments as the important problem. On the other hand, librarians
appeared to attach more importance to the effectiveness of existing information
services and to user needs (p. 256). The respondents to the questionnaire were
then brought together for a forum during which a consensus was achieved on
research priorities. Wilson's conclusion that face-to-face interaction for the
second 'round' is likely to achieve a 'stronger consensus' (p. 258) seems
unfounded, given that he did not test the extent of consensus which could be
achieved with the traditional Delphi approach of a second round questionnaire.

2. Otto (1982) undertook a Delphi study of the role of the academic librarian in the
twenty-first century, especially in relation to library education. At the time of his
study, he was therefore looking ahead twenty years. This was a very rigorous
study, involving 153 participants who were librarians, library school
administrators and library school faculty and three rounds of questionnaires. As
with the Wilson (1975) study a consensus was reached with some exceptions.
Otto emphasised the role of the Delphi method for providing a basis for
planning, which was also the rationale for the Williamson and Stayner (1980)
study. In Otto's words, 'It is the handle, if you will, by which we may steer the
future itself (Otto 1982, p. 86). In other words, Otto stressed his belief that the
consensus of opinion of experts is stronger than individual opinion.

Advantages

• Delphi elicits responses from experts who bring knowledge, authority and insight to the
issues involved;

• the systematic bringing together of expert views in several rounds to reach consensus
provides a stronger basis for decision than do individual judgments (Buckley 1994,
p. 163);

• experts can be gathered from all over the world and are not limited to a geographic
region;



216 Research methodsfor students, academics andprofessionals

• the process also provides a cooperative learning exercise for the experts involved.
(Gupta and Clarke (1996, p. 186);

• it allows respondents to modify their answers without the pressure of face-to-face
interaction. Thus the effect of strong personalities and people of higher status is
avoided;

• it allows for the exploration and review of the assumptions, information or opinions
leading to different assessments;

• controlled feedback and anonymity help panellists to revise their views without publicly
admitting that they have done so. They are thus encouraged to take up a more personal
viewpoint rather than a cautious institutional position (Gupta and Clarke 1996, p. 186);

• by giving respondents the chance to consider the answer and reasons ofother
respondents and to modify their own answers, a consensus of opinion may emerge. The
degree of divergence of opinion, if any, and the reasons for it, can be gauged;

• experience has shown that in Delphi applications there is an increasing convergence in
the opinions of respondents from iteration to iteration. Where accuracy Ofresponse can
be checked, it seems to increase with iteration. (Williamson and Stayner 1980, p. 189);

• the process is relatively inexpensive to organise and administer; and

• it is one of the few forecasting methods that has a fair to good prediction accuracy over
different time horizons - short-term, medium, and long range (Gupta and Clarke 1996,
p. 187).

Disadvantages

• Delphi studies can be slow and time consuming, although the advent of the computer
and the Internet has helped in this respect;

• the lack of the stimulation of face-to-face interaction can be a negative factor. A
successful 'brain-storming' session often produces momentum and enthusiasm which
can stimulate new, creative ideas;

• the researcher, or the respondents themselves, may misunderstand the written inputs of
panel members;
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• there is also scope for the researcher, who is the only one who sees all the answers of
the participants, to manipulate the feedback so that it reflects his or her own views,
rather than providing an impartial account;.

• the panel of experts can be too homogeneous or like-minded, thus producing a skewed
data set (The Delphi Technique n.d.);

• there can still be a 'bandwaggon' effect due to the 'lack of independent response after
the first round because offeedback of results to respondents ... ' (Sproull 1998, p. 240);
and

• anonymity can encourage a lack of accountability for responses.

The role which technology can play

It is now common for Delphi studies to be undertaken using a computer and the Internet.
Turoff and Hiltz (1997) say that 'it is actually easier to accomplish this using a computer
system than it has been with paper and pencil based Delphi studies'. They talk about the
'round' structure and the need to limit the physical size of any pencil and paper survey as
placing severe constraints. 'Hence paper and pencil Delphis are usually limited by the "top
downlbottom up" dichotomy rather than allowing more complete parallel entry to any
aspect of the problem' (Turoff and Hiltz 1997). They give the example of a single Delphi
which might explore, on the first round, 'goals' (a top view) and specific 'consequences' (a
bottom view).

Relating goals to consequences requiresdevelopingthe relationships inherent in
alternative actions and states of nature.Thesewould be put off to a later round. In the
computerised environment individuals could be free to tackle any aspect of the
problemaccordingto personal preference (Turoffand Hiltz 1997).

With computer-based Delphis, there are more options available with regard to anonymity.

This allows the other membersofa group to obtain more understanding of why
specific individualsare agreeingor disagreeingwith certainconcepts. For example,
knowingall the arguments a personhas madeabout acceptingor rejectinga given
position allows people to better tailor what needs to be said to perhapschange an
individual's viewpoint. It also allows the expression of morecomplex individual
viewpoints. This coherencyis hard to observeor utilisewhen everythingis
anonymous (Turoff and Hiltz 1997).

In computer-based Delphi studies, researchers often make it clear to respondents that they
do not need to respond to every question and that responses can be at any time, rather than
as part of a 'round'. This continuous feedback can create design and structural problems.
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The Delphi method was initially designed for pen and paper and the method needs to be
refined to take into account the very flexible ways of undertaking it which are now
possible.

Conclusion

The Delphi method is less well known than most of the other methods covered in this book.
Nevertheless, it can be very useful if research questions require educated perspectives on
the future. It can also be useful where prediction is not involved, particularly for some
planning and policy questions. The advent of the Internet has considerably broadened the
possibilities of undertaking international Delphi studies with ease. The need for rigour and
a systematic approach is just as vital in this new, more flexible environment.

Discussion questions

• What factors should be considered in deciding whether to choose the Delphi method to
undertake research?

• What issues or problems in the field of information management and systems would be
appropriate for an investigation using the Delphi method?

• Assume that your research questions are suited to data collection using either focus
groups or the Delphi method. Discuss the proposition that: The advantages of using the
Delphi method outweigh the disadvantages.

• In a Delphi study conducted on the Internet, how can the researcher coordinate the
research in a systematic way?

Further readings

Buckley, Christopher C. (1994). Delphi technique supplies the classic result? The
Australian Library Journal, 43 (3), pp. 158-164.

Sproull, Natalie L. (1988). Handbook ofresearch methods: A guide/or practitioners and
students in the social sciences. Scarecrow Press: Methuen, NJ.

Turoff, Murray and Hiltz, Starr Roxanne. (1997). Computer based Delphi processes.
(online).
http://eies.njit.edu/-turofflPapers/delphi3.htrnI



The Delphi method 219

References for Chapter 12

Buckley, Christopher C. (1994). Delphi technique supplies the classic result? The
Australian Library Journal, 43 (3), pp. 158-164.

Busha, Charles H. and Harter, Stephen P. (1980). Research methods in librarianship:
Techniques and interpretations. Academic Press: Orlando, NY.

Dalkey, N. and Helmer, O. (1963). An experimental application of the Delphi method to
the use of experts. Journal ofthe Institute ofManagement Science, 9, pp. 457-467, cited
in Gupta, V.G. and Clarke, R.E. (1996). Theory and applications of the Delphi
technique: A bibliography (1975-1994). Technological Forecasting and Social Change.
53, pp. 185-211.

The Delphi technique and its uses in social science research. (An updated revision of
Strauss, H.J. and Zeigler, L.H. The Delphi technique and its uses in social science
research. Journal ofCreative Behavior, 9, pp. 253-259.) (online).
http://www.psych.ucalgary.ca/CourseNotes/PSYC413/Assignments/LabManual/proj2/
sandz.html

Gupta, V.G. and Clarke, R.E. (1996). Theory and applications of the Delphi technique: a
bibliography (1975-1994). Technological Forecasting and Social Change, 53, pp. 185­
21l.

Linstone, Harold A. and Turoff, Murray. (eds.). (1975). The Delphi method: Techniques
and applications. Addison: Reading, Ma.

Otto, Theophil. (1982). The academic librarian of the 21st century: Public service and
library education in the year 2000. The Journal ofAcademic Librarianship, 8 (2), pp.
85-88.

Reilly, Kevin D. (1973). The Delphi technique: Fundamentals and applications. In Targets
for research in library education, ed. Harold Borko. American Library Association:
Chicago, pp. 187-199.

Sproull, Natalie L. (1988). Handbook ofresearch methods: A guide for practitioners and
students in the social sciences. Scarecrow Press: Methuen, NJ.

Turoff, Murray and Hiltz, Starr Roxanne. (1997). Computer based Delphi processes.
(online).
http://eies.njit.edu/-turoff/Papers/delphi3.html



220 Research methodsfor students, academics andprofessionals

Williamson, Kirsty and Stayner, Richard. (1980). Information and library needs of the
aged. The Australian Library Journal, 29 (4), pp. 188-195.

Wilson, T.D. (1975). Research priorities in social welfare library and information work.
Journal ofLibrarianship, 7 (4), pp. 252-261.

Winzenried, Arthur. (1997). Delphi studies: The value of expert opinion bridging the gap ­
data to knowledge. In Information rich but knowledge poor? Emerging issues for
schools and libraries worldwide, eds. Lynne Lighthall and Ken Haycock. International
Association of School Librarianship: Vancouver, Be.



Introduction

The third section, Chapters 13 to 16, describes techniques used for data collection.
Techniques are defined as the means by which data are gathered and samples selected.
Techniques discussed in this section include questionnaire design, interviewing, focus
groups and ethnographic techniques, including participant observation.



CHAPTER 13
Research techniques: Sampling
Kirsty Williamson

Objectives

At the end of this chapter you will be able to:

• define the terms used to describe sampling and samples;

• describe different types of sampling;

• understand the concept of random sampling;

• understand how decisions about the type of sample to be used should be matched to the
purpose of the research and the specific research questions to be investigated; and

• understand the limitations of non-probability samples, especially in relation to
generalisations.

Introduction

This chapter is the first in a series of chapters intended to introduce you to a range of
different techniques which are used in research. The approach used here is somewhat
different from that used by most writers of 'research methods' texts, who usually deal with
'techniques' as an integral part of specific methods. The rationale for taking the approach of
introducing techniques separately from methods, is that most of the techniques can be used
in more than one method. For example, sampling is relevant to almost all research methods.

Since an important goal of this book is to assist you to be critical users of research, there is
an emphasis on the salient points to notice when evaluating how well a technique has been
used. In the case of sampling the term 'random sampling' is probably the most misused in
the research literature. It is very important that you understand the definition of random
sampling and that you are also able to judge when researchers have understood and applied
it correctly. It is also important to understand when results can be generalised and when they
cannot (which is related to sampling) and to understand the terminology of sampling, for
example, how a population differs from a sample.
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Sampling is very important in both quantitative and qualitative research. Positivist and
interpretivist research' ... may have very different ideological roots but there is a common
concern in ensuring that respondents are representative' (Payne 1990, p. 23). Most
'research methods' books for the social sciences, or for a related field, include information
on sampling. Examples of references are: Alreck and Settle (1995); Babbie (1992); Black
and Champion (1976); Burns (1990); Busha and Harter (1980); Henry (1990); Kalton
(1983); Payne (1990); Powell (1997); Tanner (1995). The question of appropriate sample
size is a perennial one. A number of authors deal with it, but Henry (1990) devotes a whole
chapter to it and Australian Bureau of Statistics (1990, pp. 26-29) and Fowler (1993, pp.
33-35) provide useful discussions.

Definition of terms

Key terms used in sampling are defined below.

• Population - a complete set of all those elements (people, institutions, for example)
which have at least one characteristic in common and which a researcher wishes to
study, for example all Victorian academic librarians. (In the selection ofa population for
a study, considerations are: size, costs in time and money, and accessibility.)

• Population stratum - a subdivision of a population based on one or more specification,
for example all Victorian academic librarians under the age of thirty.

• Element- an individual member or unit of a population. Each academic librarian would
be an element of the population of academic librarians.

• Sample - a selection of elements from the total population to be studied. A sample is
any part of the population, whether it is representative or not. (A sample is usually
drawn because it is less costly and time consuming to survey than is the population; or it
may be impossible to survey the population.)

• Case- an individual member or element of the sample.

• Samplingframe - the list of elements from which the sample, or some part of the
sample, is selected.

• Parameter - a measure descriptive of a population characteristic.

• Statistic- a measure descriptive of a sample characteristic. Sampling error concerns the
degree to which the sample characteristics approximate the characteristics of the
population. (This only applies to probability sampling.)
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Types of sampling

Sampling is used when it is not possible to include the whole of a population in a research
project, for example, all Australian academic librarians. It is also important to realise that it
is not always necessary to select a sample. It may be possible to use the 'population', for
example, all of Year 8 students in a small high school. In a survey of Moorabbin Citizens
Advice and Aid Bureau Williamson (1986) used a population: the aim being to survey all
the users during a two month period

If you do need to select a sample, there are two basic types: probability and non-probability.

Probability sampling

With probability sampling (where random sampling fits), the probability or likelihood of the
inclusion ofeach element of the population can be specified. In true probability sampling,
each element must have an equal and independent chance of being included in the sample.
For example, if the population is 10,000, then each element must have a 1I10,OOOth chance
of being drawn. It is therefore important that the parent population be known. If a researcher
says that a random sample was selected, then you, as critic, need to check on the likelihood
that the sample conforms to the standard definition.

The main advantage of probability sampling is that the resultant sample is considered to be
representative. One strongly influential school of thought is that, only when a sample is
considered to be representative in this sense, is it possible to generalise to the population
from which the sample is drawn. This is also something a critic should look for. Does a
researcher, who has not selected a random sample, make broad generalisations from the
research findings, when those findings really only apply to the participants in the research?
Or does the researcher generalise to a population from which the sample was not selected at
all?

Inferential statistics are used to determine how closely the sample represents the parent
population - in other words, the amount of sampling error. Sampling error has to do with
the degree to which the sample characteristics approximate the characteristics of the
population. In general, the smaller the sample, the greater the sampling error. Conversely,
the larger the sample, the smaller the sampling error. That is why larger samples are
considered preferable.

There are several types of probability sampling.

Simple random sampling - this gives each element in the population an equal and
independent chance of being included in the sample. It also makes the selection of every
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possiblecombination of elements equally likely. For example, if you have a samplingframe,
listinga populationof 500 elements (for example500 namesof academiclibrarians,each
allocateda numberfrom one to 500), and you draw a simplerandomsampleof fifty from
that population, you wouldbe as likelyto includethe academiclibrariansnumberedone and
three as those numberedtwo and four or one and two.

Simple randomsampling can be done by:

• a fishbowl draw - wherenumbered slips of paper, representing each elementof the
population, are put into a large container. The maindisadvantage of this method is
that it is very unwieldy with a large population. Imagine identifying, listing,and
allocatinga numberto, every academic librarian in Victoria(that is, setting up the
sampling frame), and then writingeach numberonto a separateslip of paper. These
need to be placed in a containerlarge enough to hold them.The numbershave to be
wellmixedand, as each numberis drawn out and ticked otTon the samplingframe, it
mustbe placed back in the containerand mixed in again.This is done so that the
numberof slips in the container(and the chance of each elementbeing selected)
remainconstant. For example, if forty-five out 500 numbers are removed,the chance
of the forty-sixth elementbeing selected is one in 455 and not one in 500 as was the
case with the first elementselected.

• random number tables - whichare continuous row/column sequences of numbers,
not appearingin any particularorder and whereno numberappears more frequently
than any other. It is possible to use a randomstartingpoint, and then work across or
down the numbers to select the requiredsample.

• computer-determined random sampling - wherea computerprogram numbers the
elements in the population(whichhave been, firstof all, listed by the researcher),
generates its own series of randomnumbers, and prints the list of elementsselected.

Stratified random sampling - this is where the populationis first divided into groups or
categories. Independent randomsamples are then drawn fromeach group or stratum. The
strata shouldbe defined in such a way that each elementappears in only one stratum. For
example, if 'age' and 'sex' are important variables for your sampleof academic librarians,
you mightdecide to divide your sample into the following groups:

Malesaged 20 to 39
Malesaged 40 to 59
Malesaged 60+

Females aged 20 to 39
Femalesaged 40 to 59
Femalesaged 60+

How this examplewouldbe used wherea proportionate stratifiedrandomsample is
requiredis explainedbelow.
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• Proportionate stratified random sampling is used to obtain a sample which will have
specified characteristics in exact proportion to the distribution of those
characteristics in the population. Table 13.1 shows a possible distribution of the
example above.

Academic librarians No. in population No. in sample

Males aged 20 to 39 50 5
Males aged 40 to 59 100 10
Males aged 60+ 40 4

Females aged 20 to 39 70 7
Females aged 40 to 59 ISO IS
Females aged 60+ 90 9

Totals 500 50

Table 13.1: Distribution using proportionate stratified random sampling

When you select a stratified random sample, each category (for example males aged
twenty to thirty-nine) is treated as a separate population and a random sample is
selected accordingly. The necessary information about your initial population is, of
course, a requirement.

The advantages of such a sample are that representativeness, in relation to your
population, is enhanced. (Sampling error is reduced.) Proportionate sampling also
requires fewer cases to give a specified degree of accuracy. However, there is little
point in taking this trouble if you have a large random sample, likely to be
representative anyway.

• Disproportionate stratified random sampling is where the strata of the sample are
not necessarily distributed according to their proportionate weight in the population
from which they are drawn. It may be that the researcher wants some strata over­
represented. It may be that some strata are so small as to be in danger of being barely
represented in the total sample. For example, in surveying school students, it might
be considered important to include relatively higher proportions of students with
disabilities.

Note that there are problems with statistical tests with disproportionate stratified
random samples. When some strata are represented more heavily than others, a
certain amount of bias enters.
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In critiquing research, one thing to look for is whether a researcher, who has not stratified
the sample, points out the differences between the proportions of key groups (such as age
groups) in the sample and in the population. It gives an indication of how closely the
'sample' represents the 'population' for key variables. This should often be done, whether a
sample is randomly selected or not. (See Box 13.1 for an example of a comparison between
proportions of key groups in a sample and a population.)

Box 13.1: Example of a comparison between proportions of key groups
in a sample and a population

In a study of the information, communication and telecommunications needs of older
adults, first mentioned in Chapter I, Williamson (1995) built a special sample of 202
older Victorians. This is called a purposive sample, described further below. In doing
so it was important to indicate how closely the sample reflected the Victorian
population of older people, with regard to key variables such as 'sex' and 'age'. It was
reported that:

The sample consisted of202 people, aged sixty and over, of whom 87 (43.1 %) were
males and liS (56.9%) were females. At the time of the 1991 Census, 44% of the
Victorian population aged sixty and over were males and 56% were females - very
close indeed to the sample proportions (Williamson 1995, p. 100).

With regard to age, the following table was included:

Sample respondents by age

Age group No. ofrespondents % ofrespondents 1991 Vic
Census %

60 to 74 (young aged) 146 72.3 70.1
75 to 84 (old old) 44 21.8 23.5
85+ (very old) 12 5.9 6.4

Total 202 100.0 100.0

In comparison with the 1991 Census, the 'young aged' group was slightly over­
represented in the sample and the other two groups slightly under-represented.

Systematic sampling - this technique involves taking every nth element from a list until the
total list has been sampled. For example, if we were to alphabetically list 500 academic
librarians and select every tenth on the list, we would end up with a sampling ratio of 1:10
and a sample of fifty.
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Differences of opinion exist about the classification of this method, that is whether it can be
called probability or non-probability sampling. Powell (1997, p. 68) says that most consider
this method as reliable and accurate as simple random sampling, as long as the list is
randomly or alphabetically and not hierarchically arranged. However, Black and Champion
(1976) believe that, because systematic sampling ignores all persons between every nth
element (which means that not every combination of elements has an equal chance of being
selected), it is not probability sampling.

Cluster sampling (or area sampling) - this is used at times when large populations are
studied - or large geographic areas. The technique involves dividing a population into
clusters or groups and then drawing a sample from these clusters, for example randomly
selecting two schools from each Department of School Education region of Victoria. Care
needs to be taken that the diversity of the population is reflected in the clusters.

Non-probability sampling

This is used when the investigator is interested only in obtaining a sufficient number of
elements to satisfy research objectives. There are important limitations on generalisation
from the findings.

Accidental sampling - the researcher simply selects the cases at hand, for example people
on a street comer, patrons as they enter or leave a library.

Purposive sampling - this is used when it seems impossible to select a random sample
and/or it is important to include specific groups in a sample. This was precisely the situation
with the Williamson (1995) study discussed above. In that case a random sample was not
possible because the study was dealing with an age group where a proportion of the
population are mentally and physically unable to participate in field work lasting four to six
hours. Therefore a sample which was 'balanced' on a range of variables, for example sex,
age, education, income, location (or place of abode), was built. Box 13.1 indicated the
extent to which this purposive sample reflected the Victorian population at that time with
regard to the variables sex and age.

Note that no matter how strongly you believe your purposive sample to be typical, there is
no way of ensuring that it is representative in the probability sense.

Snowball sampling - this is where individual or people in an organisation identify their
friends or associates to participate in a study. In their tum, these people nominate other
possible participants. It is partly through 'snowball sampling' that a purposive sample can
be built.
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Incomplete sampling - if a large percentage ofcases do not respond or participate in a
study, then assurance that the sample is representative of the population is lost, even though
the sample may have been selected randomly. An incomplete population list will also not
give a probability sample.

Sample selection in positivist and interpretivist studies

Probability sampling or random sample selection is often used in positivist research. If a
researcher wishes to generalise from a sample to the population from which it has been
selected, the sample must be randomly selected, as described above. Sometimes it will be
impossible to select a random sample, or the response rate is so low that the sample must be
considered 'incomplete'. In this case there is a limitation on the generalisations that can be
made: the findings can only be regarded as fully applicable to the sample involved.

While it is theoretically possible to select randomly a sample for an interpretivist study,
most researchers prefer to select a purposive sample. When you can only manage a small
sample, as is usually the case with qualitative research, you need to include representatives
ofall the important sub-groups and personal characteristics which might be of interest in
your study. This is also referred to as theoretical sampling which is related to the concept of
theoretical saturation which comes from grounded theory as described by Glaser and
Strauss (1967). With theoretical saturation, sampling continues until each category of
investigation is saturated (or no new or relevant data is emerging from a particular
category).

Conclusion

'Random sample' is one of the most misused terms in the research lexicon. It is very
important to understand this term, and to use and apply it correctly. Random sampling gives
each element in the population (from which the sample is chosen) an equal and independent
chance ofbeing selected.

For research to be useful, it is not essential to have a random (or probability) sample. With
qualitative research, it will usually not be possible or necessary. While research using
purposive or other forms of non-probability samples is completely acceptable, it is crucial
to remember the limitations to the generalisations which can be made to the population from
which the sample has been drawn.
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Discussion questions

• What are the differences between probability and non-probability samples?

• What is a random sample? What difficulties does the selection of a random sample
present to the researcher?

• For what type of research should a researcher select a random sample?

• What are the considerations to be taken into account when building and using a
purposive sample?
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CHAPTER 14
Research techniques: Questionnaires and
interviews
Kirsty Williamson

Objectives

At the end of this chapter you will be able to:

• understand the different types of questionnaires and interviews;

• understand the considerations needed for good design of both questionnaires and
interviews;

• describe the qualities of good interviewing and good interviewers;

• describe the advantages and disadvantages of using each technique; and

• understand when it is appropriate to use questionnaires, rather than interviews, and vice
versa, in a research project.

Questionnaires

Introduction

The most common research instrument is almost certainly the self-administered
questionnaire. It is principally used to collect quantitative data, but open-ended questions
can be used for qualitative data. It is most closely associated with the survey to the point
that many people call the instrument a 'survey', rather than a 'questionnaire'. This is not
strictly correct, because a survey is a particular research design, the major instrument for
which is usually the questionnaire. On the other hand, a questionnaire can be used in a
range of different ways and as part of a number of different research designs. For example,
questionnaires might be used to collect some quantitative data to supplement other,
qualitative data collection techniques in a case study, to provide demographic data for
subjects in an experiment, or as one of the techniques used in ethnography/participant
observation.

Questionnaires have been used frequently in the information management/librarianship
field, especially to try to understand the needs of library users and to evaluate library
services. In the information systems field, questionnaires can be used during information
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systems development and implementation. They are particularly helpful in identifying
potential system users' information and processing requirements in situations where there
are large numbers of users at different sites and in helping gather information about user
satisfaction with systems and about system use. A large systems development project at an
Australian utility included a national survey of its customer service centre staff to obtain
information about their requirements for a proposed system to support their sales and
marketing activities. Later, after the system had been installed at most sites, questionnaires
were used in conjunction with focus groups to gather information about usage patterns
because of concerns that the systems were under-utilised. A number of factors affecting
usage were identified, including some relating to the functionality of the system itself and
others relating to training and system implementation issues.

Since everyone has some experience in filling in questionnaires, the common attitude is that
questionnaires are easy to develop. On the contrary, they are not simple to design and
require specialised knowledge. There are myriad references available which cover
questionnaire design. Most discussions of 'survey methodology' include a section on
questionnaire design. Coverage is included in Alreck and Settle (1995); Australian Bureau
of Statistics (1990); Babbie (1992); Bell (1993); Best (1970); Black and Champion (1976);
Bums (1990); Busha and Harter (1980); Martyn and Lancaster (1981); Moser and Kalton
(1971); Powell (1997); Questionnaire design (n.d.); and Tanner (1995). Oppenheim (1966),
although quite old now, is still a very useful text. In the research field, many of the
fundamentals remain unchanged, so that older references often remain quite useful. This
applies to questionnaire design. Many of the listed references have examples of
questionnaire questions. There is also a section in Chapter 5 of this book, about Internet
surveys which is relevant.

When is the use of a self-administered questionnaire appropriate?

• A self-administered questionnaire is appropriate when its purpose is easily explained in
print and when the instructions and questions to be asked are straight forward.

• Because they are relatively cheap (compared with interviews), questionnaires allow a
larger sample, as well as a wider geographical distribution of the sample, and the
collection of a large amount of data in a relatively short time. They are therefore useful
in quantitative research, for example, if the researcher wants a breadth ofdata from a
random sample from which to make generalisations to a population. Questionnaires are
also simple to administer and easy to analyse (compared with data from interviews).

• With some topics of a personal nature, the anonymity of the self-administered
questionnaire can encourage respondents to provide frank, truthful answers. There is not
the embarrassment of disclosing information to a stranger.
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• Questionnaires are not appropriate if complex in-depth data are required, or where it is
important to allow respondents to modify and develop their initial opinions (that is, for
qualitative research).

Types of questions

Before constructing individual questions, it is important to decide on the kind of
information required to fulfil the research objectives. If the researcher does not have an
extensi ve understanding of either the issues to be investigated in the questionnaire, or of the
target population, it is a good idea to undertake some exploratory interviews with typical
respondents. This usually results in a much better understanding of what questions to ask,
the categories which need to be offered for specific questions, and the responses which
might be expected from a specific target group.

Typical questionnaire questions can be classified in different, but sometimes overlapping,
ways.

Factual questions - these are straight-forward questions which give respondents a number
of categories from which to choose answers which are correct for them. For example:

Are you a member of the Lamington Public Library? YES [ ]
NO [ ]

With questions of fact, it is best not to place too much strain on people's memories.
Questions relating to recent events are likely to elicit more reliable answers.

Opinion questions - opinions are often measured by a Likert scale. For example:

Are you satisfied with the Lamington Public Library? Circle only one number on
the scale.

1
Very
satisfied

2
Satisfied

3
Undecided

4
Unsatisfied

5
Very
unsatisfied

Note that the numbers used in the above example provide easy pre-coding. (See Chapter 17
on data analysis.) You need either to use 'numbers' or 'boxes' consistently.

Closed questions - respondents are presented with a number of possible categories of
response, which should always include an 'other' category. For example:
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Why do you use the Lamington Public Library? (Tick as many boxes (categories)
as are applicable.)

1. To borrow books [ ] 290

2. To borrow other materials, for example, videos. [] 1 2 9 0
Please specify all other materials borrowed, including videos, if applicable

3. To read newspapers or other materials in the library [ ] 2 9 0

4. To use data bases on CD-ROM [ ] 2 9 0

5. To use the Internet [ ] 2 9 0

6. To bring your children [ ] 2 9 0

7. To attend the classes or other functions held in the library [ ] 2 9 0

8. To use the photocopying facilities [ 1 2 9 0

9. Other. Please specify all your other uses. [ 1 2 9 0

The advantage of closed questions is that they provide frames of reference which guide
respondents' replies. This may clarify the concepts used and make clear the kinds of
answers sought. They also make for much easier analysis.

The numbers on the right of the boxes are pre-coding which will explained in Chapter 17

Open questions - these allow respondents to reply in their own words. For example:

In your own words, describe your level of satisfaction with the Lamington Public
Library.

The advantage of open questions is that they allow respondents to qualify their responses
rather than choose categories which may not express their situations or views precisely. If
respondents do not understand the question, or the response categories, or are uninformed
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on the topic, this will become clear. They enable the collection of qualitative data, to
supplement the quantitative data.

Disadvantages of questionnaires

• Difficulty in securing an adequate response. Response rates tend to be much lower
than when the interview method is used. While certain strategies, for example, follow­
up mailings and careful attention to questionnaire design, may result in a higher
response, response rates to mailed questionnaires seldom exceed 50% and rates
between 15% and 50% are common.

• Difficulty in obtaining responses from a representative cross-section ofthe target
population. Non-respondents may differ in characteristics from respondents.
Questionnaires may be difficult for the less well educated, or people with language
problems or other disabilities, to complete. They are also inappropriate for young
children. Reasons for non-response are difficult to gauge.

• Lack ofopportunity for respondents to qualify answers or for researchers to probe for
further information. The former is particularly important if respondents perceive
questions to be ambiguous, or feel they do not quite fit into any of the categories
offered. The latter means that most questionnaires do not uncover causes or reasons for
respondents' attitudes, beliefs and actions.

• Lack ofopportunity to control how and when the questionnaire is answered.
Researchers cannot be sure that respondents have been conscientious about filling in
their responses.

• Lack ofopportunity to acquire supplementary observational data. There is usually no
personal contact between the researcher and the respondent.

• Complex data cannot be collected. Questions must be simple and straight-forward.
Even then, there is a possibility of misinterpretation of the questions by the respondent.

Hints for good questionnaire design

• The appearance and arrangement of the questionnaire are vital. The forms should be
attractively and clearly presented. Spacing is very important. For hints on good
presentation, see SCJJ0J: Introduction to data collection and analysis (1998).

• Take great care in deciding on the questions to include. Unless you have an excellent
grasp of your subject, it is a good idea to do some exploratory interviews with
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individuals typical of your likely respondents first. Then, select those questions that are
essential to accomplish the objectives of your study. Don't make the questionnaire too
long.

• Group items logically, in coherent sections, that is, those that deal with a specific
aspect of the topic, or that use the same response options. Try to link sections
smoothly. Wherever possible use consistent response options, for example, numbers to
circle or boxes to tick. Ask sensitive, personal questions later in the questionnaire.

• Give clear instructions at the beginning of the questionnaires and wherever needed
throughout. Only use questions applicable to a sub-category of respondents if essential.
Make sure instructions are crystal clear.

• Avoid bias in questions and in alternatives for answering closed questions. Exhaustive
and mutually exclusive alternatives are needed. Always include an 'other ... please
specify' category.

• Ask clear, simply worded, unambiguous questions which are free from jargon. Three
types of questions to avoid:

• Double-barrelled questions, each part of which may require a different answer, for
example, 'Do you do press-ups and eat porridge first thing in the morning?' The
answer might be that you eat porridge, but only in the winter, and you never do
press-ups.

• Statements which contain negatives (with which respondents are to 'agree' or
'disagree'), for example, 'I never lie' or, 'I do not have a full-time job'. (Think
whether you could answer 'yes' or 'no' to these.)

• Hypothetical questions. Where respondents have not actually experienced
particular situations, they are less likely to know, reliably, how they would react to
them.

There are also numerous small points to watch: clearly number questions and pages;
arrange the place where respondents mark their answers close to the question, to avoid
mistakes; put the word, 'over', on the bottom of the front side of a page, if questions appear
on both sides; put the name and address of the person to whom the form should be returned,
even if a stamped, addressed envelope is included; request that respondents check their
questionnaires before returning them in good time; thank them for their participation; and
offer to send them a short report of the findings.
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Piloting the questionnaire

This is absolutely essential. You need to tryout the questionnaire with typical respondents.
The best way to do this is to have the questionnaire filled in, and then to sit with pilot
respondents and discuss their interpretations of questions; any problems of understanding
which they had; and any improvements in wording which they would recommend. For this
process you should not use the same respondents as will take part in the survey proper.

Obtaining a highresponse rate

There are a number of ways to encourage high response rates:

• include a stamped, addressed envelope;

• use polite follow-up cards or letters to remind the respondent of the importance of the
questionnaire and the need to return it. (Phoning, if practical, is even more effective.);

• a suggested deadline is a good idea; and

• personally typed letters on official letterhead tend to increase return rate.

Critiquing questionnaires

The sections above have given you a great deal of detail about when it is appropriate to use
questionnaires in research and what to look for in terms of good questionnaire design. This
can be used to analyse both the appropriateness of the use ofa questionnaire in a piece of
published research, and the standard of the particular questionnaire involved. In particular
you should seek an indication that a questionnaire has been piloted with typical
respondents, that questions are clear and unambiguous, and that the presentation of the
questionnaire is ofa sufficiently high standard to ensure reliable responses.

Interviewing

Introduction

Mostly seen as a technique for collecting qualitative data, interviewing can be used in a
range of different methods. It is one of the techniques frequently used in case studies; it can
be used to supplement survey data; and also in experimental design. Interviews are used in
a survey if the information sought is complicated and it is therefore difficult to ask
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questions simply in a self-administered questionnaire. Given that personal contact is
mandatory with interviews, it is also often easier to obtain a higher response rate using this
technique.

Interviewing in interpretivist or naturalistic research aims at understanding people from
their own point of view. Fidel (1993, p. 219) uses terms such as 'nonmanipulative',
'noncontrolling', 'open' and 'flexible' to describe the approach to data collection. Highly
structured interviews, where 'the questions and answer categories have been
predetermined' (Minichiello et al. 1990, p. 19, cited in Gorman and Clayton 1997, p. 125),
which are really only survey questionnaires administered by interview, would therefore be
excluded. Exploratory and other in-depth interviews, on the other hand, are very
appropriate in interpretivist methods. Exploratory interviews can be very useful in the early
stages of most research projects. Unless a researcher has a very good understanding both of
the types of participants who will be involved in the study, and of the content, it is useful to
undertake some exploratory interviews with typical participants.

For interviewing in interpretivist research, see Gorman and Clayton (1997); Mellon (1990);
Patton (1990); Sandler (1992); and Slater (1990). Most of the references listed for
'questionnaires', above, also include sections on 'interviews'. The standard social sciences
texts all contain sections on interviewing.

Types of interviews

Structured (standardised or scheduled) - with these each respondent is asked exactly the
same questions. The sequence of the questions is also fixed. Unless there is some freedom
for respondents to express their own views, unconstrained by the researcher's agenda, this
is simply a survey questionnaire administered by interview.

Structured interviews are used where it is important to be able to compare results across
respondents: for a survey, for a number of respondents within a case study, or for multi-site
case studies. There can be the flexibility for individual expression within a more formal
structure.

It is important to note that if a structured interview schedule is used, it must be tested in the
same way as a self-administered questionnaire.

Unstructured (non-standardised. non-scheduled, or in-depth) - with this approach each
answer basically generates the next question. This type of interview is useful for exploring
a subject or for gaining insights into people (the kind ofexploratory interview, mentioned
above). Unstructured interviews are sometimes used in case studies to collect extensive data
from key people. These are the interviews which are seen as wholly acceptable in
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interpretivist research. They are also often used before compiling a structured interview
schedule or a self-administered questionnaire.

Semi-structured - these interviews have a standard list of questions, but allow the
interviewer to follow up on leads provided by participants for each of the questions
involved. The semi-structured interview is closer to the unstructured, in-depth interview,
than to the structured, standardised form.

The purpose of in-depth interviewing is basically' ... to capture the respondent's
perspective on a situation or event under study' (Mellon 1990, p. 55). This is in keeping
with the central precepts of interpretivism. As Slater (1990, p. 114) says, ' ... the respondent
is allowed, in fact, encouraged, to talk expansively on the main subject, raising topics
within it in any order s/he wishes' .

Usually in-depth interviews are tape recorded (with the permission of the interviewee).
Slater (1990, p. 114) says that 'the more fully and accurately any interview can be recorded
in the respondent's own words, the better analysis and conclusions will be'. Tape recording
of interviews also avoids the disruption to interviews which results from the need to take
notes.

Both structured and unstructured interviews have been used extensively in both information
management and information systems. Issues concerned with the introduction of new
technology into libraries and with information seeking behaviour are only two of the many
research areas in which interviews have been used in information management. Both
unstructured and structured interviews are often used during information systems
development to gather information about potential users' requirements for a proposed
system. Unstructured interviews allow users to articulate their specific concerns and needs
while structured interviews are useful for detailed or specific information about current
operations and future requirements. Unstructured interviews were used extensively for
requirements gathering in a project to develop a module of an EIS (Executive Information
System) to monitor and report on the financial and physical performance of the projects
undertaken by a government authority. Senior and middle-level executives were asked
about their program monitoring and reporting needs in a relatively informal interview
process. It was felt that executives would lose interest in the project if obliged to participate
in a formal process, that they would not have time to attend formal meetings, and that the
overheads involved in organising committees and formal meetings would slow down the
process and lead to a loss of interest in the project.

Advantages of interviews

• Perhaps with the exception of telephone interviews, for which it is often difficult to
recruit participants, there is almost always a better response rate than for mailed
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questionnaires. This is because of the personal contact required to set up interviews.
Usually it is possible to achieve response rates of 80 to 85%, compared with response
rates for mailed questionnaires which rarely exceed 50%, and can be as low as 15%.

• Complex and complete responses are more likely because probing can be used, and
explanation and clarification can be provided to the respondent. The interviewer can
attempt to ascertain that the respondent has understood and interpreted the questions in
the way intended by the researcher. The numbers of 'don't knows' and non-responses
are usually quite small.

• The interviewer has the opportunity to observe the respondent and perhaps his or her
living conditions. Even standardised interviews allow for discussion before and after the
formal interview, and this can add to the understanding of the respondents' viewpoints.
The validity of information can also be checked on the basis of a respondent's non­
verbal cues.

• Face-to-face interaction assists in the establishment of rapport and a higher level of
motivation amongst respondents. The interviewer can be a powerful stimulus - more
powerful than words on paper.

• Interviewers can control the context of the interview to some extent and try to ensure
that respondents concentrate on the issues at hand.

• Interviews are useful in obtaining responses from people who are unable to fill in
questionnaires, for example the aged, young children, the illiterate, and some groups
with disabilities.

• Interviews can provide much richer data than self-administered questionnaires.
Research reports are enhanced by the opportunity to quote the actual words of
respondents.

• Unstructured interviews allow for flexibility in questioning and the follow up of
interesting leads.

Disadvantages of interviews

• Interviews are expensive in time and money, and this limits the number and geographic
location of respondents who can be included.

• Interviewer and inter-interviewer variability can be a problem, especially where
interviews are used as an alternative to self-administered questionnaires, or where
comparisons are to be made across respondents. In these cases, there is a need for an
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emphasis on consistency in the way questions are asked. Even the same interviewer
may vary in the tone of voice used to ask questions, in responses to answers, and in the
use of probes.

• Related to this, there can be threats to validity and reliability because of 'interviewer
effect'. Apart from the variation in interviewer techniques, mentioned above, factors
which may bias an interview include the personal characteristics of the interviewer
(such as age, sex, educational level, race, and experience at interviewing); and the
opinions and expectations of the interviewer, if those are made known consciously or
unconsciously. The result may be a desire on the part of the respondent to answer in a
way considered to be socially acceptable to the interviewer.

• Unstructured interviews can be difficult to record and analyse. As mentioned above,
usually in-depth interviews are tape recorded (with the permission of the interviewee).
The problem associated with this is that the tapes need to be transcribed, a very time
consuming and expensive task.

Qualities of interviewers

Interviewers should be neutral and dispassionate, but at the same time personable,
empathetic and enthusiastic so that participation is encouraged. Body language is
important. Interviewers must be acceptable to the respondent. Characteristics such as sex,
age, race, social class, manner of dress and speech may playa part in whether a respondent
will consent to be interviewed, and on their level of cooperation during the interview. With
a touch of humour the cartoon from the New Yorker in Figure 14.1 illustrates not only the
need for clear questions, but also the potential problem of cultural and attitude differences
between interviewers and interviewees.

Accurate reporting is essential, which means that interviewers must be competent in this
regard. They need to be observant and perceptive (for example, hunches should be
recorded). Where comparisons across respondents are to be made, interviewers need to be
trained to minimise inter-interviewer variability.

With regard to the in-depth interviewing used in interpretivist research, the respondent
should do most of the talking, although a good interviewer will be in control of the situation
at all times. It is important for interviewers to avoid 'conversational traps' which include
the desire to express their own opinions, to display their knowledge about the topic, to
argue with respondents or attempt to persuade them to their point of view (Mellon 1990, p.
55).
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((Next question: I believe that life is a constant strivi"g for
balance, requiring frequent tradeoffs between morality and
necessity, within a cyclic pattern o/joy and sadness,forging a
trail of bittersweet memories until one slips, inevitably, into

the jaws of death. Agree or disagree?"

© The New Yorker Collection 1989 George Price from cartoonbank.com All Rights Reserved.

Figure 14.1: How not to conduct interviews
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Slater (1990, p. 114) says that 'in the classic depth interview, apart from reminding the
respondent that he or she is still interested, the interviewer tries not to intervene much, until
the final mopping up stage'. Given that a good interviewer should never interrupt, the
complex tasks of interviewing requires: 'remembering what has been said, remembering
what you want to know more about, and remembering what general areas need to be
covered' (Mellon 1990, p. 55).

In surmnary interviewing, whether as part of quantitative or qualitative research, is not as
straight-forward as it may seem. It requires considerable thought and preparation, not only
with regard to the questions to be asked, but also in relation to a wide range of issues which
may have an effect on the quality of the data which is collected.

Discussion questions

• When is it appropriate to use a self-administered questionnaire?

• What are the features of a well designed questionnaire? And of a poorly designed one?

• What are the advantages and disadvantages of using a structured interview rather than a
questionnaire?

• What are the qualities of good interviewers and good interviewing where a structured
interview schedule is used and answers across respondents are to be compared?

• What makes for good interviewing in interpretivist or naturalistic research?

Further readings

Bell, Judith. (1993). Doing your research project. 2nd edn. Open University Press:
Buckingham, pp. 75-90. (Chapter 7 - Designing and administering questionnaires.)

Mellon, Constance. (1990). Naturalistic inquiry for library science: Methods and
applications for research, evaluation and teaching. Greenwood Press: New York, pp.
37-49.

Powell, Ronald. (1997). Basic research methods for librarians. 3rd edn. Ablex: Norwood,
NJ, pp. 83-104.
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CHAPTER 15
Research techniques: Focus groups
Kirsty Williamson

Objectives

At the end of this chapter you will be able to:

• describe the characteristics of focus groups;

• understand something of the historical origins and uses of focus groups;

• understand the wide range of contemporary uses of focus groups, including the ways in
which they can be combined with other techniques;

• describe the advantages and disadvantages of focus groups in comparison with other
methods and techniques; and

• understand the issues which are involved in designing successful focus groups.

Introduction

What is a focus group? The following two definitions are found in the literature:

A focus group is a carefully planned discussion designed to obtain perceptions on a
defined area of interest in a permissive, non-threatening environment ... conducted
with approximately 7 to 10 people by a skilled interviewer (Krueger 1994, p. 6).

The contemporary focus group interview generally involves 8 to 12 individuals who
discuss a particular topic under the direction of a moderator who promotes interaction
and assures that the discussion remains on the topic of interest (Stewart and
Shamdasani 1990, p. 10).

Apart from the fact that Krueger emphasises 'a permissive, non-threatening environment',
these two definitions are similar. The literature (see reference list at the end of this chapter)
highlights the following key characteristics of focus groups:

• groups consist of seven to twelve people with certain characteristics in common in
relation to the topic;
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• focus groups are conducted in series;

• participants are reasonably homogeneous and unfamiliar with each other;

• focus groups collect qualitative data regarding perceptions, feelings and opinions, in
participants' own terms and frameworks of understanding - about products, services,
issues or opportunities;

• data and insights are produced through group interaction in an interview process;

• focus groups have a discussion focused on a small number of issues related to a
predetermined topic; and

• it is the researcher who determines the topic and has a distinctive role as moderator of
the discussion.

Setting up focus groups

Once it has been decided that focus groups are a suitable way of collecting data, the next
stage is to set up the groups. Steps to follow in doing this are outlined below. The design of
focus groups is discussed further, towards the end of the chapter. Illustration is provided
from the recent experience in the Monash University and Charles Sturt University research
group, ITNR (referred to in Chapter 2). ITNR undertook a project on the potentialities of
online services for blind and vision-impaired people.

• Decide on the type ofparticipants who are suited to help answer the research questions.
In the case of the ITNR research, participants were needed who were either blind or
vision-impaired themselves, or knew a lot about the needs of blind and vision-impaired
people. They also needed to understand about online services, especially the Internet,
and their possibilities. Because the research was concerned about the differences of
access of country and city people, it was decided to set up a city focus group in
Melbourne, Victoria, and a country focus group in Wagga Wagga, New South Wales.

• Use contacts tofind suitable participants. ITNR contacted the major associations for the
blind and vision-impaired in Melbourne and Wagga Wagga. Some of the participants in
each of the focus groups were people from the organisations which work with blind and
vision-impaired people. The ITNR experience was that it is often not easy to recruit
suitable participants. For the Melbourne focus group there were eight participants; in
Wagga Wagga there were only five. However, the latter group seemed to work better
because of the smaller size and the greater degree of intimacy created by a smaller table.
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• Organise a suitable venue for each focus group - one that is centrally located and easy
to find.

• Decide on the length oftime for the focus groups, and inform your participants as you
contact them. The ITNR focus groups were about one and a half hours.

• Carefully work out the questions you will ask. Make sure you put a time limit on each
question. It is easy to spend most of the focus group on the earlier questions, and to
leave insufficient time for later ones.

It is important, with focus groups, to find participants who are likely to have opinions about
the topic of your research. If you want to discuss library services, you might form focus
groups of various types of library users. Or you might decide to have one group of non­
users to try to understand why they do not use library services and what might change this.

Uses of focus groups

In recent years, focus group research has been ' ... carried out by psychotherapists and
counsellors, community developers, consumer affairs professionals, small businesses, and
lawyers, among others' (Widdows, Hensler and Wyncott 1991, p. 353). Focus groups have
been particularly used in market research because they enable producers, manufacturers and
sellers to understand the thinking of consumers.

Focus groups are used to collect qualitative data. They are particularly appropriate when the
goal is to explain how people regard an experience, idea, or event (Krueger 1994, p. 8).
They have many points in common with individual interviews: both are suited to probing
topics in depth and in a variety of ways. They are both also useful to '00. the interviewer
who is trying to develop a working understanding of the respondent's views in the
respondent's own terms, and in relation to how the respondent integrates these views into
an overall perspective' (Reviere 1996, p. 58). The choice ofan individual or group
interview will depend on a number of factors including whether the topic is impersonal
enough to be posed to a group and whether there is benefit to be derived from hearing the
issue discussed in a group setting (Reviere 1996, p. 61).

Morgan (1997, p. 17) says that: 'The simplest test of whether focus groups are appropriate
for a research project is to ask how actively and easily the participants would discuss the
topic of interest'. However, just because a focus group is workable does not mean to say
that it is the preferred technique: other possible qualitative techniques need to be evaluated.
For example, participant observation, discussed in Chapter 16, would be the preferred
choice if a naturalistic setting is required, including the ability to observe a variety of types
of interaction and behaviour. (Focus groups are limited to verbal interaction and self­
reported data.) Individual interviews would be preferred where the goal of the research is
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to gain an in-depth understanding of each person's opinions and experiences. Just as
individual interviews can be used as a component of participant observation/ethnography,
so can focus groups, provided they are one of a set of techniques used in the natural setting.

Krueger (1994) writes of the value of focus groups for client needs assessment by service
providers, and for evaluating social programs in an era where accountability is the buzz
word:

Focus groups can provide ... information aboutperceptions, feelings, and attitudes of
program clients. The procedure allows professionals to see realityfromthe client's
pointof view(Krueger 1994, p. 9).

Moreover, focus groups can be used to gain relatively fast reaction in areas perceived as
needing improvement or change (Hart 1995, p. 280).

When focus groups are considered appropriate, there is a variety of ways in which they can
be used:

• as a self-contained technique, the results of which can stand on their own;

• for preliminary or exploratory research prior to the use of other, usually quantitative
techniques - see first example in Box 15.1;

• as a follow-up procedure after other, usually quantitative techniques, have been used ­
see second example in Box 15.1;

• in combination with a quantitative technique, such as a questionnaire, where one is seen
as complementary to the other; and/or

• as a fully complementary technique with another qualitative technique such as
individual interviews or as one of the techniques used in participant
observation/ethnography or in a case study.

In a list which partly overlaps with the points above, Stewart and Shamdasani (1990, p. 15)
present a list of uses of focus groups:

• obtaining general background information about a topic of interest - see first example in
Box 15.1;

• generating research hypotheses that can be submitted to further research and testing
using more quantitative approaches;

• stimulating new ideas and creative concepts;
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• diagnosing the potential for problems with a new service or product;

• generating impressions of products, programs, services, institutions, or other objects of
interest;

• learning how respondents talk about the phenomenon of interest. This, in tum, may
facilitate the design of questionnaires, survey instruments, or other research tools that
might be employed in more quantitative research; and/or

• interpreting quantitative results previously obtained - see second example in Box 15.1.

Box 15.1: Examples of the use of focus groups in information management and
systems

I. In information systems research, a focus group was used to identify key issues
related to the development of a data warehouse. The purpose of the focus group,
which was conducted at Monash University in 1997 (Shanks and O'Donnell
1997), was to obtain background information so that the strengths and
weaknesses of a new concept could be determined (second point in the first list
and first point in the second list). The focus group had ten members and was
conducted in two consecutive sessions. Each session had the same members, due
to the difficulty of recruiting appropriate subjects. The group identified a number
of important features of data warehousing, as well as a number of important
factors associated with the business case for data warehousing. The group
participated in the development of an evolutionary process model for data
warehousing and identified key issues for data warehousing.

2. An example from information management where focus groups were used to
interpret quantitative results previously obtained (seventh in the second list and
third point in the first list) comes from Markey (1992, p. 87). The project was
titled Online Computer Library Center (OCLC) project and investigated online
catalogue use, nationwide in the USA. The focus group interview technique was
used for post-survey analysis, 'to validate and to further expand on the
information gathered from the questionnaires' (Kaske and Sanders 1983, p. I,
cited in Markey 1992, p. 90). Markey says that: 'In the project's final report,
subjects' remarks in focused group interviews validated and explained reasons
why the survey respondents held particular beliefs and feelings about online
catalogs' (p. 90).
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Advantages and disadvantages of focus groups

Like other techniques for collecting qualitative data, for example, participant observation
(of the traditional kind) and individual interviews, focus groups have strengths and
weaknesses. Very often a particular strength is, in another respect, a weakness. Here the
advantages are listed first and then matched, as far as possible, with the corresponding
number, in the list of disadvantages below.

Advantages

1. Focus groups tap into the human tendency to develop attitudes and perceptions relating
to concepts, products, services, or programs in part by interaction with other people
(Krueger 1994, p. 10).

With regard to this point Krueger (1994, p. II) summarises a discussion by Albrecht
(1993) about understanding communication processes in focus groups. He says that
surveys and face-to-face interviews assume that individuals form opinions in isolation
and really know how they feel. In fact, 'people may need to listen to opinions of others
before they form their own personal viewpoints' (Krueger 1994, p. II). Put another
way:

... focus groupsallowrespondents to react to, and build upon,the responses of
othergroupmembers. This synergistic effectof the groupsettingmay result in the
production of data or ideasthat might not havebeen uncovered in individual
interviews (Stewart andShamdasani 1990,p. 16).

Krueger (1994, p. 10) also talks about the permissive group environment which is
required to achieve the best interaction. It is best to select participants who do not know
each other personally, are unlikely to see each other again, but are alike in some ways.
This is likely to result in candid portraits of participants' perceptions, which do not
emerge so readily in other forms of questioning. The interviewer creates a permissive
environment by not making judgments about responses or communicating approval or
disapproval through body language, and through encouraging alternative explanations.
Krueger notes the fact that long distance travellers (on buses, planes and trains) will
often disclose a lot about themselves because they sense they are alike, the situation is
non-threatening, and they are likely never to see each other again (Krueger 1994, p. 13).

Along with other writers, Krueger (1994) warns that the rule for selecting focus groups
is commonality in background (although not opinions). Markey's (1992) OCLC study
heeded Morgan's (1988, p. 10) view that when respondents are mixed' ... the
probability is high that the discussion will degenerate in either of two ways: a refusal to
share experiences and opinions across categories, or uncontrollable conflict'. Variables
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that need to be considered include age, education, ethnicity, socio-economic status. A
USA research group, Greenberg Quinlan Research, describes their research groups as
being particularly powerful for the reason that the company insists absolutely on
cultural and demographic homogeneity. 'GQR focus groups are more elaborate than
many others because of our insistence on cultural and demographic homogeneity within
a group to produce maximum comfort and freedom of conversation' (Greenberg
Quinlan Rosner Research 2002).

2. Because of their reliance on the researcher's focus, focus groups are able to produce
concentrated amounts of data on precisely the topic of interest (Morgan 1997, p. 13).

Researcher control is certainly a strength, when compared with participant observation,
of the traditional, full participant kind (Glesne and Peshkin 1992), where the researcher
is dependent on what crops up and what views happen to be expressed in the naturalistic
environment chosen for the research. However, the researcher's or moderator's control
is not as great as in individual interviews where there is closer communication between
interviewer and interviewee. Morgan (1997, p. 11) states that:

Bycomparison, focus groupsmay confrontthe researcher with a choice between
eithergivingcontrolto the groupand possibly hearinglessabout the topic of
interest or takingdirect control of the group,and possiblylosingthe free-flowing
discussion that was the original intentof the group interview.

3. Focus groups are quick, cheap, easy to organise, and efficient in gathering large
amounts of information.

When compared with a survey, using a questionnaire mailed to a random sample of
respondents, focus groups are inexpensive, easy to organise, and much less time
consuming. They also take much less administrative effort than do individual
interviews. Morgan (1997, p. 14) cites Fern (1982) as concluding that two eight-person
focus groups would produce as many ideas as ten individual interviews. This means
that, through focus groups, researchers can increase the sample size in a qualitative
study without increasing the cost in time and money (Krueger 1994, p. 36).

4. In a focus group, there is the opportunity for the clarification of responses and for
follow up questions. The researcher can also observe body language which may be as
informative as the verbal responses.

This advantage also applies to individual interviews, but is not available with
questionnaires or observation.

5. The open responses of a focus group result in large and rich amounts of data in the
respondents' own words.
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As Stewart and Shamdasani (1990, p. 16) point out, 'the researcher can obtain deeper
levels of meaning, make important connections, and identify subtle nuances in
expression and meaning'. The equivalent number of individual interviews also have this
advantage, but at greater cost and inconvenience.

6. Focus groups provide one of the few research tools available for obtaining data from
children or from people who are not fully literate (Stewart and Shamdasani 1990, p. 16).

This advantage also applies to individual interviews.

Disadvantages

I. Some participants may be dominated by others in a group situation and may not express
their real views or be easily swayed, by others, to views that they privately do not
support.

The guidelines, discussed above, such as regarding commonality of background of
participants and the greatest possible degree of anonymity, assist with group dynamics.
However, Morgan (1997, p. 15) notes it is clear that .... for some types of participants
discussing some types of topics, the presence of a group will affect what they say and
how they say it'. It is for this reason that Delphi studies, discussed in Chapter 12, are
favoured over focus groups by some researchers.

2. The fact that the group is driven by the researcher's interests means that the moderator
can influence the group's reactions and create a bias.

In fact, the researcher can exert a great deal of influence in most qualitative techniques,
including participant observation and individual interviewing. It is something of which
those who undertake research and who use the results need to be fully aware.

3. Focus groups may be cheap, efficient, and easy to organise, but there are strict
limitations on generalisations to a larger population, in comparison with the much more
complicated and expensive processes of random sample surveys. Also the logistics of
assembling appropriate focus groups, in an environment conducive to conversation,
may not be as easy or efficient as undertaking individual interviews.

As Stewart and Shamdasani (1990, p. 17) point out:

... personswho are willingto travel to a localeto participate in a one to two hour
groupdiscussion maybe quitedifferentfrom the population of interest, at leaston
somedimension, such as compliance or deference.
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The advent of the Internet has made some difference to the logistical problem of
assembling a focus group. There are now market research firms which conduct focus
groups, using a Web-based 'chat room' (Clearwater Research 1998). Clearwater
Research even provides the software if a respondent does not have it:

Thegroup is conducted just like a traditional focus group. Themoderator (at the
host site) hascontrol, and follows a specific discussion outline. Comments are
typed in by respondents, andthe usual banter andfollow-up takes place, just like
inan in-person group

The advantage is that a group can be brought together from across the country, or
around the world at a very low cost. The technology provides immediate transcripts of
the discussion at the end of the group.

4. The 'live' and immediate nature of responses may lead a researcher or decision maker
to place greater faith in the findings than is actually warranted (Stewart and Shamdasani
1990, p. 17).

This may be the case when the statistical summaries resulting from quantitative
methods are compared with the findings of focus groups. (On the other hand, there are
others who put more faith in statistics than they do in words.) It could also be that,
because of the group involvement, focus groups may unfairly carry more weight than
individual interviews.

5. The open-ended nature of responses from focus groups often makes summarisation and
interpretation of results difficult.

This can also be a problem with individual interviews, but the interaction of responses
in a focus group is an exacerbating factor.

6. Focus groups need to be lead by trained interviewers.

This also applies to an interviewer with an individual respondent, but the moderator of a
focus group has a more complicated task in keeping the group of people on track. As
Krueger (1994, p. 16) points out:

theopen-ended questioning, the use of techniques such as pauses and probes, and
knowing when andhow to move intonew topic areas requires a degree of
expertise typically notpossessed by untrained interviewers.
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Design of focus groups

A number of major decisions which need to be made when designing research using focus
group are discussed below.

The objectives of the research (essential to all research)

It is assumed that the objectives of the research will be generated prior to a decision being
made about the appropriate method and techniques to be used. Clear objectives are
essential, regardless ofthe method and techniques chosen.

Whowill participate in the groups

Focus groups are usually composed of purposively selected samples. This involves a shift
from an emphasis on generalisability to theoretically motivated sampling as developed by
Glaser and Strauss (1967), which was discussed briefly in Chapter 13. A prime issue is the
importance of homogeneity, as discussed above. Morgan (1997, pp. 35-42) provides a very
detailed discussion of the issues involved in selecting participants' of focus groups.

The sizeof the focus groups

Morgan (1997, pp. 42·43) says that small groups (fewer than six people) can be
unproductive if participants have a low level of involvement with the topic or some of the
participants do not get on well with each other. On the other hand, in smaller groups each
participant has more time to talk and the researcher can get a better sense of each
participant's reaction. Larger groups (over ten people) are more difficult to manage and
require greater skill on the part of the interviewer, especially if participants are highly
involved in the topic. Morgan (1997, p. 43) therefore specifies a rule of thumb range of six
to ten. Whatever size is selected, it is important to over-recruit as people often fail to tum
up.

The typesof participants to include

This issue includes the need for reasonable homogeneity and anonymity, as discussed
above.
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The numberof groups

Morgan (1997, p. 43) says that a rule of thumb is that the number of groups conducted on a
particular topic should be three to five. This comes from the view that more groups usually
do not provide meaningful new insights. This is another way ofexpressing the goal of
'saturation' in theoretical sampling (Glaser and Strauss 1967). It is the point at which data
collection no longer generates new understanding (Morgan 1997, p. 43). (See Morgan
(1997, pp. 43-44) for discussion ofother factors affecting this decision.)

The interview content and schedule of questions

The first question to determine is the length of the focus group interview. Typically this
will be one to two hours. Morgan (1997, p. 47) says that: 'Safe advice would be to set the
length at 90 minutes, but tell participants that the discussion will run two hours ...'. In terms
of deciding the content of the interview, Morgan sees a difference between unstructured
groups, which are particularly useful for exploratory research, and structured groups, which
are especially useful when there is a strong, pre-existing agenda for the research. He says
that, for an unstructured group, there are probably just two broadly stated topics or
questions. With the 'unstructured' approach, comparisons between groups is very difficult.
'In a more structured group, the limit should probably be four or five distinct topics or
questions, with preplanned probes under each major topic' (Morgan 1997, p. 47).

With structured groups, it is usual for a list of questions to be developed, which the
moderator follows from group to group. This facilitates comparison across groups.
Questions need considerable thought, planning, and sequencing. Dichotomous questions
and 'why' questions are to be avoided (Krueger 1994, p. 69). It is important to expect to
cover only a limited number of questions in anyone session. Questions must be phrased
simply in language that respondents understand. Pretesting of questions with typical
respondents is a good idea.

Stewart and Shamdasani (1990, p. 61) say that there are two general principles to be
observed in developing the interview guide and that they not always be compatible:

• that questions should be ordered from the more general to the more specific; and

• that questions should be ordered by their relative importance to the research agenda.

Both Morgan (1997, pp. 47-48) and Stewart and Shamdasani (1990, p. 62) strongly assert
that there should be flexibility for the moderator to probe more deeply if the occasion
arises.
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Howthe data should be transcribed, analysed and reported

The focus group should be taped and transcribed as close to verbatim as possible. In terms
of analysis, Morgan (1997, p. 60) believes that

neither the individual nor the group constitutes a separable 'unit of analysis'; instead,
our analytic efforts must seek a balance that acknowledges the interplay between
these 'two levels of analysis'.

Analysis is a complex process. (For more detailed discussion, see Morgan (1997, pp. 58­
63); Stewart and Shamdasani (1990, pp. 102-121 and pp. 140-156), as well as the analysis
of qualitative data section of Chapter 16.) The reporting of the findings should follow basic
procedures for the reporting of findings using other research techniques.

Conclusion

Focus groups are a key technique for collecting qualitative data. There is flexibility in the
ways in which they can contribute to research. The researcher should consider the whole
range of possible techniques in relation to the research questions before making a decision
to go ahead with a focus group. Once that decision has been made, a focus group must be
set up and conducted with considerable care, forethought and planning, if maximum benefit
is to be gained.

Discussion questions

• What factors should be considered in deciding whether to use a focus group rather than
another type of technique for the collection of qualitative data?

• What are the major considerations to keep in mind in designing a focus group?

• In what general ways can focus groups contribute to research in the fields of
information management and systems?

• Think of specific examples where focus groups might contribute to the data collected in
projects in the fields of information management and systems?
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CHAPTER 16
Ethnographic techniques
Amanda Bow

Objectives

At the end of this chapter you will be able to:

• understand what ethnography and participant observation are;

• understand the multiple techniques which can be used in ethnography;

• know when to use the various techniques; and

• do an ethnographic study.

Introduction

In recent times, as academic disciplines have merged and borrowed extensively from each
other, the distinctions between certain methods have blurred. This is certainly the case for
ethnography. Malin (1994) indicates that:

ethnographic research is alternatively labelled: fieldwork, qualitative research,
grounded research, participant observation, descriptive studies,phenomenology, case
study,and interpretive research (Malin 1994, p. 9).

Ethnography is probably most closely linked with participant observation. Definitions of
ethnography and participant observation are very similar. Chapter 10 describes ethnography
in terms of studying people in their every day contexts and utilising the medium of the text
to describe and theorise on the nature of the topic under study. Minichiello et a1. (1990,
p. 18) describe participant observation as 'studying people by participating in social
interactions with them in order to observe and understand them'.

Participant observation has always been the major research technique used by
ethnographers. Originally participant observation meant that the researcher must become an
integral and fully active member of the community being studied. The emphasis was on
observing, at first hand, the interactions of the group under study in the natural setting.
Participant observation has now become much more flexible and often includes a 'set' of
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techniques. It still provides a major way in which ethnography is undertaken. This chapter
takes the approach that ethnographic techniques can usually be equated with participant
observation.

What is ethnography?

Chapter 10 provides a detailed discussion of theoretical and historical perspectives about
ethnography. In summary, ethnography is very often about studying culture, including
subcultures or groups (for example, managers) within a setting (for example, a workplace)
in an attempt to understand certain aspects of their interaction and behaviour (for example,
the ways in which managers gather and disseminate information). When we talk about
'studying culture' in this way, we are not referring to an ethnic culture or high or popular
culture. Instead, culture is defined as 'the ensemble of social processes by which meanings
are produced, circulated and exchanged' (Thwaites, Davis and Mules 1994, p. I). Thwaites,
Davis and Mules go on to say that 'meanings come about in and through social relations,
those among people, groups, classes, institutions, structures and things' (Thwaites, Davis
and Mules 1994, p. 2). Meanings are produced, circulated throughout society and
exchanged and are therefore never fixed.

For instance Anderson (1995) notes that an anthropologist visiting Japan just before
Christmas saw Santa Claus nailed to a cross in a large department store. This is a fairly
unsubtle example, but it serves to illustrate that the Japanese have a different understanding
of the meanings of Christmas and religious symbols than do Christian countries. Another
simple example might be that the meanings of a pizza are produced by the large pizza
chains, the smaller single owner pizza shops, the people who work in the pizza shops, the
advertising of pizzas, the people who eat them (where they eat them, and with whom they
eat them), and the consumerist society we live in. So the meanings of a pizza are many:
food, product, employment, a family outing, a night at home watching television with your
friends, and a pleasurable dining experience at an Italian cafe. This perspective on culture is
commonly associated with the interpretivist paradigm 'which portrays a world in which
reality is socially constructed, complex, and everchanging' (Glesne and Peshkin 1992,
p. 4). As such, ethnography is used to gain an understanding of how various people within a
culture, subculture, group or setting go about constructing the world around them, that is,
how they make sense of the world around them.

Mellon (1990) argues that naturalistic inquiry (such as ethnography) is useful in library and
information science, because information is something that always involves people. In
order to be able to respond effectively to people's needs, it is important to know how they
think and act in relation to information.

Prus (1997) says the aims of ethnography, are the following:
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• to permeate the social world of 'the other' (the insiders);

• to achieve intimate familiarity with the other's lived experiences;

• to carefully and fully gather and record information about that life world; and

• to convey to others (outsiders) the life-worlds of the other (insiders) in ways that are
both comprehensible to the outsiders yet as closely as possible approximate to the
experiences of the insiders (Prus 1997, p. 192).

According to Prus (1997) therefore, the aim of this kind of research is to understand
someone else's (the other's/insider's) experience of the world in order to translate that
understanding into knowledge that is comprehensible to those who have not experienced
the other's experience. For instance, librarians may have some inkling about how students
go about negotiating the library, but it is not until a researcher studies students and
translates that study into knowledge which is comprehensible to librarians, although still
reflecting the experiences of students, that librarians have an 'insider's' (that is, student's)
perspective on library usage.

Prus (1997, p. 192) also mentions another important goal of ethnography: 'the development
of analytical concepts'. Put another way, ethnography should be about creating theories of
how people interpret and create their environments.

The variety of ways of doing participant observation

Participant observation is one of the most flexible techniques or set of techniques for doing
research. There is no single way to do participant observation, although many texts read as
though there is only one set procedure. Participant observation not only potentially
combines a number of techniques, such as interviewing, focus groups, observation, and
questionnaires, but also has the flexibility to emphasise some techniques over others, and to
leave some techniques out altogether - depending on the requirements and constraints of
the research itself, such as the time, money and resources which are available.

Glesne and Peshkin (1992, pp. 16-17) describe participant observation as ranging across a
continuum from mostly observation to mostly participation. (See Figure 16.1 for a
diagrammatic presentation of this concept). At one end of the continuum is the 'observer'
who participates very little in the activities of the setting. The 'observer as participant'
(next on the continuum) is primarily an observer but is involved in some limited
participation or interaction with participants. The 'participant as observer' participates and
interacts quite extensively with the participants, and observation is only one of many forms
of researching. The 'full participant' is a full member of the group being studied as well as
a researcher. The 'full participant' is likely to be a member of the group already, or would



268 Research methods for students, academics andprofessionals

join the group after the research had started (for example, gaining employment in the office,
or joining the local gym which is to be the focus of the study).

Complete
observer

Observer as
participant

Participant as
observer

Full
Participant

Figure 16.1: Participant observation continuum

Although Glesne and Peshkin's (1992) description of participant observation is more
dynamic than most, it still does not capture the breadth and depth of the different kinds of
ethnographies which have been done through participant observation. Some of the ways in
which participant observation can and has been undertaken are presented below.

The traditional form of participant observation

The traditional form of participant observation is the one which is most commonly talked
about in texts on research methods, especially older texts. However, most researchers
would have difficulties in aspiring to it due to the practical problems of gaining access to
the settings, having the time to do it, or because it is an unsuitable technique for their topic.
This closely resembles Glesne and Peshkin's (1992) description of a 'full participant', and
originated in the anthropological ethnographies more popular around the beginning and
middle of the twentieth century as discussed in Chapter 10. Researchers are encouraged to
understand the 'others" worldviews by experiencing their culture directly, and as a member
of the group within its natural setting.

Researchers may have a topic, such as how students negotiate their way through a library
system to find material they need. As participant observers in the traditional sense, they
will choose a setting and a group of people they are interested in studying and they will
participate 'as students' and observe within this setting. What this means is that they will
do a lot of hanging around in the library, participating in using the library facilities (to get a
feel for how they work), observing students using the system, interacting, and chatting with
'other' students and library staff. They might even attend a few lectures. At the end of this,
researchers should have some kind of picture of how students negotiate their way through
the library system.

Unobtrusive observation

At the other end of the spectrum, from the traditional form of participant observation, is
unobtrusive observation. Kellehear (1993, p. 2) says that unobtrusive methods 'refer to
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social science methods which do not disturb the social environment'. In other words,
researchers do not interact with those they are observing. This is similar to Glesne and
Peshkin's 'observer'. In order to do this, unobtrusive observation takes place in public
spaces, where the observed do not need to be approached for permission to observe. (This
issue is explored further, below.)

According to Kellehear (1993, pp. 117-118), the types of observations that can be made are
numerous:

• exterior physical signs (such as clothing, graffiti, street signs, menus, tattoos, hairstyle,
houses, calluses, radio transmissions, church services);

• expressive movement (for example bodily movements such as eye, face, limbs, body
posture, smiling, frowning);

• physical location (such as the use of settings, the settings themselves);

• language behaviour (for example stuttering, slips of the tongue, general conversational
analysis); and/or

• time duration (for example the amount of time the observed spends looking at
something or doing something).

An example of when library and information science researchers might use this technique
would be if they were interested in understanding and observing how library users use
catalogue systems. They could position themselves in a library where they were unnoticed
by library users, but could easily observe them using the catalogues.

In the field of information systems, this kind of unobtrusive observation of users of systems
can be undertaken. For example, during information systems development and
implementation systems, users can be observed carrying out their organisational functions
and activities. This will assist in identifying problems in the operation of newly­
implemented systems.

Other ways of doing ethnography

The three examples in Box 16.1 reflect three of the many other ways in which researchers
can do ethnography. You will notice that these examples do not necessarily fit into Glesne
and Peshkin's (1992) participant observation categories.
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Box 16.1: Examples of doin2 ethno2raphy/partic:ipant observation

Example I

Grover and Glazier (1992) set out to study how city managers routinely collect,
assimilate and disseminate information. Although the researchers did not participate
in the work place of the managers, as in the more traditional form of participant
observation, they used a variety of methods. These included interviewing the
managers, observing them in the workplace and analysing their documents and
correspondence.

Example 2

Williamson, Bow and Wale (1996) examined the barriers that older adults
experienced in their access to the Internet in public libraries. One hundred and twenty
older adults, across three libraries in Melbourne, Victoria, filled in questionnaires
which explored the relationships between how they felt about computers, their current
experience of computers and the Internet, their current knowledge about the Internet,
and other demographic factors. Of these 120 participants, all of whom were
approached initially in the library settings, sixty were recruited to participate in an
observation study. This involved participants being observed whilst they attempted to
use the Internet. The observers intervened only when participants were unable to
proceed alone. They used a standardised table in which to record their observations
about the problems the participants were experiencing whilst using the Internet.

This study is closest to Glesne and Peshkin's (1992) 'observer as participant'
category. Observers interacted with the participants, but more as guides and
interviewers, than as peers. The researchers also spent some time familiarising
themselves with the libraries they were studying as well as trying out the Internet in
each of the settings used for the research. There is an element of participation within
the familiarisation process itself, because the researchers were participating in
something participants were also to use. The fact the researchers wanted to study a
behaviour that did not exist (they wanted to study older adults using the Internet in
public libraries - something very few were known to do at that time), meant that they
could not do the traditional kind of participant observation study. Instead, they
recruited participants from their natural setting (the library) to participate in an
activity they did not normally do, in order to understand the barriers to undertaking
that activity.

The study revealed a number of problems for older people in using the Internet. For
example, some of the Internet's functions did not make immediate sense to new users;
some of the fonts were too small or too faint for people with vision impairment to see
properly (Williamson, Bow and Wale 1996). It appeared that unfamiliarity and fear of
the Internet were the main reason for older adults not using it. After the study, 85% of
the respondents indicated they would use the Internet again.
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Box 16.1 (cont.): Examples of doin£ ethno£raphy/participant observation

Example 3

Gillard, Wale and Bow(1994) didan ethnography of telephone useat home, without
actually participating or observing. To participate and observe overa period of time
within a setting, usually requires the researcher to become a member of the group
being studied or, at least to be present in thesetting fora period of time. When the
setting of thestudyis the home, this becomes difficult, as it is usually a private space
in which couples, families or friends carry out personal relationships and routines,
which theydo notnecessarily wantto share with strangers. Whilst observing in the
home maybe possible (anddoesoccasionally occurin research, within shortspaces of
time), participating as a family member is impossible. Theresearcher can never be a
member of the family, and is sureto change thedynamics of the family theyare
studying. Therefore, the solution to thisproblem is to interview respondents in a way
which will reveal datasimilar to those which might becollected if the researcher were
actually participating in, andobserving, the activities of theparticipants. Thismeans
that the researcher needs to askquestions about attitudes andopinions, andalso
questions about whatpeople do. Theyneedto learn as much as possible aboutthe
context of the participants' lives as possible, andpreferably to interview themin their
home or work environment.

When to undertake an ethnography

Before researchers begin to think about the appropriate method and technique(s) for their
study, they should follow the guidelines presented in Chapter 3 on writing a statement of
problem and major research questions, sub-problems or specific questions, the literature
review and theoretical framework. While it is not unusual for researchers to think about the
methods and techniques they might use as they are sorting through these issues, it is
unusual to think 'I'm going to do an ethnography, what am I going to do it on?' However,
often researchers have a philosophical reason for choosing a particular method and
technique, and this is likely to determine, broadly, the way in which they go about studying
the topic they are interested in. (For example, they may have a preference for qualitative
approaches over quantitative ones.)

A researcher's particular topic and research questions may mean that qualitative research,
such as an ethnography, is not going to provide the best means of studying the topic. Return
to the advice provided in Chapter 2 on which types of questions best lend themselves to
quantitative and qualitative research approaches. If your interest is to learn about certain
characteristics, behaviours, or opinions of your research participants in depth, then
ethnography may be a good choice. Remember that there are also other methods, for
example, case study (Chapter 6) and action research (Chapter 9) which also allow in-depth
exploration of issues and participation of the researcher.
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Gaining permission to enter the field

Before researchers go any further with their research, they need to establish that the
subculture, group or setting in which they are interested is actually going to be available to
them. There are some ethical issues to consider in gaining access to a setting or group. The
following are a few guidelines about the ethics involved in gaining access to a setting for
ethnography.

Research ethics is a field which is constantly changing, and its boundaries "are at times quite
fuzzy. What might be acceptable research behaviour one year, may be unacceptable the
next. It is therefore best to be on the safe side, for the sake of the participants and
researchers. Universities, and some other organisations, have ethics procedures with which
staff and students must comply.

The main ethical issue in gaining access to a setting is obtaining the consent of the
participants. Since there is no general guideline which covers all situations, researchers
must judge the situation they find themselves in. Kellehear (1993) points out that in certain
situations, such as in a bar or at a football stadium, the number of people is so large, and the
turnover is so high, that gaining consent is impossible. If researchers are studying people
who work in an office, then there is clearly a group of people from whom they can ask
consent. Ultimately, though, they need to get the consent of the organisation first, before
the consent of the employees. In some cases, researchers only get the permission of the
organisation, and not the employees themselves. This is usually the case iforganisations are
very large, and researchers are studying the whole organisation, or a large part of it. In the
case of studying people in organisations who are under the age of eighteen or have
guardians (such as some intellectually disabled and some elderly persons), in most cases,
researchers will have to gain the permission of the organisation, and the parents or
guardians.

Kellehear (1993) suggests that the crux of the issue is privacy: that is, people expect and
have a right to privacy. It is unlikely that people expect privacy in public spaces, for
example, people do not expect privacy when they are walking down the street. However,
people do expect privacy in public spaces when they are involved in private acts, such as
going to the toilet.

A general guideline might be that if a person is in a setting in which they would not expect
to have other people observing them, then researchers need to gain their consent in order to
go ahead with the research. Sometimes it may be in the interest of the research topic that
people in private places or participating in private acts, do not know that they are being
observed. If this is the case, then researchers must realise that the rights of their participants
are to be considered above the researchers' need to research the topic - and the topic must
be changed or discarded.
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Planning the research

It is important for researchers to have some idea of how they are going to go about doing
the research before they actually enter the field. They need to thinkabout the techniques
they might use, develop those they can before they begin the research and write a time-line.
The plan and details of the research are likely to change over the course of the research, but
it is important to have a starting place from which to work.

Time in the field

The amount of time spent in the field is dependent on the amount of time available to do
the research, and how much the researcher wants to achieve. Many authors who talk about
doing ethnography say that the researcher must be in the field for a considerable time to
gain the trust of the people they are studying. However, trust is not necessarily something
that comes with time. Sometimes researchers will always be outsiders (for example, if they
are studying an ethnic group or a religion other than their own) and will never gain the full
trust of the people they are studying. At other times, trust is given immediately. However, it
is not usual that everyone within a setting will openly trust researchers.

Researchers are actively involved in creating research, and therefore knowledge, and their
role in the process (including gaining trust) is as important as the information they gain.
Not gaining trust is not necessarily a tragedy. If total trust has not been gained, then this is
an interesting point to reflect upon in the reporting of the research: Why was trust not
gained? Were issues such as gender, age, culture, or time barriers to gaining trust? How
will this affect the interpretation which is made of this group?

Some of the techniques researchers can plan to in their ethnography are presented below.

Document analysis

If there is a need to gain an understanding of the official policies of the setting researchers
are studying, this can often be achieved by reading the documents which are produced by
the organisation or setting. For example, company policies, promotional material, and
external correspondence, are some of the documents which may provide researchers with
valuable insight into an organisation. This kind of material is also likely to give researchers
demographic information (such as age and gender) of clients and employees. Internal
correspondence and unofficial documents can also provide insight into an organisation.
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Interviewing

In ethnography you will most likely use a combination of semi-formal and informal
interviewing (also known as unstructured interviewing). Informal or unstructured
interviewing usually involves exploratory interviews, which do not have set questions. The
semi-formal interview is useful to elicit information which the researcher has thought about
prior to the interview, and usually the questions have been worded carefully. The semi­
formal interview has set questions, but allows the researcher to be flexible in the interview
situation, by asking questions which are not written, and by allowing the questions to be
asked in an order that follows the line of thought of the individual respondent. See Chapter
14 for a more in-depth explanation of interviews and how to go about doing them. For ideas
on how to construct interview questions, the section on questionnaire design in the same
chapter provides some basic, useful guidelines.

Questionnaires

Questionnaires are useful if researchers want to gain general information which is easily
quantified, like age and gender, and what people own or use. This kind of information is
easier and less time consuming for everyone involved, if it is gathered through a
questionnaire rather than an interview. Questionnaires can also be used to measure the
number of people who share certain opinions or values. However it is suggested that
qualitative research should be carried out first, before attempting to quantify this kind of
information. For information on how to construct questionnaires, see Chapter 14.

Observation

Lastly, observing what people do is also a useful technique for understanding their
behaviour and what is going on in a setting. Kellehear (1993) suggests that when studying
material culture (artifacts/physical structures), one should think about the following issues:

• what does this say about users/creators?

• what role does design play in this?

• how are these shapes/forms part of similar objects or processes in the same era?

• how is the object appropriated/personalised?

• what range of social meanings is possible for this object and its relations? and

• how 'fixed' might meaninglsbe for this particularobject? (Kellehear 1993,
p.112)
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There are four main observation styles: ad libitum, focal, scan and behaviour (Martin and
Bateson 1986, cited in Kellehear 1993, p. 132). 'Ad libitum' is impressionistic and non­
systematic and particularly useful when researchers are new to the situation or topic they
are studying. 'Focal' involves 'choosing an individual or group of persons and recording all
their behaviour or physical characteristics over a specific period of time , (Kellehear 1993,
p. 132). 'Scan' involves quickly scanning a whole group or individual at regular intervals
and then recording the information, which is usually the presence or absence of certain
activities. 'Behaviour' involves choosing a particular behaviour and recording who does it,
and when it is displayed.

Kellehear (1993, pp. 131-132) says that once one of these observation styles has been
chosen, the researcher must then decide whether they will record the information
continuously, intermittently, or periodically. Recording continuously means that
researchers are recording the information as they see it in a continuous fashion, that is,
without stopping. Researchers can record intermittently, for example at ten minute
intervals. If researchers choose to record after the observation, the information they record
allows them to know if an activity occurred, but not how often. Recording periodically
means that researchers make their notes about an observation after it has occurred, away
from the actual setting itself. This is most often favoured by researchers when they are
participating in the activity they are observing, and it would make them look odd to the
other participants if they were to take notes. Stacks and Hocking (1992, p. 163) suggest
researchers use a combination of immediate and delayed note-taking.

If researchers choose to use a more structured way of doing their observation (for example
the Williamson, Bow and Wale (1996) study), some form of table in which to record
observations is usually quite useful.

Entering the field

At one point or another the researcher needs to take a deep breath and actually enter the
field. A lot of what is written on ethnography suggests that researchers should find 'key
informants' amongst those they are studying. Key informants are people who have power
and knowledge about the setting. They lend the researcher credibility, and therefore a
certain amount of trust, and they usually know a lot about the group or setting. However, a
key informant cannot give the researcher the perspectives of others in the group, and the
researcher will often find that the views of the key informant do not necessarily agree with
the views of the others in the group/setting. It is normal that each person will have a
slightly or completely different opinion from each other. (Remember: 'multiple,
constructed realities'.) Each person's same or different viewpoint creates the 'reality' of the
setting, and the researcher should not try to force consensus on the group. It is therefore
important to gain the viewpoints of a cross-section of those studied. If this is not possible
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then, in recording the results, it should be made clear who was included and excluded in the
research process. For example, if the boss of the organisation made it impossible for the
researcher to gain access to a certain group of employees, or if the males of a group made
access to the females difficult, the researcher has a responsibility to talk about the
implications this has for the research.

Collecting the data: In the field

Once researchers have entered the field and started to collect data, a careful record needs to
be made. This is because researchers are about to be swamped with information, and they
need a way to cope with it. The best way of doing that is to be detailed and systematic.

Some practical hints are: to use a diary to record thoughts; remember to date everything;
tape interviews; record some things on video (unless it is inappropriate or will scare people
away from doing what they normally do); keep detailed notes of observations; and file
everything so it can be easily found. Data collection and analysis should be undertaken with
rigour.

Analysis

Analysis is not something that only happens once the researcher has finished collecting the
data. It is occurring on an unconscious level as the researcher goes about doing the
research, and it should also happen at a conscious level. A detailed account of how to do
qualitative analysis can be found in Chapter 17.

Presenting the findings

There is a fairly standard way of presenting findings which is based on the way traditional
ethnographers have presented their findings in the past. In some cases, academic journals
will not publish the findings unless they are in this format. Kellehear (1993) suggests that
the typical approach includes: .

Literature review - which discusses previous studies and theories related to the topic of the
research, and evaluates them. It identifies the gaps and omissions in previous work and
locates the current study within this framework. It also often provides an historical
overview of the topic. (See Chapter 3 for more detail about the literature review.)

Background to the study - this describes the physical, demographic, geographic and
historical aspects of the setting under study. It also describes how the researchers entered
the field, the methods and techniques they used, and the ethical dilemmas they encountered.
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Ethnographic description - this focuses on the lives of those under study. This description
is often centred on pertinent themes that arose whilst the analysis ofdata was taking place.

Discussion - this section develops theories about what has occurred in the field. It also
takes issue with the previous literature and research in the area (Kellehear 1993, p. 23).

Reports of ethnographies may also have a section on a theoretical framework (See Chapter
3 for a description.) However with interpretivist research, grounded theory - which
emerges from the data - is the type of theory which is usually developed. Instead of
'background to the study' there might be a section called 'methods' which includes all the
same information, except for a description of entry into the field; and the 'ethnographic
description' might also be called 'results'. Therefore there is some flexibility within this
traditional format.

Increasingly there is an outlet in academic journals for presenting the fmdings of
ethnographic studies in new and novel ways. This has included presentations that have read
like novels and poetry. Much of this has come about due to criticism of the traditional
ethnographic forms of writing which present their findings in a positivist manner, that is, as
if they are the scientific truth, and as if the researchers were absent during the development,
collection and analysis of the research (Van Maanen 1988, p. 197).

Ethnographic writers, such as Mitchell and Charmaz (1998), present one of the alternative
ways of thinking about how to write ethnographies. They use some common sense
approaches that are perhaps more familiar to journalists and writers of fiction, than to
academics. They suggest that the opening paragraph or the opening chapter of a book
should pull the reader into the story. It should provide a context and imply what might
follow. This can be done by relating a concrete experience, an anecdote, or an excerpt from
an interview. The aim is to hear 'through use oflanguage, imagery, rhythm, order and
authentic voice ... a whole human being who lived the story, rather than an anonymous
report of it' (Mitchell and Charmaz 1998, p. 236).

Mitchell and Charmaz (1998, p. 238) also believe that the writer should attempt to re-create
the experiential mood as this 'keeps the reader engaged, unifies the scene and tightens the
story'. This involves being quite descriptive and including the 'story' of the researchers and
their part in the research. They warn that researchers can not recount everything that
happened. They can only create 'a painting rather than a photograph' (Mitchell and
Charmaz (1998, p. 241). 'However crafty and complete our stories are, they can be no more
than tentative offerings, possible ways of telling from among many' (Mitchell and Charmaz
1998, p. 243).
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Discussion questions

• Apart from those mentioned in this chapter, what kinds of ethical considerations should
a researcher think about when doing an ethnography?

• How do theoretical or philosophical views influence the ways in which a researcher
might go about doing research?

• Can you think of some research issues and questions which are suited to ethnographic
study/participant observation?

• Is it possible to do a positivist ethnography?
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Introduction

The fourth section, compnsmg Chapters 17 and 18, deals with data analysis, both
quantitative and qualitative, and the evaluation of published research. The latter is a very
important skill for professionals who wish to apply research findings in their work place.
Thus the book begins with a chapter which discusses the role of research in professional
practice and ends by drawing together the criteria for research evaluation for the
professional who understands and values that role.



CHAPTER 17
Analysis of quantitative and qualitative
data
Kirsty Williamson and Amanda Bow

Objectives

At the end of this chapter you will be able to:

• understand when it is appropriate to use quantitative or qualitative data analysis;

• describe the steps involved in the two different types of analysis;

• understand the concepts of statistical analysis, especially of statistical significance
(important in quantitative analysis); and

• describe the major differences in the two sets of processes involved in quantitative and
qualitative analysis.

Introduction

Data from fieldwork need to be recorded, analysed and interpreted. The way this happens
differs according to whether the research is quantitative or qualitative (described in detail
in Chapter 2). The present chapter deals with both types of data analysis. Because the
processes involved are complex, it is only possible to give introductory coverage. Further
guidance can be found in the references at the end of the chapter.

Quantitative data

Introduction

The major steps involved are the coding of the data; the entry of the data into a suitable
computer program; the use of that program to analyse the data; and then the interpretation
of that analysis. Most of the references listed in Chapter 14, in relation to questionnaires
(for example Alreck and Settle (1995); Australian Bureau of Statistics (1990); Babbie
(1992); Bell (1993); Black and Champion (1976); Bums (1990); Busha and Harter (1980);
Moser and Kalton (1976); Oppenhein (1966); and Powell (1997» also discuss the analysis
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of quantitative data. There are Websites for the major computer data analysis packages, for
example: Statistical Package for Social Sciences (SPSS) can be found at:
http://www.nyu.edu/acf/pubs/SPSS_win/SPSSwindoc_ToC.htrnl); SAS is at:
http://www.eos.ncsu.edu/software/software_index/sas.htrnl); and Minitab is at:
http://www.minitab.com/.

Coding the data

The data from most questionnaires are usually too complex to analyse by hand. They
require a system by which the responses can be entered into a computer file. 'This system
involves translating all responses into numerical codes'. (Australian Bureau of Statistics
1990, p. 69). Codes (which are also called 'values') should be as simple and easy to use as
possible. For example, for a question requiring only a YESINO response, such as that
mentioned in Chapter 14 ('Are you a member of the Lamington Library?'), you might use I
for YES and 2 for NO. You should then use the same codes for all other YESINO
questions.

For each variable involved, these codes have to be entered into a specified and defined
column or columns in the computer database. This is necessary so that the computer can
immediately identify where particular variables. such as the one concerning the
membership of the Lamington Library, are located. With the example, above, only one
column is required, to accommodate either a I, 2, or 0 if there is 'no response'. The
computer package can then do such calculations as frequency counts (for example, counts
of the numbers of respondents who answered YES to the question, and the number who
answered NO), or more complex procedures which will be mentioned later.

The first step is to establish categories for all the data involved. It is best to do this before
the data are collected so that the codes can be placed on the questionnaires. This is called
pre-coding, the use of which can minimise the number of coding errors and increase
reliability. Using numbers rather than boxes, as shown in the opinion question of the
'Questionnaires' section ofChapter 14, is one way of doing this. The numbers circled
become the code to be entered into the computer. If boxes are used, the codes can be placed
at the edge of the page, in line with the boxes to which they relate. In the latter case, you
need to be sure that the number is seen to be clearly aligned with a particular box. The third
example in Chapter 14 shows this. The reason why each response has four numbers
alongside it, is explained below.

Powell (1997, p. 151) outlines a number of rules, two of which are highlighted here. Firstly,
each set of response categories for a particular question on a questionnaire should be
exhaustive, which means that every response must fit into one of the categories available.
Although the piloting of the questionnaire should ensure that most possible response
categories are listed, an 'other' category should always be provided. If, after the data are
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collected, a number of the 'other' responses are the same, or very similar, one or more
additional categories should be established. Powell (1997, p. 151) says: 'It is generally
preferable to establish as many categories as possible, and, if necessary, reduce them later'.

Secondly, if respondents are asked to choose only one response category for a particular
question, the categories within the set should be mutually exclusive. This means that the
categories should be clearly enough defined that it is not possible to place a response in
more than one category. An example is the scale question in Chapter 14 where respondents
were asked to circle only one number. One number (1 to 5) is entered in the column
specified in the database for this variable.

Sometimes, as in the third example in Chapter 14, respondents are asked to tick as many
boxes as are applicable. This means that each response category must be coded separately.
If you look at the example concerning why respondents use the Lamington Public Library,
you will see that it is possible that a respondent might tick a number, or all, of the boxes.
For this reason, each response is coded as 'I' if the box is ticked or '2' if it is not ticked.

Assuming that the responses to this question were, in fact, mutually exclusive, and only one
answer could be selected, you would need to allow two columns even if it was not
necessary to accommodate the answers to 'other, please specify'. Since the value '9' is used
to indicate where a response is 'not applicable' (see below), the numbers 01 to 10 would be
needed to cover the nine response categories for the question. If further categories need to
be added, further numbers would be used.

Coding books (manuals or frames)

Especially if this is your first experience of coding and data analysis, you should set up a
coding book (manual or frame). Sarantakos (1998) says that a coding book should be used
to facilitate accuracy and uniformity in coding when pre-coding is not complete, when
open-ended questions are used, when more than one coder is employed, and when large and
complicated questionnaires are used (Sarantakos 1998, p. 332).

The structure of the coding book depends on the computer processing software which has
been selected. If the software selected is SPSS, a computer package commonly used for
data analysis in the social sciences, the following would be appropriate for the coding book:

• a name for each variable (not more than eight characters);

• a description of the variable (that is, a variable label);

• its location in the database; and
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• the code assigned to it (which is called the value label).

If the original responses are already numerical, such as test scores or volume counts in a
library, they do not need to be assigned new codes unless they need to be re-coded, so that
they can be assigned to particular groupings such as 'the top 20% of test scores'. The
following shows how a coding book would look for the three questions, included in
Chapter 14 and discussed above. It is assumed that the questions are the first three on the
questionnaire and that they are sequential. Note that each respondent must have an ID
number. If there are 364 respondents in a sample, three columns would be required for the
ID numbers: 001 to 364. The data from the questionnaire would therefore begin in the
fourth column.

Variable Column Variable label Value

ID 1-3 Respondent ID 001-364

MEMBER 4 Membership of the Lamington I=YES
Public Library 2=NO

O=NR*

SATISFACTION 5 Level of satisfaction with the 1=very satisfied
library 2=satisfied

3=undecided
4=dissatisfied
5=very dissatisfied
9=NA**
O=NR

USEI 6 Borrow books I=YES (tick)
2=NO (no tick)
9=NA
O=NR

USE2 7 Borrow other materials I=YES (tick)
2=NO (no tick)
9=NA
O=NR

Etc. up to...

* NR = No response
.. NA = Not applicable
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Variable

USE8

Column

13

Variable label

Use ofphotocopying facilities

Value

I=YES (tick)
2=NO (no tick)
9=NA
O=NR

USE9 14 To consult print
materials (for
encyclopedias)

reference
example

I=YES (tick)
2=NO (no tick)
9=NA
O=NR

USEIO

USEII

15

16

To study your own materials

To look up genealogical
information on the microfiche

I=YES (tick)
2=NO (no tick)
9=NA
O=NR

I=YES (tick)
2=NO (no tick)
9=NA
O=NR

If you compare the third example in Chapter 14, with the coding manual for that question
(above), you will see that several categories had to be added (hypothetically) for the 'other'
responses filled by respondents. Categories are only added if sufficient numbers of
respondents, for example at least five, have nominated a particular 'other' use. This
indicates that, despite the questionnaire having been piloted (once again hypothetically),
several relevant categories were missing in the questionnaire. Also note that there is a
potential overlap between 'reading newspapers and other materials in the library' and
USE9, 'consulting print reference materials in the library'. It depends on how categories are
interpreted. This is a good illustration of how difficult it is to include both discrete and
exhaustive categories.

There are three further points to note about the coding book, above. Firstly, there are
invariably some missing data on some of the questionnaires. Respondents often leave out a
response to a particular question - either through carelessness, or because they choose not
to answer a particular question. There needs to be a consistent code, for example O=NR(no
response), to indicate this (as shown above). This code is considered to represent 'missing
data' and therefore to be a 'missing value'. If a number of questions have not been
answered, you may decide to discard the questionnaire entirely and not to use any of the
data. If more than about one-third of the questionnaire is incomplete, it would cast doubt on
the seriousness of the response, as a whole.



290 Research methodsfor students, academics andprofessionals

Secondly, it could be that some questions are not applicable to some respondents. For
example, if a respondent is not a member of the Lamington Library, the other two questions
will be not applicable (NA) to that respondent. There needs to be a consistent code, also
considered to be a missing value, to indicate where responses are NA. The number '9' is
often used. Whatever number is chosen, it must be used to represent all 'not applicable'
responses. For some of the statistical procedures which you may want the computer to
undertake, you will need to exclude 'missing values'.

Thirdly, where more than one response may be chosen for a particular question, for
example, for the one about why the Lamington Public Library is used, it is a good idea to
use the same variable name for each response category, followed by distinguishing
numbers - thus USEI and USE 2, above. As you have seen, this pattern is continued until
all response categories are covered. Variable names, however, should not begin with a
number.

Dataentryand analysis

Once the data have been coded, data entry is simple. Even though the task is mundane, it
must be done accurately. You need to understand the requirements ofthe computer package
you have chosen. Once the data are entered, the computer will carry out the analysis you
require, for example frequency counts, as mentioned above, cross-tabulations of variables
which will be discussed below. Most statistical tests can be generated easily by computer
packages, such as SPSS. While the researcher needs some basic knowledge about which are
the appropriate tests to apply, and how to analyse the output, computers make the actual
calculations easy.

Statistical analysis of data

Statistical analysis is complex. Whole university subjects are devoted to the teaching of it.
The following provides some very basic information. There are many simple, introductory
books on statistics which can be consulted - see for example Hafner (1997) Rowntree
(1981), and Simpson (1988). In evaluating published research, it is important to check that
generalisations from the data have been based on a random sample and appropriate
statistical tests, even if you do not fully understand the complexities of the tests involved.
One concept which quantitative researchers need to understand is that of 'statistical
significance'. Ifa researcher is claiming a relationship between two variables, for example
that age makes a difference to frequency of library use, there needs to be a 'statistically
significant' difference in library use according to age (and not just a difference which may
be due to chance). Evidence of a statistical test which supports this finding needs to be
included. (See further discussion, below.)
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Levels of measurement

There are four different levels of data which need to be understood, as a basis for statistical
analysis.

Nominal data - consist of two or more named categories into which objects, individuals or
responses are classified. For example, in the question about reasons for library use (above),
a nominal scale would be used for the different categories of use. The simplest nominal
scale is dichotomous - having only two values, for example YESINO; male/female.

Ordinal scale - defines the relative position of objects or individuals with respect to a
characteristic, with no implication as to the distance between positions. This type of scale is
also referred to as 'rank order'. An example is the scale question, 'satisfaction with the
Lamington Public Library' in Chapter 14 (and also referred to above). With this type of
scale, one should not assume that each point is equidistant.

Interval scale - provides a ranking of positions, as does the ordinal scale, but the intervals
of measurement are equal. The interval scale has a zero point below which scores are given
a negative value if they occur, for example a temperature scale. Interval level data are less
common than ordinal in the social sciences.

Ratio scale - is comparable to the interval scale except that it has an absolute zero, below
which values cannot occur. The ratio scale allows one to compare the magnitude of
responses or measurements. For example, frequency of library use (as long as it is in the
form of 1, 2, 3, 4, 5, 6, etc. times a month) could be considered to be ratio level data, that is,
one could state that one person had used the library twice as often as another. Ratio level
data are relatively rare in the social sciences, because few scales have true zero points.

Inferential statistics

These are used to test hypotheses using tests of strength of association, or statistical
significance. The latter determines if observed differences between groups are likely to be
'real' differences, or due to chance.

Parametric statistics - require the assumption of a normal population or distribution. They
are used with interval level and ratio data. Examples are:

• T-test which determines if the statistical difference between the mean scores of two
groups is significant; and

• Pearson's product moment correlation co-efficient - measures the degree of linear
association between two variables.
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Non-parametric statistics - are consideredto be distributionfree, that is, they do not
require the assumption of a normalpopulation. As they involveweaker assumptions, they
are lesspowerful than the parametric tests and require larger samples to yield the same
level of significance. The level of significance is the probabilitythat a result (for example
the observeddifferencebetweentwo age groups in the sampleand their frequencyof
libraryuse) has been obtainedby chance. It is usuallyset at 0.05 or 0.01, which means that
there is a 5% or 1% probabilitythat chance has caused the result. If the 0.05 level of
significance is used you will be saying that, because there is only a 5% probabilitythat your
result is due to chance, it is likely(althoughnot certain) that a statisticallysignificant
relationship exists betweenthe variables. Note that these statistical tests apply to a
comparison of variables, rather thanjust one variable, for example,age levels. It is
importantto note that statisticalanalysisof researchresults can never definitelyprove a
hypothesis, only support it at certain levels of probability.

Non-parametric tests are used with nominaland ordinal data. Examplesare:

• Chi-square test - is useful for determining if a statisticallysignificant relationshipexists
between two variables, for example, age and frequency of library use.

• Spearmanrank order correlation - a non-parametric correlationcoefficient that can be
calculatedfor ranked or ordinal level data.

The main point to remember is that generalisations from quantitative research must be
based on support from statisticalanalysis. Informedconsumers of research will be vigilant
about this. Many successful researchers are not statisticalexperts,but rather understand
when to ask for experthelp.

Qualitative analysis

There is a temptation for manyresearchers to leave the analysisof their data until after they
have collectedit. This has been the undoingof manygood researchprojects. Sometimes
researchers, who may have quite substantial funding from governmentsources, spend 90%
of their resources collectingthe data, only to realise they lack the time or money to properly
analyse it. A quick and sketchyanalysisoften follows, whichsatisfies the funders that the
researchhas been completed, but does littlejustice to the data or the participantswho
contributedto the research.

Many forms of qualitative researchencourage researchers to analysedata as they collect it
(see for exampleStrauss 1987, p. 8). This helps researchers to stay on top of the large
amountof data they are likely to collect,and to stop collectingit when they have enough
data to answer their researchquestionsor they begin to have more data than they can
analyse.
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Put simply, qualitative analysis is the way in which researchers go about making sense of
the data they have collected, so that they can communicate their findings to others via
reports, books and articles. Rice-Lively (1997, p. 200) says that 'data analysis is the process
of bringing order, structure and meaning to the mass of collected data'. In most cases,
qualitative analysis is about creating theory. Richards and Richards (1998) talk about
qualitative analysis as 'working up' from data. 'Working up' from the data is most
commonly associated with grounded theory, although many other approaches to qualitative
analysis strongly identify with it. 'Working up' from the data means that researchers are
primarily interested in ensuring that the theory they develop is well grounded in the data
they have collected (hence the name 'grounded theory'). Also known as the 'bottom up'
approach, researchers begin their analysis within the data, by immersing themselves in it
until patterns begin to emerge and theories develop. Geertz (1973) describes qualitative
analysis as thick description of culture. Chapter 9, says that 'within this 'thick description',
the contradictions, complexity and multiplicity of realities, as they are articulated by the
studied and as they are observed and analysed by the ethnographer, are presented'.

There are as many ways of going about making sense of data as there are methods and
techniques to produce data. The different qualitative analysis techniques are often aligned
with particular methods, theoretical positions, disciplinary areas or topic areas. Examples of
the different kinds of qualitative analysis techniques are: conversation analysis, network
analysis, biographical analysis, sociolinguistic analysis, dramaturgical analysis, textual
analysis, semiotic analysis, sense-making analysis, and content analysis. If you have the
time, it is worthwhile canvassing the different types of analysis, as they can add interesting
dimensions to the ways in which to think about and interpret data.

Howto do qualitative analysis

In recent years researchers involved in qualitative analysis have attempted to articulate how
they go about doing it. Unlike quantitative analysis, there are no strict rules which have to
be followed. Instead qualitative researchers suggest techniques to help 'make sense of the
data', to interpret it.

The following is a guide which researchers may find useful to interpret their data. The
important point to remember is that sloppy analysis does not result from not following a set
of rules, but from not being thorough, resulting in the final interpretations being inaccurate
reflections of the data.

The analysis process can be hastened, as well as enhanced, with the aid ofcomputer
technology (Lincoln and Guba 1985, p. 352). Although there are a few programs dedicated
to analysing qualitative data, NVivo is one of the more popular and thorough programs. It
is by far the most commonly used in Australia. The steps to analysis presented below are
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best supported by NVivo, although NVivo is not required to do many of them. Other
software programs may be adapted to follow some of the steps, and some can be done
manually by using filing systems or index cards. This will be explained further.

Analysis can be very tiring and tedious as well as creative and enjoyable. Listed below are
steps to analysing data. In order to prevent researchers from becoming tired and bored, it is
best to take regular breaks, and to keep the creative juices flowing by being at different
stages of analysis with different pieces of data (documents). Researchers should also be
aware that the steps do not have to be followed strictly in the order presented. In fact, it is
usually more fun to mix up the steps, as long as researchers can keep records of where they
are up to, to avoid confusion.

1. Transcribe the data

This simply means to type the notes or interview tapes into a word processor making the
information much more accessible and easier to analyse. In some cases, researchers have
been known to analyse straight from the tapes. However, this is not recommended as it
makes it very difficult to re-check easily what was said, and to categorise the data.
Transcribing the data into a word processor also means that researchers can easily use
computer software programs such as NVivo. If you are using NVivo or another analysis
package, you would put your data into NVivo and print it out after you have finished
transcribing it.

2. Read through each transcript in order to familiarise yourself

This step can not be supplanted by any of the other steps, or left out. However it can happen
alongside Step 3, the categorising of the data. It is extremely important for researchers to
have an overall understanding of an interview or an observation and to be familiar with all
aspects of it before they begin to break it apart to look at the specifics.

While reading through each transcript or document, it is always useful to write about
overall impressions and to note interesting points. These can be written alongside the data
of interest or in a separate document, known as a memo. (Memos will be discussed further,
below.)

To make this a little easier to understand, an interview from a study on young people and
their uses of the Internet will be used as an example. A researcher may be reading through
Annette's interview (see below) and comes upon a passage which seems interesting and
worthy of a few comments. Note how each line in the passage from the interview has a
number at the end of it. This is done in order to reference the entire interview so that any
part of it can be easily located or retrieved. The following example is an excerpt from
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Annette's interview. From the numbers on the side, researchers know that they are
examining lines 174 to 186 of the interview and that there are at least 173 lines of text
before this segment of the interview.

*Annette: Well I figure that it (the Internet) makes an even playing field for women, 174
because if a man comes on to our site and goes 'Yeah bitches', we 175
kick him, and we ban him, and then we harass him, and we know he's not 176
going to come after us with a gun and blow our heads off. Where 177
you can't be that assertive in real life without fear of physical 178
harm. So you've almost got this even playing field which allows you 179
to be whoever and whatever you want. So that can be from the fat girl 180
on the Internet - no-one knows you're fat and so you don't have 181
those judgments placed on you: 'this is what fat people should like 182
and be like, and they shouldn't be flirty', and stuff like that to the 183
black woman, to the Hispanic woman. It's a 184
great playing field, and you can just be who you are without any 185
outside judgment, and without fear of personal safety being breached. 186

A researcher's notes: Annette is very aware of an inequality in society, particularly for
women in being able to defend themselves physically when they disagree with men. She
talks about the 'real world' as being separate from the Internet. The 'real world' represents
danger to women's freedom of expression, and the world of the Internet (the virtual world)
represents a space in which they can express themselves without fear of physical threat.
Also note that she says that women are also given more freedom because what they say is
not re-interpreted by the way they look or their race. She may view this as positive, but it
leaves unchallenged the conventional views in society about obesity and race. Would like
to explore this more ( ... )

3. Categorise the data

To make sense of the data, one of the most common techniques suggested is to use
categories which allow researchers to 'code and retrieve'. According to Richards and
Richards (1998, p. 214), 'the code-and-retrieve process consists oflabelling passages of the
data according to what they are about or other content of interest in them (coding or
indexing), then providing a way of collecting identically labelled passages (retrieving)'
Categorising, coding and indexing are often used interchangeably. Categorising helps
researchers to think about their data at a more in-depth level, to know how important a
particular issue is by the amount of data in a particular category, and to be able to think
about the relationships between categories. Categories are usually comprised of a short title,
a definition if the title is not self-explanatory, and the data that relate to the category.
Initially, categories are likely to be quite broad and messy. As the analysis continues,
researchers may break categories into sub-categories in order to be more precise.
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Sometimes the result will be multiple categories which are completely different from the
original category. Sometimes categories are renamed to better reflect their content.

Data are categorised according to contents, by thinking about and naming the themes which
are evident. One way in which to uncover themes is to think about: What is this person
saying and what issues are being raised? Are they part of a broader issue?

As an example, the interview excerpt, above, could be broken up into the following
categories:

Category

Physical violence
Internet
Assertiveness
Sexual harassment
Physical harm
Prejudice
Power
Safety
Being self

Definition (only mentioned when necessary)

In this case, retaliation to verbal abuse.
In the physical and virtual sense (that is, physical and verbal)

Includes racism, sexism, prejudice against obesity.
Includes power over others, and lack of power.
Safety from physical harm.
To have freedom of expression without prejudice.

One small passage can reveal many different categories, as is evident from the example
above. By looking at one small passage, researchers can begin to understand how one
woman views gender relations in the 'real' and 'virtual' worlds, and one of the ways in
which she views the Internet. Glaser and Strauss (1967) indicate that researchers are likely
to develop two types of categories: descriptive and explanatory. Descriptive categories are
those which emerge because respondents use them to talk about their own processes and
behaviour, whilst explanatory categories tend to be abstract concepts developed by
researchers to explain processes and behaviour. For example, 'assertiveness' is a category
that Annette uses to talk about the way in which she responds to male verbal abuse.
However, 'power' is an analytical category used by the researcher to explain why these
issues are important to Annette, and why Annette may be behaving in the way she does.

These categories are only starting categories, that is they are the themes which are evident
from a first reading of this particular chunk of data. Glaser and Strauss (1967, pp. 105-109)
suggest that as researchers continue to read through the rest of the data, they compare each
new piece ofdata with previously categorised data, in order to ascertain whether the new
data fit into one of those categories, or a new one. The more data that is processed, the more
researchers can refine their categories. .

How researchers keep track of the categories and their data is very much up to individual
researchers and their preferences. If they use a computer software program, such as NVivo,
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categories and their data would be automatically stored, ready for retrieval. Researchers can
also use index cards or they can physically file the data in folders which have category
labels written on them.

Some researchers fall into the trap of spending all their time categorising the data and then
they run out of time to retrieve it. The purpose of categorising your data is to think about
and organise it, and to make retrieval very simple. At some stage researchers may want to
explore a particular category and the range of different responses from interviewees on that
subject. Software for qualitative data analysis is very quick and efficient at retrieval
because it stores the references to the data (the line numbers) in each category rather than
the data itself. When it retrieves the data from a category, it gives you the text, the line
numbers and who said it. If you are using index cards, you may also want to number the
lines of your data in order to know precisely which data you have put into which category.
Another way of making retrieval simple is to use a word processing package and copy and
paste the relevant segments of text into separate documents which are labelled with each
category heading. By opening up each document, researchers can easily view all the data
from each category.

4. Playing with ideas

Playing with ideas can be done at any stage of the analysis. It is a useful technique for
thinking about the data in different ways, which may end in a deeper understanding. Kvale
(1996, p. 203) says that 'the most frequent form of interview analysis is probably an ad hoc
use of different approaches and techniques for meaning generation'. Three ways in which
researchers can play with ideas, is to take a word, phrase or sentence and think about all the
possible meanings it could have, what other contexts it could be used in, and opposite
meanings. For example, a researcher may decide to play with the following sentence from
the above paragraph: 'where you can't be that assertive in real life without fear of physical
harm',

The researcher's notes may look something like the following: The word 'assertive' has
become popular, with courses available for people to develop assertive behaviour.
Assertiveness is usually seen as a male trait, something that women are lacking. The
opposite ofassertive is 'subservient'. According to the dictionary 'assert' means 'to put
oneselfforward boldly and insistently' and 'subservient' means 'serving or acting in a
subordinate capacity; subordinate; servile; expressively submissive'. This leads to questions
of whether all assertiveness by women results in physical harm, or perhaps the fear of
physical harm; what is the difference between being assertive and retaliating; and are
women being subservient if they do not respond in kind to male aggressiveness. Also
interesting is the interviewee's division between 'real life' and the conversations which
occur on the Internet, which are perhaps best labelled as 'virtual'. Why is the 'virtual' not
considered as 'real'? Why are these two words presented in opposition to each other, rather
than as the 'virtual' constituting a part of the 'real'? Is the difference between 'real' and
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'virtual' because of the technology which separates people in the 'virtual'? If this is so, is a
telephone conversation 'real' or 'virtual'? The opposite of 'real' is 'fake'. Is there any
resonance between the concepts of 'fake' and 'virtual'?

5. Writing memos

A memo is merely a name for a document which is used to write ideas or information about
interviews or categories. NVivo allows researchers to tag memos to the interview
documents or categories or to have them as separate documents. Researchers can also set
aside a book to write their memos in, or us a word processing package. It is useful to write
a date next to each entry in a memo to keep a record of how the researcher progressed in
their thinking. Whilst it is not essential to write memos, they are a useful tool and can often
be the basis for the final report.

6. Conceptually organising the categories

Researchers must have some categories before they can begin to organise them
conceptually. However, the analysis does not have to be too far advanced to do this.
Conceptually organising categories is something researchers should do continually
throughout the analysis. It involves thinking about the relationships between categories, the
conceptual similarities and differences and representing the relationships pictorially. There
appear to be two main ways of pictorially representing categories: in loose diagrammatic
form or via a tree structure. The qualitative data analysis software package NUD.IST
supports a tree structure which can present categories in two different ways (See Figures
17.1 and 17.2.)

In the following example, every time interviewees talked about their technical ability the
data were coded into a category called 'Technical ability'. Later on, when the researcher
realised there were two distinct types of information in this category, it was broken up into
two different categories: 'first time' and 'help provided'. 'First time' comprised data from
those interviewees who talked about their lack of knowledge the first time they used the
Internet. 'Help provided' comprised data from interviewees who talked about the help they
got from other people both 'online' and 'offline'. Note that the branching of the categories
into subcategories resembles an upside down tree - hence the 'tree structure' label.

(13)
(13 I)
(132)
(132 I)
(13 22)

!Technical ability
!Technical ability/first time
!Technical ability/help provided

!Technical ability/help provided/online
ITechnical ability/help provided/offline

Figure 17.1: NUD.lST tree structure I
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Technical ability
I

I
First time

I
Offline

I
Help provided

I
I

Online

Figure 17.2: NUD.lSTtree structure 2

The process of defining categories and conceptually organising them is not in any way
linear. Researchers may identify certain text in interviews as talking about technical ability
and later break this category into the more precise categories above. Or researchers may
identify' first time', 'help provided', 'online' and 'offline' independently and then later
organise them conceptually under the heading 'technical ability'. In most cases 'technical
ability' will not actually have any data coded in it, but is used merely as a category which
groups other sub-categories conceptually. The actual categorised data is usually found in
the lowest sub-categories such as 'first time', 'offiine' and 'online'.

Miles and Huberman (1984) also recommend pictorially representing relationships between
categories by drawing them freehand on paper or on a software package. This is useful for
thinking about your data, for playing with ideas, and can often be incorporated into your
final report.

7. Undertake word searches

A useful, but not necessary technique, when doing qualitative analysis, is word searches.
Often researchers begin to think that a particular word or phrase is frequently being used by
participants. NVivo or a simple word processor can be used to check if this is the case. This
is important because sometimes, the interviewer themselves may have used the particular
word or phrase rather than the research participants, or researchers may have imagined that
the word or phrase was used frequently.

8. Form tentative theories

Once a researcher has gone through the preceding steps they should be at a stage where
they have some tentative hunches, ideas or theories about the data. Often these appear in
their memos or the researcher may be thinking about them. Researchers should at this stage
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attempt to write their tentative theories in a form that might resemble the requirements for
the formal report.

9. Ask questions and check hunches

Before the final report is completed, researchers must check that their tentative theories are
feasible. To do this they need to check through the data for evidence supporting their
theories as well as evidence to the contrary. When evidence to the contrary is found the
theory does not necessarily need to be thrown out completely, because often it just needs
readjusting. For example, a researcher might tentatively propose that all people who use the
Internet for the first time experience frustration. On closer inspection they may discover
that only three-quarters experience frustration. Rather than casting aside the theory, their
quest at this stage is to find out why one-quarter does not experience frustration. This
requires reading through the transcripts and/or thinking about the people who did not feel
frustration, until the researcher can find an explanation. For example, the researcher might
discover that the one-quarter had someone sitting next to them telling them how to use the
Internet, or they had more experience using computer software packages than the others.
The theory can then be modified to indicate that people tend to be frustrated the first time
they use the Internet when they have no-one helping them or when they have had little
experience using software packages. This is much more informative than just saying that
three-quarters of people who used the Internet experienced frustration.

Conclusion

Whichever style of data analysis is appropriate to you, as a researcher, it is important to
remember that the organisation and analysis of your data are only the early steps. The
interpretation of that analysis is very important. You must ask yourself: what is the analysis
saying? Are my research questions answered by the findings? Is there further analysis
needed? It is the researcher's insights and inspirations which are crucial to changing
analysed data into a contribution to knowledge and debate.

Discussion questions

• When would you use quantitative, rather than qualitative data analysis, and vice versa?

• What are the main differences between the processes of quantitative and qualitative data
analysis?

• What does the concept of statistical significance mean in quantitative analysis? Why is
this a key concept?
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• What are the implications of the flexibility available to the researcher when undertaking
data analysis?

• How can the researcher introduce rigour into qualitative data analysis?
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CHAPTER 18
Evaluation of published research
Kirsty Williamson

Objectives

At the end of this chapter you will be able to:

• describe an effective strategy for reading and evaluating research reports;

• understand the major components of research reports;

• outline the key criteria which should be used to evaluate each of the major components;
and

• evaluate a research report, describing its strengths and weaknesses.

Introduction

This chapter provides a summary of many of the points made in earlier chapters of this
book. It deals systematically with the evaluation of published research, bringing together
points made in relation to specific research components. Many readers of this book may not
aspire to be researchers themselves. One of the principal aims of the book is to assist
readers to be informed consumers of research which can assist them in their professional
practice. This chapter is particularly directed at these readers.

Chapter 1 presents many reasons why research is important to professional practice. In
terms of the skills of research evaluation, the key point is the link between the application
of research results and improvements in professional practice. It is important that
professionals be discerning in this application - a skill that comes from the ability to
understand and evaluate published research.

By evaluating a research report, readers can check the quality of the various aspects of the
study under consideration. As Hittleman and Simon (1997, p. 49) state: 'Research reports
are pictures of research. They are representations of what researchers have done and how
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they wish to present their research procedures to the public'. Research reports, apart from
the research itself, can vary in quality. In fact, Hittleman and Simon also say:

Fourpicturesofresearch are possible: (a) goodresearch methodology, well reported;
(b) goodresearch methodology, poorlyreported; (c) poor research methodology, well
reported; and poor research methodology, poorlyreported (Hittlernan and Simon
1997, p. 49).

It is one of the tasks in the evaluation process to attempt to discern the standard of the
report writing, as well as quality of the various research components.

Many of the general social sciences, educational and information management research
methods texts are useful for evaluation, for example, Bums (1990), Busha and Harter
(1980), Gorman and Clayton (1997), Powell (1997). Two particular references in the
educational research area are very useful: Borg, Gall and Gall (1993), and Hittleman and
Simon (1997). For evaluation of information systems research, see Nunamaker, Chen and
Purdin (1990-1991), Miles and Huberman (1994), and Weber (1987).

Strategy for reading and evaluating research reports

It is a good idea to work out a plan for reading and evaluating research reports. One
suggestion is to use a two-staged approach. In the first stage, the reader skims the report
with the aim of gaining an initial understanding of the contents, particularly to see if the
report is written in standard form. Careful reading of the abstract, if there is one, is
important at this stage. Also, at this stage, you should gain an impression of the clarity of
the writing. Is the report well written and easy to understand?

The second stage is to carry out a detailed analysis of each of the report's major
components. Apart from considering the criteria listed below for each part, you should
consider the standard of the writing, section by section. Are some parts of the report more
clearly written than others? Does the level of detail vary, giving an uneven picture of the
research process and the findings?

Major components of a research report

The most common components of research reports (regardless of the form of the
publication) are:

• the abstract;

• the introduction;
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• the research questions, or objectives (and hypotheses, if appropriate);

• the literature review (and theoretical framework);

• the research design (sample, method and techniques);

• the research findings; and

• the conclusions and recommendations.

Each of the major components ofa research report are listed and discussed below, in terms
of evaluation. While reports differ somewhat in structure and in the components they
include, there is still considerable consistency.

The abstract

Most research reports have an abstract. Abstracts need to be brief and clearly written, but
also include major aspects of the research: purpose, respondents/participants/subjects,
research design (including method and techniques), findings. The evaluator needs to check
both content and style.

The introductory section

Research reports should introduce the topic of the research. This section should include an
overview of the topic, providing background information and also discussing the
significance of the topic. Definitions may be included in the introduction, but may also be
part of the literature review and theoretical framework.

The introduction is also the section where information about the researcher or researchers is
likely to be found. You should be aware of any affiliations of researchers which might lead
to bias, or any emotionally charged words which may indicated a vested interest on the part
of the researchers (Borg, Gall and Gall 1993).

Questions you should ask about the introduction include:

• does it make clear to you what the research is about?

• does it provide a succinct overview of the topic?

• is it interesting and engaging? Are you inspired to read further?
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• does it provide a convincing justification of why the research needed to be undertaken?
and

• is there any evidence of possible bias - in language or in the affiliation of the authors in
relation to the research topic?

Research questions

Research questions, or objectives, which have been covered in detail in Chapter 3, usually
form part of the introductory section. If you are evaluating research, the first consideration
is whether the report at hand, be it ajoumal article or a longer research report, makes clear
to you the purpose of the research. All researchers face the need to develop clear, well
focused research questions. This is easier said than done, even if researchers begin with
clear notions of their research aims.

As Chapter 3 points out, one of the first tasks of researchers about to undertake a study, is
to write a clear statement of the problem, or major questions. This should be done in full
grammatical sentences, not just as phrases. The final version of these questions, used to
undertake the study, should be included in the report. One of the key tasks of the evaluator
is to check that the research has a clear focus through careful scrutiny of the research
questions.

There is some flexibility in the ways in which research questions can be presented. As
Chapter 3 points out, the research questions for a qualitative study are usually stated more
broadly than those for a quantitative study, where the relationship between variables is
often important. Also researchers vary in the terminology they use. For example, some
researchers may refer to a broad aim or aims and then their more specific objectives; others
may talk about major questions and sub-questions.

Make sure you check the clarity of the research questions and whether they cover the major
aspects of the research, as undertaken. When you finish reading the report, you should be
able to see if the researcher has, in fact, answered the research questions through the
research. There should be a clear relationship between the research questions, the literature
review, the findings of the research and the conclusions.

Hypotheses

Hypotheses of the 'operational' kind (defined in Chapter 3) are used frequently in positivist
studies and can assist in establishing a clear focus for the research. As stated in Chapter 3,
each hypothesis should be closely related to at least one of the research sub-questions. In
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other words, there should be a close link between research questions and hypotheses. As an
evaluator, it is important to check that this link is there. The following are the criteria you
should use to check operational hypotheses (also included in Chapter 3). Good hypotheses
should:

• be stated in correct terminology;

• be as brief and clear as possible;

• state an expected relationship or difference between two or more variables;

• be testable; and

• be grounded in past knowledge, gained from the literature review or from theory.

The testing of hypotheses in positivist research needs to be undertaken with rigour, if
generalisations about a population are to based on them. Samples should be randomly
selected, as described in Chapter 13, and statistical tests need to be undertaken. (See
Chapter I7.)

As Chapter 3 points out, for some interpretivist studies, researchers develop propositions
which are similar to research hypotheses. They do not require such precise wording, nor the
rigorous testing associated with operational hypotheses. They, nevertheless, can help to
provide a similar kind of clarification as operational hypotheses give to a quantitative study.
Historians also sometimes use hypotheses of the 'research' kind. (See Chapter 3.) If
propositions or hypotheses are used in qualitative research, you must check that they are
used to provide clarity and focus, and not as a basis for generalisations about a population.

The literature review (and theoretical framework)

The extent of this section of a research report is determined by whether the publication is a
journal article, a conference paper, or a research report. The first two impose space
limitations on authors in terms of a literature review. You can only expect the most relevant
studies to be cited and briefly described. You need to check that key studies are cited. If
important studies that disagree with the researchers' findings are omitted, bias may be the
reason (Borg, Gall and Gall 1993, p. 91).

Other questions to consider, especially if you are evaluating a full research report:

• are you made aware of the researchers' theoretical framework?

• are key concepts of the study defined and explained?
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• is the literature review arranged under headings related to the research questions?

• do the researchers critically analyse the relevant literature? Do they examine the quality
of the research discussed?

• do the researchers conclude by indicating the gaps in the literature and pointing out why
further research is needed? and

• is the referencing accurate and comprehensive?

Research design

The major components of research design are usually the sample, the method and
techniques.

The sample

As Chapter 13 points out, sampling differs according to whether a study is quantitative or
qualitative. If the study you are evaluating is quantitative and makes generalisations about a
population, you need to ask the following questions:

• was a 'population' used for the study? lf not, was the sample randomly selected?

• is the sample an appropriate size?

• is the response rate adequate? and

• are the generalisations valid in relation to all of the above?

(See Chapter 13 for detailed explanations of these points.)

In relation to sampling for qualitative research, the main points to check are firstly, that the
sample includes representatives of all the important sub-groups which should be considered
if the study is to answer the research questions; and secondly that the limitations to the
generalisations which can be drawn from a non-probability sample have been respected.

Method

As you know, there is a range of methods which can be used for research. In the following
section, criteria for the evaluation of each of the methods dealt with in this book are listed.
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Please note that only the key specific points for each method are included. For all methods,
you need to consider the aspects already covered in this chapter.

Survey

There are three major considerations when you are evaluating a survey.

• The first is the way the sample was selected. When a sample is used to represent 'a
population' in a survey, it must be randomly selected if generalisations are to be made
to that population. See Chapter 5 and, more specifically, Chapter 13 for a detailed
discussion of 'sampling' . Ifa sample is not randomly selected, or if there is a low
response rate, then researchers are not free to generalise to the population from which
the sample was selected. This does not necessarily mean that the research has not made
a contribution. It is fine to speculate about reasons why the findings are likely to be
widely applicable, but the limitations need to be made clear.

• The second key point is how well the data collection instruments, usually a self­
administered questionnaire or interview schedule, are designed. Self-administered
questionnaires are discussed in Chapter 14 and the key criteria in evaluating them are
included below.

• Finally, the quality of data analysis is also important. This is discussed in Chapter 17,
and summarised below.

Case study

The fact that case studies come in many different forms makes it difficult to be specific
about the criteria for evaluation. A number of points should be considered with regard to
multi-site case studies.

• Whether case study is a suitable method to investigate the particular research questions
under consideration.

• The overall design of the case studies. With multi-site case studies, has there been an
attempt to include a variety of sites in the research?

• The range and variety of techniques used. Do the techniques enable the triangulation of
data, which is a key strategy for achieving rigour and verification?

• The standard of the techniques used. The criteria discussed for techniques, below, and in
other chapters should be applied.
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• The quality of the analysis of data. The kind of the analysis depends on the particular
techniques used. (Chapter 17 deals with data analysis.)

• The ways in which the findings and conclusions are handled, keeping in mind the
limitations on generalisations beyond the cases under consideration.

Experimental design

Key points to consider when evaluating experimental research are:

• the type of design, and whether it is appropriate to the research questions;

• how well 'other' independent variables are controlled;

• issues of internal and external validity;

• the method by which subjects have been assigned to groups; and

• the rigour of the data analysis (the types and extent of statistical tests applied, and the
clarity with which they are described).

(See Chapter 7 for details about experimental design.)

Systems Research

For references on evaluation of information systems research, see Miles and Huberman
(1994), Nunamaker, Chen and Purdin (1990-1991), and Weber (1987). Burstein and Gregor
(1999) include the following criteria in their discussion of evaluation of systems
development research.

• The study must be significant, either theoretically, practically or both. In other words it
should be making an important contribution to the field.

• The research must indicate internal validity. This includes checking the credibility of
the arguments and the accuracy of predictions and conclusions.

• The research must indicate external validity. This includes the extent to which the study
is generalisable and the basis on which generalisations can be made. This is related to
the degree of objectivity of the researchers and the extent to which the study is
confirmable.
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• Also related to the above criterion is the degree ofreliability/dependability/auditability.
Is the process used consistent, reasonably stable over time and across researchers and
methods?

Action Research

In evaluating action research, it is important to keep in mind:

• the purpose of the research and whether' action research' is the appropriate method;

• the overall design of the action research - are the techniques chosen suitable for solving
the problem or problems?

• the standard of the techniques used - the criteria discussed for techniques, below, and in
other chapters should be applied;

• the degree and quality of reflection as the cyclical process took place - there should be
evidence of this in the written report;

• the quality of the analysis of data - the kind of the analysis depends on the particular
techniques used (Chapter 17 deals with data analysis); and

• the level of involvement of the key stakeholders in the research.

Ethnography/participant observation

As Chapters 10 and 16 point out, ethnographies/participant observations come in many
different forms. More recently the ethnographic approach has become one of the most
flexible ways of doing research. In its modem guise, it has similarities to case study,
although it is usually undertaken in only one site. For this reason, most of the evaluative
criteria listed for case study are also relevant to ethnography/participant observation. Where
ethnographers use grounded theory, you would also need to consider the quality of that
aspect. Also, for ethnography, you should particularly check that researchers have been
open to their settings and participants. This is an important requirement of interpretivist
research.

Historical research

In carrying out an evaluation of historical research, check the extent to which your historian
has applied the criteria to the available evidence. Chapter II indicates that historians need
the skills of: the detective, the sceptic, the attributor, the verifier or clarifier, the
disentangler and the storyteller or explainer. A good historian should demonstrate these
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skills. Above all, good historians do not assume that the facts speak for themselves. They
must interrogate the evidence and tell a story about it.

Delphi Studies

In evaluating a Delphi study you should consider:

• whether a Delphi study is a suitable method to investigate the particular research
questions under consideration;

• the composition of the panel- in relation to the research questions - is the panel well
balanced, given the issues to bediscussed?

• the quality of the research instruments used - usually there will be a questionnaire,
which is used for each round;

• the quality of the analysis of data from each 'round';

• the quality of the feedback provided to the panel - has the researcher used graphical
representation, as well as a comprehensive account of the reasons for answers?

• is there any evidence that the researcher has put his or her own emphasis on the results
when providing feedback - this is important, given that only the researcher sees all the
responses to the questionnaires;

• the extent to which consensus has been reached - has the researcher 'allowed' the panel
to have divergent views? and

• the ways in which the findings and conclusions are handled, keeping in mind that there
are limitations on generalisations, as with other qualitative research.

Techniques

There is also a range of techniques available to the researcher. Most are used in more than
one method and, for this reason, have been treated in a separate section in this book. As
with the methods, above, evaluative criteria are summarised for each technique. Sampling,
which is categorised as a technique in this book, has been discussed above.

Self-administered questionnaires

Major questions to ask include:
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• is a self-administered questionnaire the appropriate instrument to use to answer the
research questions?

• are the forms attractively and clearly presented?

• are questions clear, unambiguous, unbiased, and logically organised?

• are clear instructions given at the beginning of the questionnaire and wherever needed
throughout?

• was the questionnaire piloted with typical respondents? and

• was data analysis considered in relation to the design of the questionnaire?

(See Chapter 14 for comprehensive discussion of questionnaire design.)

Interviews

Structured interviews can be used as an alternative to the self-administered questionnaire. If
the former are used - and there is the intention to compare findings across respondents ­
evaluative criteria include:

• the clarity of the questions;

• the indication that questions were asked ofeach respondent in a consistent way and that
appropriate prompts were used consistently;

• the indication that interviewers who were acceptable to the respondents were chosen;

• evidence that interviewers were trained to minimise interviewer variability;

• evidence that the interview schedule was piloted; and

• an indication that data analysis was considered in relation to the design of the interview
schedule.

With unstructured or semi-structured interviews, the aim is to explore the views of each
interviewee in depth. Evaluative criteria include:

• selection of appropriate interviewers;

• training of interviewers - in this case to be skilled in drawing out participants and
following up leads;
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• the process of recordinginterviews; and

• the rigour of data analysis.

(See Chapter 14 for further information on interviewsand Chapter 17 for data analysis.)

Focusgroups

In evaluatingthe use of focus groups, you should consider the followingpoints.

• The appropriateness of the use of focus groups to the objectivesof the research (or the
researchquestions). Woulda different technique, for example the interview,have been
more appropriate?

• The numberof focus groups, the numberof participantsin each group, and the
appropriateness of the participants. Were the issues considered fromenough points of
view, given that each focus group needs to be fairly homogeneous in composition?

• The qualityof the interviewing. Were the questionsasked appropriateand sufficiently
wide-ranging to do justice to the researchquestions? Here you need to keep in mind that
other techniques may have been used for parts of the research. Was the moderator
skilled and experienced?

• The rigour of the data analysis and the quality of the reporting.

(Chapter 15 providesfurtherdetails.)

Observation

It is difficult to speak simplistically of 'observation' in the modem research environment,
as Chapter 16attests. Nevertheless, there are studies wherean observationschedule is
needed. Ifan observation schedulehas been used in a study you are evaluating, you need to
decideon issues such as its appropriateness in relation to the researchquestions, its
comprehensiveness, and its rigour, It is difficult to be more precise. In many cases,
observation schedulesneed to be piloted in the same way as self-administered
questionnaires and interviewschedules.

Dataanalysis

Withquantitativedata. the major steps are the coding of the data; the entry of the data into
a suitablecomputerprogram;the use of that programto analyse the data; and then the
interpretation of that analysis. Research reports do not usuallyprovide details of the coding
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process. Usually there will simply be a statement that the data were coded for analysis by a
particular computer package, such as SPSS. However, a research report of high standard
will give details of the statistical analysis.

It is important to note that you do not usually have to be a statistical expert to judge
whether the statistical analysis which has been undertaken for a quantitative study is
adequate. If the analysis seems very complex, you may need to consult a statistical expert.
Otherwise, you should note the following:

• Whether differences which are claimed between groups in a sample are said to be
statistically significant. You need to note if the writer of the report you are evaluating
talks about differences between groups, for example education levels in relation to
library use, being significant at the 0.05 or 0.01 level. This will indicate whether
appropriate tests have been carried out. (Detailed explanation of this is provided in
Chapter 17.)

• If other statistical descriptions are given, for example of correlations, once again you
would attempt to discern if there is sufficient detail given to indicate that tests were
carried out.

• The main point to remember is that generalisations from quantitative research must be
based on support from statistical analysis. For example, if differences between groups
are not shown to be statistically significant, then generalisation about that difference
should not be made. Informed consumers of research will be vigilant about this.

• The interpretations of the data made by the researcher. Has the researcher made a
contribution to knowledge through the interpretation of the findings, as well as through
linking them to previous knowledge in the field?

It is difficult to give the criteria for evaluating qualitativedata analysisas there is a lot of
variation in the way qualitative data analysis is undertaken. Computer packages can be
used, of which the best known is probably NUD.IST. If a researcher has a good memory
and the data are not too voluminous, good qualitative data analysis can be done without the
use of a computer package. Suggestions of what might be considered in evaluating
qualitative data analysis are as follows:

• has the researcher appeared to make good sense of the data collected and been able to
convey to the reader the main themes of the findings, in a logical way so as to answer
the research questions?

• does the data analysis appear to be rigorous? and
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• the interpretation of the analysis is very important. Has the researcher been able to make
a theoretical contribution through creative analysis of the data? As is stated in Chapter
16, it is the researcher's insights and inspirations which are crucial to changing analysed
data into a contribution to knowledge and debate.

Research findings

Clarity in the presentation of research findings is essential, regardless of the style of
research. With quantitative research a major issue is whether the findings are based on
appropriate statistical tests. A related question is whether the hypotheses are handled in
acceptable ways - that is supported, rather than proved, on the basis of the results of
appropriate statistical tests. With qualitative research, the illustrative material is important,
such as quotes from participants. The general points to be checked:

• are findings clearly and logically presented?

• if tables are used, are they clear and consistent in presentation? Do they make a
contribution to this section of the research, or are they superfluous?

• would some of the description be improved by the use of more tables or diagrams? and

• do the findings answer the research questions?

Conclusions and recommendations

At this stage you should check, once again, how well the major components of the research
report are linked: research questions, literature review, choice of appropriate method and
techniques, findings and conclusions. With regard to the conclusions and recommendations,
the following should be checked:

• that the conclusions and recommendations are clearly related to the findings;

• that the researcher has not over-concluded - in other words, that unwarranted
conclusions and generalisations have not been made. In the case of generalisations, you
need to consider the population and the sample. If the research is quantitative,
generalisations should be based on statistical analysis, as discussed in Chapter 17 (and
noted above); and

• that the research questions have been answered.
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Conclusion

Apart from the detailed analysis of a research report, set out in this chapter, an overview of
the strengths and weaknesses of the research is a good way of concluding an evaluation.
This overview should select only the points which are considered worthy of being
highlighted.

This chapter has been presented very much in summary form and is further summarised in
the checklist of questions for evaluating research reports in Box 18.1 below. It is not
possible to be comprehensive when attempting to cover the evaluation of research reports
which use a range of methods and techniques. The reader needs to refer back to other
chapters and references. There are many other published checklists to aid the evaluation of
research (for example Hittleman and Simon 1997, p. 117, and Busha and Harter 1980,
p.28).

Box 18.1: Questions for evaluatin2 research reports

Abstract

Is information about the major aspects of the research - purpose,
respondents/participants! subjects, research design (including method and techniques),
findings - included? Is the abstract brief and clearly written?

Introduction

Does it make clear to you what the research is about? Does it provide a succinct
overview of the topic? Is it interesting and engaging? Does it provide a convincing
justification of why the research needed to be undertaken? Is there any evidence of
possible bias?

Research questions (and hypotheses, ifappropriate)

Are research questions clear and well focused? Do they cover the major aspects of the
research as undertaken? If hypotheses are included, are they appropriate to the type of
study undertaken? Do they state an expected relationship or difference between two or
more variables? Are they concise, stated in correct terminology, and testable?
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Box 18.1 (conL) : Questions for evaluatinl! research reports

Litertlture review (lind theoreticlIl/rllmework)

Are key concepts of the study explained? Is the literature review arranged under
headings related to the research questions? Do the researchers critically analyse the
relevant literature and examine the quality of the research discussed? Do the
researchers indicate the gaps in the literature and point out why further research is
needed? Is the referencing accurate and comprehensive?

Research design

Sample: Are the target population, sampling procedures, and the sample itself clearly
described? Is the sample an appropriate size? Is the response rate adequate? Is the
sample appropriate to the type ofstudy?

Method: Is the method appropriate to the study and clearly described? Are specific
criteria (according to each research method) met?

Techniques: Are techniques appropriate to the design and clearly described? Is
information about the development of the instruments included? Have instruments
been piloted?
Data analysis: Is data analysis appropriate to the research design and clearly
described? Ifa quantitative research design has been used, are statistical tests clearly
described and statistical significance levels indicated?

Research findings or results

Presentation: Are findings clearly and logically presented? If tables are used, are they
clear and consistent in presentation? Do they make a contribution to this section of the
research, or are they superfluous? Would some of the description be improved by the
use of more tables or diagrams? Do the findings answer the research questions?
Quantitative research: Are the findings based on appropriate statistical tests? Are the
hypotheses handled in acceptable ways, for example •supported,, rather than
'proved'?
Qualitative research: Are findings supported by illustrative quotes from participants?
How convincing are the findings?

Conclusions and recommendations

Are the conclusions and recommendations clearly related to the findings? Does the
researcher over-conclude? Have the research questions been answered? (At this stage
you should check, once again, how well the major components ofthe research report
are linked: research questions, literature review, choice of appropriate method and
techniques, findings and conclusions.)

Overview

What are the main strengths of this research?
What are the main deficiencies of this research?
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Discussion questions

• To what extent do you think that the style and quality of the writing in a research report
should be taken into account when undertaking an evaluation?

• Apart from the approach suggested in the chapter, can you think of other strategies
which might be successful for reading and evaluating research reports?

• What might be the differences between evaluating a full research report, compared
with a presentation in journal article form?

• Are there major differences of approach needed for the evaluation of quantitative and
qualitative research reports?
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POSTSCRIPT
Seven questions for information
management and systems researchers
Don Schauder

Information management and systems research: A tough
mission

It may seem strange that in a book about research in information management and systems
not much time has been spent discussing the phenomenon of information. Rather the book
has introduced a set of ideas and techniques that can help information management and
systems professionals to undertake the kind of research that extends collective
understanding of information and the way it operates in the world.

In large part the approaches and techniques covered in the book can be seen as generic for
the humanities and social sciences, and indeed for any field of rigorous inquiry. In
successive chapters of the book, these approaches and techniques have been linked to
information management and systems research and reflective practice by presenting
examples of research that has been undertaken. Even though this postscript is in some
respects a re-statement of ideas presented in earlier chapters it seems appropriate, in
closing, to highlight some of the special challenges of information as a focus of research
endeavour.

Information, at the level of abstraction that generally concerns information management and
systems researchers and practitioners, begins and ends with knowledge in the minds of
people - hence its intimate connection with the burgeoning field of knowledge management.
Specifically, information management and systems research is about how people gain,
share, and preserve knowledge through selectively encoding it as information which can be
transmitted, stored and retrieved through appropriate information systems. Any conceivable
system of signs - including languages (natural and computer), mathematical notations,
graphical or musical representations and even realia - can be used for such transmission and
storage. The process by which people share knowledge is communication, and information
can be understood as the content of communication within specific contexts.

In 1927 the mechanistic world-view of atomic physics was changed forever when
Heisenberg enunciated the 'uncertainty principle', namely that the techniques available to
measure the position and momentum of particles themselves affected the values of those
variables (Berry 1988). Similarly, the impact of the observer on the observed and vice versa
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- what Giddens has called 'the double hermeneutic' (Giddens 1996, pp. 75-76) - is an issue
for all social sciences, but for information management and systems it is especially acute.

Why so? Because the very purpose of the family of information technology disciplines to
which information management and systems belongs, is to discover ways of using
technology to 'improve' communication. Whether or not the interventions of information
technology improve or merely change information flows and resources within information
communities, it is difficult - at the beginning of the twenty-first century - to conceive of an
information management and systems research praxis that is 'pure', that does not have the
potential for changing the situation under study, however slightly. This is even true of
historical research in information management and systems where the way the past is
interpreted can alter attitudes to issues in the present. The spirit of information management
and systems research tends to be 'applied', rather than 'pure'.

Moreover, information management and systems research is no more exempt than any other
social action from what Giddens (1996, p. 100) calls 'duality of structure', where all human
action - however humble or 'everyday' - in some way changes the structure of the social
environment which both supports and constrains such action.

It is entirely legitimate for an information management and systems researcher to choose a
focus nearer the 'pure' end of the spectrum, and indeed all information management and
systems research projects are in some degree hybrids of pure and applied. The point is that
the researcher needs to be self-aware of how far the project comprises detached observation,
and how far it constitutes intervention.

In the television series Star Trek (1999) there is the principle of the 'prime directive'. The
directive states that crew members, in their explorations of space, should not take actions
that will distort the development ofalien societies with whom they come into contact. This
seemingly worthy principle is arguably an impossible expectation for any social action, and
perhaps especially for information management and systems research because such research
concentrates on communication - one of the fundamental processes that make societies
what they are. Intervention is an issue that must be consciously confronted in good
information management and systems research, and clearly reflected in the research design.

The question therefore that the researcher needs to ask is:

• To what extent is my research an intervention?

In the likely event that some form of intervention is occurring, ethical considerations need
to be at the forefront of the researcher's mind. Important issues to address are not only
'What good can this research do?' but also 'What harm can it do, and to whom?' Changes
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to an existing pattern of information flows and resources almost inevitably bring with them
changes in power relationships. So another key question is:

• How can I ensure that good. not harm. will flow from my research?

Seeing, observing and modelling

Central to the idea of research is to find ways of seeing. The very word theory derives from
the Greek, to see or behold - theatre comes from the same root (Skeat 1887, p. 503). The
great theoretical traditions of positivism and interpretivism are alternative ways of seeing.
Researchers need to be self-aware of their theoretical positioning, and to make this explicit
to all stakeholders in the research.

Research needs to involve both theoretical perspectives and sufficient specific observation
to address the research question. In short, the researcher must model.

If the issues of involvement and detachment took us to the Star Trek prime directive, then
the notion of modelling takes us to the holodeck, that remarkable venue on the starship
where any kind of physical reality can be simulated at a level which, for practical purposes,
is indistinguishable from the original.

It is yet another manifestation of the toughness or complexity of information management
and systems research that what is studied - information phenomena - are in essence the
same as how they are studied - the 'tools' used to study them. Both are constituted of
processes of modelling.

What information management and systems researchers study is how people selectively take
parts of their 'knowledge' - the memories and thoughts that exist in their minds - and
encode these as representations through 'live' (for example, conversation) or 'recorded' (for
example, a written letter) information media so that others can decode them and add them,
again selectively, to their own knowledge. In other words they create a model or
representation of some aspect of their knowledge.

How information management and systems researchers study such phenomena is that they in
turn use information models to explicate the communicative modelling processes they are
observing!

In both everyday life and research, such externalised modelling of knowledge may also be
used to communicate with oneself- for example writing in a diary or notebook - in order to
'refresh' one's memory or knowledge at a later date. In daily life people create information
models for all sorts of reasons. These include:



326 Research methods for students, academics and professionals

• reminding (for example, a snapshot of baby in a particular mood);

• proving (for example, a birth certificate as evidence of baby's identity);

• explaining (for example, an x-ray ofa baby's broken leg, to explain the injury);

• predicting (for example, trend statistics about the health of babies);

• discovering (for example, a psychological hypothesis about developmental stages in
babies);

• deciding (for example, a dietitian's checklist about what you should feed baby);

• entertaining (for example, the movie 'Baby's Day Out' - baby as pop hero); and

• enculturating (for example, stories of the baby Moses or Jesus).

The modelling undertaken by information management and systems researchers can involve
all of the above, except perhaps the last two. As already suggested, the mind-bending part is
that what information management and systems researchers are modelling is other people's
information modelling!

A research model need not 'look like' what it represents. It can be a series of equations, a
conceptual diagram, or an account in words. Good examples are entity-relationship
diagrams in information systems. Such models, that select and represent only high-priority
factors and relations, are called homomorphic. On the other hand - in holodeck style - a
model can look exactly like what it represents. Such 'total' models are called isomorphic
(Beer, Strachy, Stone and Torrance 1988).

All models reflect a system. They map the elements of the system. Some information
models are static and do not change, while others are dynamic and change with feedback.
Some are concrete and can be experienced through the senses (like a pilot-training
simulator), while others are abstract and can only be perceived by the intellect. Some can be
causal (as in system dynamics modelling), while others can be associative or probabilistic
(like a Chi-square test). Some can focus on only one or a few factors or relationships (like in
simple majority decision-making), while others can involve innumerable factors (like
explanations of 'the global information society').

More examples of information models in everyday life include: the local street directory
(homomorphic); radio-controlled model aircraft (isomorphic); a printed novel like Pride
and prejudice (homomorphic, compared to - say - the video version, and also in its
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selectivity from the universe of social relationships that it represents); schematisations of
knowledge such as the Dewey Decimal Classification or the Library of Congress Subject
Headings (homomorphic). As with other conceptual categories used in social science,
homomorphism and isomorphism need not be mutually exclusive. There are many hybrid
categories of model across the spectrum between these two •pure ' types.

What about Elle Macpherson - the supermodel. Is she a model in the sense discussed? Elle
on a magazine cover is indeed an abstraction and codification taken from the publicist's
knowledge of the •whole ' Elle Macpherson to enculturate or persuade others into certain
values about beauty and fashion. In this sense the magazine Elle Macpherson is a model (a
hybrid homomorphic-isomorphic model) while the whole Elle (at home, away from
cameras) is not.

What about an elephant in the zoo? To the extent that this is not an elephant in the natural
state, but displayed by the zoo to represent a class or category of animal for explanatory
purposes - that live elephant is an information model (isomorphic). Return it to the wild,
cease using it for education, research or entertainment, and it is a model no longer.

So in addition to the questions of observation versus intervention, and consequentially of
ethical principles in research, further key questions the information management and
systems researcher should ask are:

• Am I clear about my way ofseeing - my theoretical perspective or perspectives - and
can I explain why I have chosen them?

• Am I clear about the 'real world' information modelling phenomenon I am studying. as
well as the research modelling approach I am using to study it?

Arguably there is greater congruence between certain kinds of theorising and certain kinds
of modelling. For example the preferred setting for research proceeding from an
interpretivist theoretical position is immersion in the information phenomena under
consideration, as in action-research. For an action-researcher, the information community in
which they participate becomes a research model (rather like an elephant selected for study
in the wild becomes a model in the context of the research). Positivist theorising and
homomorphic modelling fit well together, and so do interpretivist theorising and isomorphic
modelling. Once again, powerful hybrid combinations cannot be excluded. However a
question that the researcher needs to examine is:

• Is there harmony between my theoretical perspective and my modelling?
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Two final questions

The great seventeenth century physicist, Newton, was - by reliable accounts - not an easy
person to get on with. Contemporaries acknowledged his genius but found him arrogant and
difficult. However in reflecting on his own research this intellectual colossus who
transformed humankind's understanding of the universe in so many ways, said:

I do not knowwhat I mayappearto the world,but as to myself, I seem to have been
only likea boy playingon the seashore and diverting myselfin now and then finding
a smoother pebbleor a prettiershell than ordinary,while the greatocean of truth lay
all undiscovered beforeme (Grigson and Gibbs-Smith 1954,p. 303).

And the nineteenth century poet Tennyson wrote of the desire of his hero Ulysses:

To follow knowledge likea sinkingstar,
Beyond the utmostboundof human thought (Tennyson 1842).

It was a journey Ulysses could make only in company with his peers.

Information management and systems researchers are privileged to have information as their
subject of study - information, the very phenomenon that makes possible the sharing and
transmission of knowledge. From the smallest localised group, to collective action on a
global scale, the vast and intricate ecology of information flows, resources and systems
make possible the patterns of human interdependence that we call society. It is an awesome
terrain. Yet while information management and systems researchers must go forward with
confidence in their research approaches and techniques they must also ask themselves:

• Do I sufficiently comprehend and respect the extent and complexity ofthe field ofstudy
in which I am engaged?

• As well as confidence in myself, do I have the humility always to stay alert to the ideas
ofcolleagues and to honour their contributions to the advancement ofour common
research quest?
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Glossary of terms used in research

This glossary does not include all the terms with which readers may be unfamiliar, for
example, sampling terms presented in Chapter 13 or definitions of major research methods
such as case study. Given that some terms represent complex ideas the definitions included
below are intended to provide only a starting point of understanding.

A priori: obtained by deduction without sensory experience (The Concise OxfordDictionary,
1982). See also Deductive reasoning.

Constructivist: the qualitative research paradigm which emphasises either the personal,
subjective construction of reality and/or the social (or shared) construction of reality produced
by humans acting together. See also Interpretivist and Naturalistic inquiry.

Critical theorists: aim, through the writing of value-laden texts, to liberate groups which are
seen to be oppressed, for example women or certain racial groups, and to produce
transformations in the social order.

Deductive reasoning: begins with a generalisation and then moves to inferences about
particular instances. See also A priori.

Diplomatics: body of techniques, theories and principles for analyzing the form, function and
genesis of documents, with a particular view to establishing authenticity.

Ernie: insider views, which ethnographers/participant observers, particularly, aim to obtain.
See also Etic.

Empirical: based on observation or experience.

Epistemology: the theory of knowledge; a concern with what constitutes knowledge and how
knowledge is formed,

Ethics: a set of moral principles; the rules of conduct recognized in a particular profession or
area of human life (The newshorter OxfordEnglish dictionary 1993, p. 856).

Ethnography: the study and description of people in their everyday contexts.

Etic: reliance on an outsider perspective, which occurs with most positivist research. See also
Emic.
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Grounded theory: theorywhichis builtfromthe groundupwards, that is fromdata observed
and collected in the field.

Hermeneutics: concerned with interpretation; 'the viewthatobservation is an interpretive
process' (Bradley and Sutton1993, p. 406).

Historiography: body of techniques,theories and principlesof historical research and
presentationinvolvinga critical examination, evaluation,and selection of material from
primary and secondarysources.

Homomorphic models: minimalistsymbolic representations of key factors and
relationships.

Hypothesis: an educated guesswhichpredicts the relationship betweentwo or more variables
in a research study, for example the relationship betweenlevelof education and libraryuse.

Idiographic: 'pertaining to the intensive ... studyof an individual case, as a personality or
socialsituation'(Macquarie dictionary 1987, p. 867).Antonym of Nomothetic.

Inductive reasoning: beginswithintense investigation of a particular instance or instances,
and concludes with general statements or principles. As used in 'interpretivism', it involves the
'immersion' of the researcher in the field. Dataare collected, analysed, and then 'researchers
develop concepts, insights andunderstanding frompatterns in thedata ...' (Reneker1993, p.
499). It is alsoused in 'groundedtheory'.

Interpretivist or interpretive: refers to thequalitative research paradigm. interpretivism,
whichemphasises natural settings and how individual participants perceive eventsand
interactions withinthosesettings. Focusis on inductive reasoning. Stylesof research which
comeunderthe interpretivist umbrella are naturalistic and constructivist. See also
Constructivist and Naturalistic inquiry.

Isomorphic models: holistic re-creations of phenomena understudy, or 'framing' of actual
whole phenomena for purposes of research.

Iteration: the interweaving of various elements in the research process, wherethe development
of one influences the other. Forexample the interweaving of data collection and the elaboration
of theoryas researchers movebackwards and forwards in a qualitative study;the interweaving
of thedevelopment of research questions and the examination of different bodiesof literature.

Likert scale: a ratingscale(usually five-point), frequently used in quantitative research, on
whichrespondents to a research studyare askedto rate theirpreferences or the frequencies of
theiractivities.

Method: see Research method.
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Methodology: 'a set ofprinciples of methods, which in any particular situation have to be
reduced to a method uniquely suitable to that particular situation' (Checkland, 1993, p. 161).
Not to be confused with 'method' as an instance of methodology.

Narrative analysis: Body of techniques for examining how narrative or rhetorical tropes
are used in documents to "tell stories" or advance particular perspectives or arguments.

Naturalistic inquiry: a complex term, which at its simplest level, means the conduct of
research in a natural setting. See also Constructivist and lnterpretivist.

Nomothetic: 'pertaining to the search for general laws' (Macquarie dictionary 1987, p.
1158). Antonym of Idiographic.

Non-probability samples: samples which do not meet the standards of probability
samples where the probability or likelihood of the inclusion of each element of the
population can be specified.

Norm: establishing a norm (that is, a standard or pattern).

Ontology: the science or study of being. In discussions of philosophies of research, it
'refers to the claims or assumptions that a particular approach to social enquiry makes
about the nature of social reality - claims about what exists, what it looks like, what units
make it up and how these units interact with each other' (Blaikie 1993, p. 6).

Paradigm: a set of underlying principles which provides a framework for understanding
particular phenomena.

Performance measurement: where output measures are used to determine what has been
accomplished by specific programs, services or resource availability.

Phenomenology: description and classification of phenomena, embracing 'the host of
personal meanings that are derived from the context of direct experiencing' (Bums 1990,
p.9).

Positivist: from the research tradition, positivism, which adheres to the scientific mode of
inquiry and emphasises deductive reasoning, measurement and quantitative data.

Probability sampling: the probability or likelihood of the inclusion of each element of the
population can be specified. In true probability sampling, each element must have an equal
and independent chance of being included in the sample.

Prototype: a working version or model of an application system (Pratt and Adamski, 1991,
p.807).
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Qualitative data: data in the form of words. (Note that the description of qualitative
'research', rather than 'data', is complex. It is discussed in detail in various chapters of the
book.)

Quantitative data: data in the form of numbers. (Note that the description of quantitative
'research' , rather than 'data', is complex. It is discussed in detail in various chapters of the
book.)

Random sample: each element in the population has an equal and independent opportunity
of being selected in the sample.

Relativism: the notion that there is no absolute truth. Truth is contingent on the observer,
and the time and place of the observation.

Reliability: is concerned with obtaining consistent, stable research results with replication.

Research method: provides a design for undertaking research, which is underpinned with
theoretical explanation of its value and use. Techniques for data gathering and sample
selection are usually included as part of this design. (Note that this is the definition
employed in this book. Others may adopt different perspectives.)

Research technique: technique means literally 'method ofexecution' (Webster's New
International Dictionary ofthe English Language 1934). In research, techniques are mainly
used to collect data.

Symbolic interactionism: a sociological theory which emphasises the individual as a
creative, thinking entity, capable of choosing behaviour rather than simply reacting to
large-scale forces, as implied by functionalist theories.

Taxonomy: (scientific) classification.

Technique: see Research technique.

Theoretical sample: a sample intended to reflect all the major categories of people relevant
to the research.

Theory: a viewpoint or perspective which is explanatory. A social science theory is 'a
systematic explanation for the observed facts and laws that relate to a specific aspect oflife'
(Babbie, 1989, p. 46).

Triangulation: the use of two or more methods or techniques to investigate the same
research question, or the collecting of' ...information from several sources about the same
event or behavior' (Hittleman and Simon 1992, p.196).

Validity: is concerned with accuracy. It is a very complex term. Validity in measurement
refers to the extent to which a research instrument measures what it is designed to measure.
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Variable: something which varies. In a research study examples of possible variables are
age, level of education, frequency of library use (for example of respondents in a survey).
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