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Preface	to	Fifth	Edition

This	new	edition	has	been	substantially	rewritten.	Drawing	upon	comments
from	readers	of	the	fourth	edition,	I	have	made	the	following	changes:

A	new	chapter	on	generalising	from	case	study	research	which	addresses
the	perennial	issue	of	‘How	many	cases	do	you	need?’
The	organisation	of	the	book	is	simplified:	there	are	now	only	three
sections	and	discussion	of	how	to	make	qualitative	research	credible	is
moved	to	an	earlier	position,	immediately	after	the	chapter	on	case	study
research.
Throughout	the	book,	consistent	use	is	made	of	two	qualitative	research
models:	naturalism	and	constructionism.	This	is	in	line	with	current
usage	and,	I	believe,	makes	the	book	easier	for	students	to	follow.
Many	more	recent	case	study	examples	drawn	from	a	broad	range	of
disciplines	including	business,	education,	social	work	and	geography	as
well	as	health	studies.
Greater	attention	to	research	based	on	Internet	data	including
‘netnography’	(Kozinets,	2010).
Chapter	1	has	a	new	introduction	outlining	the	meaning	of	‘research’.
Chapter	2	now	includes	a	discussion	of	mixed	methods.
Chapter	6	has	an	expanded	discussion	of	the	ethics	of	Internet	research
and	Chapter	9	a	new	section	on	netnography.
Chapter	10	has	new	sections	on	organisational	documents	(including	a
discussion	of	corporate	social	responsibility)	and	on	documents	of
everyday	life	(e.g.	blogs	and	diaries).
Chapter	13	now	makes	it	clear	that	writing	a	research	report	should	not
be	a	linear	process.
Chapters	14	and	15	are	illustrated	with	case	examples	from	a	wider
range	of	disciplines.
Where	the	number	of	an	exercise	appears	in	red,	the	book’s	website
includes	a	model	answer.
For	ease	of	access,	all	links	provided	in	this	book	now	appear	in	the
website.	All	links	listed	in	this	book	were	checked	in	early	2014.

My	aim	has	been	to	develop	the	book	further	as	an	undergraduate
introductory	qualitative	methods	text	which	complements	the	postgraduate
focus	of	Doing	Qualitative	Research.	Rather	than	attempting	to	turn	this
volume	into	simply	an	undergraduate	research	project	book,	my	focus	is	on
introducing	first-degree	students	to	the	theory,	methods	and	practice	of



qualitative	research.	In	this	way,	I	have	tried	to	make	this	book	suitable	for
both	taught	courses	and	research	projects	at	the	undergraduate	level.

Like	the	fourth	edition,	this	volume	offers	a	companion	website	with
additional	case	studies	provided	by	links	to	Sage	journals.	It	also	provides
links	to	useful	websites,	podcasts	and	YouTube	videos.	This	fifth	edition	is
also	accompanied	with	its	own	group	page	on	www.methodspace.com	where
users	can	give	feedback	and	discuss	research-related	topics.

Like	earlier	editions	of	this	book,	I	aim	to	demonstrate	that	qualitative
research	is	not	simply	a	set	of	techniques	to	be	slotted	into	any	given	research
problem.	That	is	why	this	book	concentrates	on	data	analysis	rather	than
simply	data	gathering.	Indeed,	at	the	very	start	of	qualitative	research,
analytic	issues	should	be	to	the	fore.

Contrary	to	the	common	tendency	simply	to	select	any	given	social	problem
as	one’s	focus,	I	try	to	demonstrate	that	research	problems,	at	any	level,	need
to	be	analytically	defined.	Indeed,	in	qualitative	research,	it	often	makes	sense
to	begin	without	a	clearly	defined	problem	and	to	gradually	work	towards	a
topic	by	confronting	data	with	the	simple	question:	‘What	is	going	on	here?’
Here,	as	elsewhere,	my	position	derives	from	a	constructionist	stance	in
which	my	preference	is	to	gather	naturalistic	data	in	order	to	study	how
people	put	their	world	together	in	everyday	situations.	This	involves:

studying	what	people	do	(i.e.	their	behaviour)	rather	than	focusing	upon
their	thoughts	and	perceptions
a	concern	with	what	is	taken	for	granted	in	everyday	life,	finding
extraordinary	features	in	apparently	ordinary	activities	and	noting	the
ordinary	organisation	of	apparently	extraordinary	events	(see	Silverman,
2013b	and	Chapter	1)
a	preference	for	naturalistic	data	(e.g.	observations,	documents,	audios
and	videos)
a	concern	with	the	sequences	in	which	behaviour	is	embedded
an	attention	to	context	and	a	refusal	to	triangulate	data	gathered	in
different	ways
contributing	to	practice	often	by	revealing	the	potential	of	unnoticed
participant	skills.

You	should	be	aware	that	this	is	a	minority	position	within	the	qualitative
research	community.	Most	qualitative	research	is	based	on	what	I	call	a
naturalistic	model	(see	Chapter	1).	This	involves:

studying	what	people	think	or	feel	(i.e.	their	‘experiences’)
a	preference	for	interviews	and	other	kinds	of	manufactured	data

http://www.methodspace.com


using	methods	of	analysis	which	pay	little	attention	to	sequential
organisation	(e.g.	content	analysis	or	thematic	analysis)
a	willingness	to	triangulate	data	from	different	contexts

In	brief,	for	me,	this	majority	position	has	many	faults:

Its	focus	on	‘experience’	more	or	less	replicates	the	predominant	focus	of
contemporary	Western	cultures	(i.e.	it	is	the	arena	of	talk	show	hosts	like
Oprah	Winfrey	rather	than	a	specifically	social	science	perspective).
Its	assumption	that	subjective	factors	like	beliefs,	perceptions	and
motives	shape	behaviour	is	over-rationalistic.	Most	of	the	time	we	just
get	on	with	things	and	only	worry	about	what	they	‘mean’	if	something
out	of	the	ordinary	occurs.
Its	lack	of	attention	to	how	people	attend	to	the	sequencing	or
positioning	of	actions	tends	to	define	people	as	‘dopes’.
Its	use	of	triangulation	can	be	a	form	of	crude	positivism.	Ironically,
positivists	are	often	in	a	better	position	to	study	‘meanings’	than
naturalists	(e.g.	they	can	study	large	numbers	of	people,	use	reliable
measures	and	come	up	with	reliable	correlations).

None	of	this	means	that	the	reader	should	expect	to	find	that	this	book
contains	a	polemic	(a	polemical	treatment	is	offered	in	Silverman,	2013b).
My	central	aim	here	is	to	show	the	value	of	a	range	of	methodologies	in	social
research	and	to	equip	the	reader	with	some	of	the	skills	necessary	to	apply
these	methodologies.	I	recognise	that	many	qualitative	researchers	follow	this
majority	position	and	so	this	book	shows	how	to	make	intelligent	use	of
interview	and	focus	group	data.

Writing	a	book,	like	most	things	we	do,	is	related	to	our	own	biography.	I	say
‘related	to’	because	it	is	both	inappropriate	and	foolish	to	reduce	a	piece	of
writing	to	the	personal	experiences	of	its	author.	Indeed,	nothing	makes	me
cringe	more	than	those	endless	chat	shows	where	the	topic	is	always
someone’s	‘personality’	rather	than	their	work.	Here,	as	elsewhere,	then,	one
should	trust	the	tale	and	not	the	teller,	although	my	biographical	background
is	sketched	out	in	Chapter	15.

It	is	the	craft	of	social	research	that	this	book	sets	out	to	convey	rather	than
the	passive	ability	to	regurgitate	appropriate	answers	in	methodology
examinations.	I	believe	that	knowledge	has	little	to	do	with	rote	learning
about	the	advantages	and	disadvantages	of	various	approaches	or	methods.	To
this	end,	my	discussion	is	illustrated	by	many	detailed	examples	of	qualitative
research	studies.	Technical	terms	are	highlighted	and	included	in	the	Glossary.

To	be	effective,	a	textbook	should	offer	an	active	learning	experience.	In



ancient	Greece,	Socrates	encouraged	understanding	by	asking	his	students
pointed	questions.	Much	more	recently,	another	philosopher,	Ludwig
Wittgenstein,	filled	his	book	Philosophical	Investigations	with	hundreds	of
provocative	questions.	Interestingly	enough,	a	period	of	teaching	in	an
elementary	school	had	shown	him	how	real	learning	often	comes	by	working
through	particular	examples.

Learning	through	doing	is	a	wonderful	way	of	appropriating	knowledge	and
turning	it	into	useful	skills.	The	point	has	not	been	lost	in	distance-learning
programmes	(like	those	at	the	Open	University	in	the	UK).	Thus,	I	provide
many	exercises,	linked	to	the	surrounding	text.

These	exercises	often	involve	the	reader	in	gathering	and/or	analysing	data.
My	aim	is	that	the	users	of	this	book	will	learn	some	basic	skills	in	generating
researchable	problems	and	analysing	qualitative	data.	As	I	have	confirmed
through	using	these	materials	for	assessment	on	an	undergraduate	course,	the
exercises	also	give	students	an	ability	to	show	the	skills	of	their	craft	in	a	way
that	is	not	usually	possible	in	the	confines	of	a	normal	examination	method.

I	believe	that	the	most	challenging	of	these	skills	arises	in	defining	research
problems	and	in	analysing	data.	So	this	present	book	is	not	a	‘cookbook’:	it
does	not	discuss	in	detail	many	of	the	practical	issues	involved	in	the	research
process	(e.g.	how	to	obtain	access	or	how	to	present	oneself	to	research
subjects).	Some	of	these	matters	can	only	be	settled	by	practical	experience.
Others	involve	concealed	analytic	issues	(e.g.	about	the	character	of
observation)	which	are	discussed	in	this	book.

I	envisage	this	reshaped	text	as	a	companion	volume	to	the	fourth	edition	of
my	recent	book	Doing	Qualitative	Research	(2013a).	That	book	is	a	guide	to
the	business	of	conducting	a	research	project	at	the	graduate	level.	This	book
is	more	introductory	and,	together	with	its	accompanying	volume	of	key
readings	(Silverman,	2011),	seeks	to	offer	the	background	undergraduate
students	need	for	a	methods	course	or	when	contemplating	their	own	small-
scale	qualitative	research	study.

For	my	sense	of	this	‘background’,	I	will	use	the	words	of	Wittgenstein	who,
in	closing	his	Tractatus	Logico-Philosophicus,	tells	us:

My	propositions	serve	as	elucidations	in	the	following	way:	anyone	who
understands	me	eventually	recognises	them	as	nonsensical,	when	he	has
used	them	–	as	steps	–	to	climb	up	beyond	them	(he	must,	so	to	speak,
throw	away	the	ladder	after	he	has	climbed	up	it).	He	must	transcend
these	propositions,	and	then	he	will	see	the	world	aright.	(1971:	6.54)



It	is	my	hope	that	this	book	may	serve	as	something	like	Wittgenstein’s
ladder,	providing	an	initial	footing	for	students	then	to	go	off	to	do	their	own
research	–	charting	new	territories	rather	than	restating	comfortable
orthodoxies.

A	number	of	friends	have	contributed	to	this	fifth	edition.	I	am	very	grateful
for	the	comments	I	have	received	from	Marie	Buscatto,	Kathy	Charmaz,	Jay
Gubrium,	Jonathan	Potter,	Tim	Rapley,	Cathy	Riessman	and	Sue	Wilkinson.	I
thank	Christian	Heath,	Paul	Luff	and	Cambridge	University	Press	for
allowing	me	to	reproduce	in	Chapter	10	passages	from	Heath	and	Luff’s	book
Technology	in	Action	(2000).	I	am	also	grateful	to	Clive	Seale	for	giving	me
permission	to	mention	certain	Internet	links	recommended	in	his	edited
textbook	(Seale,	2004b)	and	to	Sara	Cordell	for	keeping	my	back	in	good
enough	shape	to	be	able	to	finish	this	book.

My	editor	at	Sage,	Katie	Metzler,	has	been	a	constant	source	of	help.	Katie
did	a	very	useful	survey	of	responses	to	the	previous	edition	of	this	book	and
made	many	helpful	suggestions	about	how	this	present	volume	could	be
adapted.	Naturally,	I	alone	am	responsible	for	any	errors	or	omissions
contained	in	this	book.
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

understand	what	is	meant	by	qualitative	research
link	your	research	topic	to	an	appropriate	methodology
recognise	the	advantages	and	disadvantages	of	both	qualitative	and	quantitative	methods
understand	the	diverse	approaches	underlying	contemporary	qualitative	research.

1.1	A	simple	definition
If	you	ask	someone	what	‘research’	means,	they	may	well	tell	you	that	it
involves	‘finding	things	out’.	There	is	nothing	wrong	in	this	response	as	far	as
it	goes.	But	it	leaves	hanging	how	we	find	things	out.

There	are	many	ways	of	acquiring	knowledge.	For	instance:

asking	a	friend	or	teacher	who	you	think	knows	about	the	topic
searching	the	Internet	by	using	Google	or	Wikipedia	or	by	asking	friends
on	Facebook	or	Twitter
gathering	information	from	‘old-fashioned’	media	like	newspapers	or
television.

Scientific	research	acquires	knowledge	in	a	rather	different	way:

it	determines	what	needs	to	be	‘found	out’	by	reviewing	existing
scientific	knowledge	on	the	topic	often	by	consulting	scientific	journals
it	formulates	a	‘problem’	or	research	topic	by	reference	to	particular
scientific	theories	and	concepts
it	uses	rigorous	methods	to	discover	new	and	surprising	facts	rather	than
just	to	confirm	what	we	previously	think	we	know	or	expect
rather	than	being	interested	in	knowledge	simply	to	solve	a	practical
problem,	scientific	research	is	often	interested	in	knowledge	‘for
knowledge’s	sake’.

Say	we	are	interested	in	the	uses	of	different	mobile	phones.	The	practical
question	here	might	be	simply	knowing	which	phone	to	buy.	To	answer	this
question,	we	might	consult	friends	and/or	Internet	information.	By	contrast,
scientific	research	on	mobile	phone	use	would	set	out	to	answer	different,
more	theoretical,	questions.	For	instance:

1.	 what	brands	different	consumers	prefer,	related	to	factors	like	their	age,
gender	and	occupation

2.	 how	particular	groups	of	people	in	certain	situations	actually	use	their



mobile	phones.

Example	1	is	the	kind	of	research	question	that	is	often	addressed	by
quantitative	methods,	for	instance	by	a	survey	of	a	random	sample	of	people
who	are	asked	questions	about	their	consumer	preferences.	Their	answers	are
then	tabulated	and	related	to	‘facesheet	variables’	like	age,	gender	and
occupation.	By	contrast,	example	2	involves	a	study	of	what	people	actually
do	in	real-life	contexts.	It	is	best	addressed	by	qualitative	methods	including
observation,	video	or	diary-keeping.

These	two	examples	seem	to	give	a	quite	straightforward	distinction	between
quantitative	and	qualitative	research:

Quantitative	research	involves	numerical	analysis	of	the	relationship
between	variables.
Qualitative	research	involves	verbal	description	of	real-life	situations.

These	simple	differences	are	set	out	in	Table	1.1.

Source:	adapted	from	Justesen	and	Mik-Meyer	(2012:	15-17)

1.2	Some	complications
I	thought	it	would	be	helpful	to	begin	by	setting	out	some	simple	distinctions.
Unfortunately,	matters	are	a	little	more	complicated	as	the	following	list
indicates:

Example	2	(studying	how	particular	groups	of	people	actually	use	their
mobile	phones)	assumes	that	qualitative	researchers	always	study	real-
life	situations	in	their	actual	context.	However,	much	qualitative	research
is	based	on	researcher-provoked	data	derived	from	methods	like
interviews	or	focus	groups.
So,	as	we	shall	see	at	the	end	of	this	chapter,	‘qualitative	research’	covers
a	wide	range	of	different,	even	conflicting,	activities	based	on	different,



conflicting	theoretical	perspectives.
If	‘qualitative	research’	is	being	used	merely	as	some	sort	of	negative
epithet	(saying	what	we	are	not,	i.e.	non-quantitative),	then	I	am	not
clear	how	useful	it	is.	As	Grahame	puts	it:	‘the	notion	that	qualitative
research	is	non-quantitative	is	true	but	uninformative:	we	need	more	than
a	negative	definition’	(1999:	4).

This	means	that	it	is	no	simple	matter	to	distinguish	between	qualitative	and
quantitative	research.	Take	another	attempt	to	do	this,	set	out	in	Table	1.2.

Source:	adapted	from	Hammersley	(1992)

Unfortunately,	as	Hammersley	(1992)	himself	makes	clear,	each	of	the
assumed	differences	in	Table	1.2	are	problematic	as	follows:

Quantitative	researchers	clearly	use	words	as	well	as	numbers.	For
instance,	they	usually	offer	verbal	interpretations	of	their	statistical
tables.	It	is	also	not	true	that	numbers	are	absent	from	qualitative
research.	Having	discovered	some	phenomenon	by	qualitative	means,
there	is	every	reason	to	see	how	frequently	it	occurs	(see	my	discussion
of	the	use	of	simple	tabulations	in	qualitative	research	in	Section	4.3.2).
Quantitative	research	is	often	concerned	with	meanings	–	questionnaires
or	surveys	are	commonly	designed	to	establish	how	people	‘see’
themselves	or	others.	Qualitative	researchers	can	be	interested	in
behaviour	just	as	much	as	how	people	see	things.	Many	qualitative
studies	examine	how	people	interact	with	one	another	in	particular
settings	like	the	workplace,	a	museum	or	an	auction	house	(see	Heath,
2013,	discussed	in	Section	15.3).
The	standard,	published	quantitative	study	usually	does	begin	with	a
hypothesis	which	it	then	seeks	to	test.	However,	it	is	becoming	more
common	for	qualitative	researchers	to	begin	with	a	hypothesis.	My
research	on	advice	giving	in	HIV-test	counselling	(Silverman,	1997),
discussed	in	Chapter	11,	was	based	on	a	relevant	earlier	study.	After
more	than	a	century	of	qualitative	research,	we	would	be	in	a	bad	way	if



we	had	no	findings	that	were	worthy	of	further	study!
The	same	applies	to	generalisations.	As	I	argue	in	Chapter	3,	following
Flyvbjerg	(2004),	we	can	make	certain	kinds	of	generalisations	from
case	studies.

It	would	be	foolish,	however,	to	maintain	that	there	is	no	distinction	between
qualitative	and	quantitative	research.	This	can	be	seen	clearly	if	we	compare
the	format	in	different	journals.	Quantitative	journals	expect	their	authors	to
begin	with	a	hypothesis	which	is	then	tested	using	accepted	statistical
measures	on	a	large	number	of	cases	which	are	often	randomly	selected.
Much	of	the	material	consists	of	tables	of	numbers.	The	interpretation	of	such
tables	is	usually	postponed	until	a	final	section	which	is	often	called
‘discussion’.

By	contrast,	the	papers	in	qualitative	journals	do	not	routinely	begin	with	a
hypothesis,	the	‘cases’	studied	are	usually	far	fewer	in	number	and	the
authors’	interpretation	is	carried	on	throughout	the	writing.	There	is	usually
far	greater	attention	paid	here	to	the	particular	theory	or	‘model’	of	qualitative
research	which	the	author	is	using.	This	allows	me	to	make	some	simple,
working	distinctions	set	out	in	Table	1.3.

Table	1.3	attempts	to	paint	a	realistic	picture	of	what	most	qualitative	research
looks	like	–	of	course,	there	are	exceptions.	However,	research	methods	are
not	always	a	subject	for	rational	debate.	In	the	next	section,	you	will	see	how
people	often	make	loaded	assumptions	about	different	research	methods.

1.3	Loaded	evaluations	of	research	methods
You	may	have	had	experience	as	a	student	of	how	different	teachers	and



departments	rate	qualitative	and	quantitative	methods.	Within	social
psychology,	for	instance,	there	is	a	clear	split	between	those	who	favour
quantitative	research,	often	based	on	questionnaires	or	laboratory	studies,	and
those	who	use	qualitative	methods	to	study	interaction	in	the	‘field’	(see
Potter,	2011).	However,	you	also	have	to	bear	in	mind	that	these	methods	are
often	evaluated	differently.	This	is	shown	in	Table	1.4	which	is	drawn	from
the	terms	used	by	speakers	at	a	conference	on	research	methods	held	many
years	ago.	Unfortunately,	little	has	changed	over	the	decades	since	then.

Table	1.4	shows	how	imprecise,	evaluative	considerations	come	into	play
when	researchers	describe	qualitative	and	quantitative	methods.	Depending
on	your	point	of	view,	Table	1.4	might	suggest	that	quantitative	research	was
superior	because,	for	example,	it	is	value-free.	The	implication	here	is	that
quantitative	research	simply	objectively	reports	reality,	whereas	qualitative
research	is	influenced	by	the	researcher’s	political	values.	Conversely,	other
people	might	argue	that	such	value-freedom	in	social	science	is	either
undesirable	or	impossible.

Source:	Halfpenny	(1979:	799)

The	same	sort	of	argument	can	arise	about	‘flexibility’.	For	some	people,	such
flexibility	encourages	qualitative	researchers	to	be	innovative.	For	others,
flexibility	might	be	criticised	as	meaning	lack	of	structure.	Conversely,	being
‘fixed’	gives	such	a	structure	to	research	but	without	flexibility.

However,	this	is	by	no	means	a	balanced	argument.	Outside	the	social	science
community,	there	is	little	doubt	that	quantitative	data	rule	the	roost.
Governments	favour	quantitative	research	because	it	mimics	the	research	of
its	own	agencies	(Cicourel,	1964:	36).	They	want	quick	answers	based	on
‘reliable’	variables	which	can	be	reliably	audited.	Similarly,	many	research
funding	agencies	call	qualitative	researchers	‘journalists	or	soft	scientists’



whose	work	is	‘termed	unscientific,	or	only	exploratory,	or	entirely	personal
and	full	of	bias’	(Denzin	and	Lincoln,	1994:	4).
For	the	general	public,	there	is	a	mixture	of	respect	and	suspicion	of
quantitative	data	(‘you	can	say	anything	you	like	with	figures’;	‘lies,	damn
lies	and	statistics’).	This	is	reflected	by	the	media.	On	the	one	hand,	public
opinion	polls	are	treated	as	newsworthy	–	particularly	immediately	before
elections.	On	the	other	hand,	unemployment	and	inflation	statistics	are	often
viewed	with	suspicion	–	particularly	when	they	appear	to	contradict	your	own
experience	(statistics	which	show	that	inflation	has	fallen	may	not	be	credible
if	you	see	prices	going	up	for	the	goods	you	buy!).

For	this	reason,	by	the	beginning	of	the	new	millennium,	in	many	Western
countries,	the	assumed	reliability	of	quantitative	research	was	starting	to	be
under	significant	threat.	The	failure	of	surveys	of	voting	intention	in	the
British	general	election	of	1992	(almost	comparable	with	the	similar	failure	of
US	telephone	poll	studies	in	the	1948	Truman–Dewey	presidential	race)	made
the	public	a	little	sceptical	about	such	statistics	–	even	though	the	companies
involved	insisted	they	were	providing	only	statements	of	current	voting
intentions	and	not	predictions	of	the	actual	result.	The	case	study	below
provides	a	recent	example	of	how	one	polling	company	approaches	the
problem	of	measuring	voting	intentions.

Part	of	the	public’s	scepticism	about	statistics	may	be	due	to	the	way	that
governments	have	chosen	numbers	selectively.	For	instance,	while	the	US
administration	kept	statistics	on	US	soldiers	killed	in	Iraq,	it	published	no	data
on	the	numbers	of	Iraqi	citizens	killed	since	the	2003	Iraq	War.	Or,	to	take	a
second	example,	in	2005	the	British	Chancellor	of	the	Exchequer	(finance
minister)	announced	a	change	in	the	years	which	constituted	the	present
economic	cycle.	While	this	change	appeared	to	be	purely	technical,	it	enabled
the	British	Treasury	to	sanction	increasing	national	debts	which,	under	the
previous	methods,	would	have	broken	the	Chancellor’s	‘golden	rule’	and-
clabout	public	borrowing.

But	such	concerns	may	constitute	only	a	‘blip’	in	the	ongoing	history	of	the
dominance	of	quantitative	research.	Qualitative	researchers	still	largely	feel
themselves	to	be	secoss	citizens	whose	work	typically	evokes	suspicion,
where	the	‘gold	standard’	is	quantitative	research.

It	is	important	to	be	aware	of	the	environment	in	which	research	functions.	At
the	same	time,	it	is	important	to	try	to	avoid	these	kind	of	value-judgements.
As	I	argue	in	the	next	section,	research	methods	are	rarely	intrinsically	‘right’
or	‘wrong’.



Link

ben	Goldacre’s	blog	(see	www.badscience.net/)	looks	at	how	the	press	reports	(and	distorts)
scientific	research.

Case	Study

Why	Polls	Sometimes	Show	Different	Results
How	should	you	recruit	a	sample	of	people	in	order	to	ask	about	their	voting	intentions?	Party
identification	is	usually	a	good	guide.	Should	you	base	your	sample	on	the	results	of	the	last
election?	Some	pollsters	argue	that	partisan	identification	is	fluid	and	changes	frequently.	This
approach	suggests	that	whatever	partisan	mix	falls	out	from	the	results	of	a	random	sample	is	the

http://www.badscience.net/


‘right’	answer.	Or	should	you	‘purposively’	sample	by	finding	respondents	in	numbers	which	fit
the	ratio	of	current	party	identification?
Source:	Rasmussen	Reports,	Thursday,	26	June	2008.

1.4	Methods	Should	Fit	Your	Research	Question
The	term	‘qualitative	research’	seems	to	promise	that	we	will	avoid	or
downplay	statistical	techniques	and	the	mechanics	of	the	kinds	of	quantitative
methods	used	in,	say,	survey	research	or	epidemiology.	The	danger	in	the
term,	however,	is	that	it	seems	to	assume	a	fixed	preference	or	predefined
evaluation	of	what	is	‘good’	(i.e.	qualitative)	and	‘bad’	(i.e.	quantitative)
research.	In	fact,	the	choice	between	different	research	methods	should
depend	upon	what	you	are	trying	to	find	out.

For	instance,	if	you	want	to	discover	how	people	intend	to	vote,	then	a
quantitative	method,	like	a	social	survey,	may	seem	the	most	appropriate
choice.	On	the	other	hand,	if	you	are	concerned	with	exploring	people’s	life-
histories	or	everyday	behaviour,	then	qualitative	methods	may	be	favoured.
Table	1.5	gives	three	more	examples	of	how	your	research	topic	should	guide
your	use	of	quantitative	or	qualitative	methods.



So	far	we	have	been	dealing	with	little	more	than	empty	terms,	apparently
related	to	whether	or	not	researchers	use	statistics	of	some	kind.	If,	as	I
already	have	argued,	the	value	of	a	research	method	should	properly	be
gauged	solely	in	relation	to	what	you	are	trying	to	find	out,	we	need	now	to
sketch	out	the	uses	and	abuses	of	both	quantitative	and	qualitative	methods.

Exercise	1.1

Should	I	use	qualitative	research?
When	planning	your	research	project,	try	to	answer	the	following	six	questions	suggested	by
Punch	(1998:	244–5):

1.	 What	exactly	am	I	trying	to	find	out?	Different	questions	require	different	methods	to
answer	them.

2.	 What	kind	of	focus	on	my	topic	do	I	want	to	achieve?	Do	I	want	to	study	this	phenomenon
or	situation	in	detail?	Or	am	I	mainly	interested	in	making	standardised	and	systematic
comparisons	and	in	accounting	for	variance?

3.	 How	have	other	researchers	dealt	with	this	topic?	To	what	extent	do	I	wish	to	align	my
project	with	this	literature?

4.	 What	practical	considerations	should	sway	my	choice?	For	instance,	how	long	might	my
study	take	and	do	I	have	the	resources	to	study	it	this	way?	Can	I	get	access	to	the	single
case	I	want	to	study	in	depth?	Are	quantitative	samples	and	data	readily	available?

5.	 Will	we	learn	more	about	this	topic	using	quantitative	or	qualitative	methods?	What	will	be
the	knowledge	pay-off	of	each	method?

6.	 What	seems	to	work	best	for	me?	Am	I	committed	to	a	particular	research	model	which
implies	a	particular	methodology?	Do	I	have	a	gut	feeling	about	what	a	good	piece	of
research	looks	like?

Link



For	articles	on	the	qualitative–quantitative	debate:
www.qualitative-research.net/fqs/fqs-e/inhalt1–01-e.htm

1.5	The	good	sense	of	quantitative	research
Up	to	now	we	have	been	assuming	that	quantitative	research	always	involves
studying	official	statistics	or	doing	a	survey.	Before	you	can	decide	whether
to	use	quantitative	research,	you	need	to	know	the	range	of	options	available
to	you.	Bryman	(1988)	has	discussed	the	five	main	methods	of	quantitative
social	science	research	and	these	are	set	out	in	Table	1.6.

http://www.qualitative-research.net/fqs/fqs-e/inhalt1%E2%80%9301-e.htm


Source:	adapted	from	Bryman	(1988:	11–12)

To	flesh	out	the	bare	bones	of	Table	1.6,	I	will	use	one	example	based	on	the
quantitative	analysis	of	official	statistics.	The	example	relates	to	data	taken
from	the	General	Social	Survey	(GSS)	carried	out	every	year	by	the	US
National	Opinion	Research	Center	(NORC)	and	discussed	by	Procter	(1993).

Procter	shows	how	you	can	use	these	data	to	calculate	the	relationship
between	two	or	more	variables.	Sociologists	have	long	been	interested	in
‘social	mobility’	–	the	movement	between	different	statuses	in	society	either
within	one	lifetime	or	between	generations.	The	GSS	data	can	be	used	to
calculate	the	latter	as	Table	1.7	shows.

Source:	adapted	from	Procter	(1993:	246)

Table	1.7	depicts	the	relationship	between	a	father’s	and	son’s	occupation.	In
this	case,	the	father’s	occupation	is	the	‘independent’	variable	because	it	is
treated	as	the	possible	cause	of	the	son’s	occupation	(the	‘dependent’
variable).

The	figures	appear	to	show	a	strong	association	(or	‘correlation’)	between	a
father’s	and	son’s	occupations.	For	instance,	of	the	group	with	non-manual
fathers,	63.4	per	cent	were	themselves	in	non-manual	jobs.	However,	among
sons	with	fathers	in	manual	occupations,	only	27.4	per	cent	had	obtained	non-
manual	work.	Because	the	sample	of	over	1000	people	was	randomly
recruited,	we	can	be	confident,	within	specifiable	limits,	that	this	correlation



is	unlikely	to	be	obtained	by	chance.

Quantitative	researchers	are	reluctant	to	move	from	statements	of	correlation
to	causal	statements.	For	instance,	both	father’s	and	son’s	occupations	may	be
associated	with	another	variable	(say	inherited	wealth)	which	lies	behind	the
apparent	link	between	the	occupations	of	a	father	and	son.	Because	of	such	an
‘antecedent’	variable,	we	cannot	confidently	state	that	a	father’s	occupation	is
a	significant	cause	of	a	son’s	occupation.	Indeed,	because	this	antecedent
variable	causes	both	of	the	others	to	vary	together,	the	association	between
the	occupation	of	fathers	and	sons	is	misleading	or	‘spurious’.

Along	these	lines	Procter	(1993:	248–9)	makes	the	interesting	observation
that	there	appears	to	be	a	marked	correlation	between	the	price	of	rum	in
Barbados	and	the	level	of	Methodist	ministers’	salaries:	that	is,	in	any	given
year,	both	go	up	or	down	together.	However,	we	should	not	jump	to	the
conclusion	that	this	means	that	rum	distillers	fund	the	Methodist	church.	As
Procter	points	out,	both	the	price	of	rum	and	ministers’	salaries	may	simply	be
responding	to	inflationary	pressures.	Hence	the	initial	correlation	is
‘spurious’.

While	looking	at	Tables	1.7	and	1.8,	you	may	have	been	struck	by	the	extent
to	which	quantitative	social	research	uses	the	same	language	that	you	may
have	been	taught	in	say	physics,	chemistry	or	biology.	As	Bryman	notes:
‘Quantitative	research	is	…	a	genre	which	uses	a	special	language	…
(similar)	to	the	ways	in	which	scientists	talk	about	how	they	investigate	the
natural	order	–	variables,	control,	measurement,	experiment’	(1988:	12).
Sometimes	this	has	led	critics	to	claim	that	quantitative	research	ignores	the
differences	between	the	natural	and	social	world	by	failing	to	understand	the
‘meanings’	that	are	brought	to	social	life.	This	charge	is	often	associated	with
critics	who	label	quantitative	research	as	‘positivistic’	(e.g.	Filmer	et	al.,
1972).

Unfortunately,	positivism	is	a	very	slippery	and	emotive	term.	Not	only	is	it
difficult	to	define,	but	also	there	are	very	few	quantitative	researchers	who
would	accept	it	(see	Marsh,	1982:	Ch.	3).	Instead,	most	quantitative
researchers	would	argue	that	they	do	not	aim	to	produce	a	science	of	laws
(like	physics)	but	simply	to	produce	a	set	of	set	of	cumulative	generalisations
based	on	the	critical	sifting	of	data,	that	is	a	‘science’	as	defined	above.

As	I	argue,	at	this	level,	many	of	the	apparent	differences	between
quantitative	and	qualitative	research	should	disappear	–	although	some
qualitative	researchers	remain	insistent	that	they	want	nothing	to	do	with	even
such	a	limited	version	of	science	(see	Section	1.8	below).	By	contrast,	in	my
view	at	least,	qualitative	researchers	should	celebrate	rather	than	criticise
quantitative	researchers’	aim	to	assemble	and	sift	their	data	critically	(see



Chapter	4).	As	the	next	case	study	shows,	they	occasionally	also	need	to
reconsider	whether	qualitative	methods	might	be	inappropriate	for	particular
research	questions.

Exercise	1.2

Source:	adapted	from	Lipset	et	al.	(1962)

1.	 Does	Table	1.8	show	that	there	is	an	association	between	having	a	printer	friend	and
participating	in	union	elections?	Explain	carefully,	referring	to	the	table.

2.	 Can	we	be	confident	that	the	degree	of	political	interest	of	a	printer	does	not	make	any
correlation	between	friendships	and	participation	into	a	spurious	one?

Case	Study

Asthma	and	Psychology
A	recent	newspaper	job	advertisement	sought	to	recruit	a	researcher	for	a	study	of	how	‘psycho-
social	adversity’	is	related	to	asthma	morbidity	and	care.	The	advert	explained	that	this	problem
would	be	studied	by	means	of	qualitative	interviews.

Now	consider	how	qualitative	interviews	can	help	to	address	the	topic	at	hand.	The	problem	is	not
that	people	with	asthma	will	be	unable	to	answer	questions	about	their	past,	nor,	of	course,	that
they	are	likely	to	lie	or	mislead	the	interviewer.	Rather,	like	all	of	us,	when	faced	with	an	outcome
(in	this	case,	a	chronic	illness),	they	will	document	their	past	in	a	way	which	fits	it,	highlighting
certain	features	and	downplaying	others.	In	other	words,	the	interviewer	will	be	inviting	a
retrospective	‘rewriting	of	history’	(Garfinkel,	1967)	with	an	unknown	bearing	on	the	causal
problem	with	which	this	research	is	concerned.
This	is	not	to	deny	that	valuable	data	may	be	gathered	from	such	a	qualitative	study.	Rather,	it
will	address	an	altogether	different	issue	–	narratives	of	illness	in	which	‘causes’	and
‘associations’	work	as	rhetorical	moves.	By	contrast,	a	quantitative	study	would	seem	to	be	much
more	appropriate	to	the	research	question	proposed.	Quantitative	surveys	can	be	used	on	much
larger	samples	than	qualitative	interviews,	allowing	inferences	to	be	made	to	wider	populations.
Moreover,	such	surveys	have	standardised,	reliable	measures	to	ascertain	the	‘facts’	with	which
this	study	is	concerned.	Indeed,	why	should	a	large-scale	quantitative	study	be	restricted	to
surveys	or	interviews?	If	I	wanted	reliable,	generalisable	knowledge	about	the	relation	between
these	two	variables	(psycho-social	adversity	and	asthma	morbidity),	I	would	start	by	looking	at
hospital	records.

1.6	The	nonsense	of	quantitative	research
Procter’s	attempt	to	control	for	spurious	correlations	was	possible	because	of



the	quantitative	style	of	his	research.	This	has	the	disadvantage	of	being
dependent	upon	survey	methods	with	all	their	attendant	difficulties	(see	the
case	study	below).	As	the	last	case	study	suggests,	what	people	say	in	answer
to	interview	questions	does	not	have	a	stable	relationship	to	how	they	behave
in	naturally	occurring	situations.

This	is	why	a	dependence	on	purely	quantitative	methods	may	neglect	the
social	and	cultural	construction	of	the	‘variables’	which	quantitative	research
seeks	to	correlate.	As	Kirk	and	Miller	argue,	‘attitudes’,	for	instance,	do	not
simply	attach	to	the	inside	of	people’s	heads	and	researching	them	depends	on
making	a	whole	series	of	analytical	assumptions.	They	conclude:	‘The	survey
researcher	who	discusses	is	not	wrong	to	do	so.	Rather,	the	researcher	is
wrong	if	he	or	she	fails	to	acknowledge	the	theoretical	basis	on	which	it	is
meaningful	to	make	measurements	of	such	entities	and	to	do	so	with	survey
questions’	(1986:	15).

According	to	its	critics,	much	quantitative	research	leads	to	the	use	of	a	set	of
ad	hoc	procedures	to	define,	count	and	analyse	its	variables	(Blumer,	1956;
Cicourel,	1964;	Silverman,	1975).	The	implication	is	that	quantitative
researchers	unknowingly	use	the	methods	of	everyday	life,	even	as	they	claim
scientific	objectivity	(Cicourel,	1964;	Garfinkel,	1967).	This	is	why	some
qualitative	researchers	have	preferred	to	describe	how,	in	everyday	life,	we
actually	go	about	defining,	counting	and	analysing.

Let	me	try	to	concretise	this	critique	by	means	of	some	examples	of	surveys
about	national	identity	and	briefly	review	how	they	have	been	criticised.	In
1979,	56	per	cent	of	people	in	Scotland	chose	being	Scottish	as	their	‘best’
identity.	This	compared	with	38	per	cent	who	said	they	were	‘British’.	By
2001,	the	proportions	were	77	per	cent	and	16	per	cent,	respectively	(Kiely	et
al.,	2005:	66).

Such	longitudinal	data	potentially	raise	fascinating	questions	about	the
direction	of	change.	The	data	also	directly	tie	in	to	debates	about	citizenship
and	national	identity.	Unfortunately,	robust	correlations	between	variables	are
only	as	reliable	as	the	methods	which	have	been	used	to	generate	their	data.
As	Fielding	and	Fielding	argue:	‘the	most	advanced	survey	procedures
themselves	only	manipulate	data	that	had	to	be	gained	at	some	point	by
asking	people’	(1986:	12).	Even	if	we	can	ask	questions	in	a	reliable	way,
what	people	say	in	answer	to	interview	questions	may	not	have	a	stable
relationship	to	how	they	behave	in	naturally	occurring	situations.	In	this
sense,	interview	responses	may	be	artefactual.

Again,	Fielding	and	Fielding	make	the	relevant	point:	‘researchers	who
generalize	from	a	sample	survey	to	a	larger	population	ignore	the	possible
disparity	between	the	discourse	of	actors	about	some	topical	issue	and	the



way	they	respond	to	questions	in	a	formal	context’	(1986:	21).	Of	course,
good	survey	researchers	are	conscious	of	the	problems	involved	in
interpreting	statistical	correlations	in	relation	to	what	the	variables	involved
‘mean’	to	the	participants	(see	Marsh,	1982:	Ch.	5).	As	the	researchers	who
produced	the	data	on	Scottish	identity	point	out,	even	more	nuanced	five-
point	Likert	scales	would	not	solve	this	problem	since	such	scales	‘cannot
provide	information	on	what	people	mean	by	these	categories	and	what	sort
of	decision-making	process	they	use	in	plumping	for	one	category	over
another’	(Kiely	et	al.,	2005:	66).

An	extreme	example	of	what	this	means	in	practice	is	found	in	the	recent
study	by	a	graduate	student	of	residents	in	a	Chicago	housing	project	for	the
poor	(Venkatesh,	2008).	Imagine	the	impact	on	gun-toting	gang	members	of
being	confronted	by	a	researcher	with	a	clipboard	asking	them	questions	like
‘how	does	it	feel	to	be	black	and	poor?’	and	offering	multiple-choice	answers
such	as	‘very	bad’,	‘somewhat	bad’,	‘neither	bad	nor	good’,	‘somewhat	good’
or	‘very	good’!

The	surveys	I	have	reviewed	are	dogged	by	the	problem	that	their	findings
might	be	simply	artefacts	of	the	method	employed.	However,	we	should	not
take	this	argument	too	far:

As	we	know	from	the	uncertainty	principle	recognised	in	physics,	all
data	are	to	some	extent	an	artefact	of	how	they	are	collected.
This	means	that	there	are	in	principle	no	‘good’	or	‘bad’	research
methods	and,	therefore,	the	choice	between	different	research	methods
should	depend	upon	what	you	are	trying	to	find	out.

However,	the	quantitative	desire	to	establish	‘operational’	definitions	at	an
early	stage	of	social	research	can	be	an	arbitrary	process	which	deflects
attention	away	from	the	everyday	sense-making	procedures	of	people	in
specific	milieux.	As	a	consequence,	the	‘hard’	data	on	social	structures	which
quantitative	researchers	claim	to	provide	can	turn	out	to	be	a	mirage	(see	also
Cicourel,	1964).	This	is	illustrated	by	the	two	examples	in	Table	1.9.



These	brief	(non-random!)	examples	should	allow	you	to	understand	the	kind
of	criticisms	that	are	often	directed	at	purely	quantitative	research	by	more
qualitative	‘types’.	Because	space	is	short,	Table	1.10	attempts	to	summarise
these	criticisms.

It	should	be	noted	that	Table	1.10	contains	simply	complaints	made	about
some	quantitative	research.	Moreover,	because	quantitative	researchers	are
rarely	‘dopes’,	many	treat	such	matters	seriously	and	try	to	overcome	them.
So,	for	instance,	epidemiologists,	who	study	official	statistics	about	disease,
and	criminologists	are	only	too	aware	of	the	problematic	character	of	what
gets	recorded	as,	say,	a	psychiatric	disorder	(Prior,	2003)	or	a	criminal	offence
(Noaks	and	Wincup,	2004).	Equally,	good	quantitative	researchers	are
conscious	of	the	problems	involved	in	interpreting	statistical	correlations	in
relation	to	what	the	variables	involved	‘mean’	to	the	participants	(see	Marsh,
1982:	Ch.	5).

In	the	light	of	this	qualification,	I	conclude	this	section	by	observing	that	an
insistence	that	any	research	worth	its	salt	should	follow	a	purely	quantitative
logic	would	simply	rule	out	the	study	of	many	interesting	phenomena	relating
to	what	people	actually	do	in	their	day-to-day	lives,	whether	in	homes,	offices
or	other	public	and	private	places.	But,	as	the	next	section	shows,	a	balanced
view	should	accept	the	strengths,	as	well	as	the	limitations,	of	quantitative
research.



Case	Study

Are	Artists	Sex-Crazed	Lunatics?
Here	is	a	newspaper	report	on	the	results	of	a	questionnaire	survey	comparing	artists	with	the
general	public:

artists	are	more	likely	to	share	key	behavioural	traits	with	schizophrenics	and	(to)	have	on
average	twice	as	many	sexual	partners	as	the	rest	of	the	population.

This	is	how	this	study	was	carried	out:

The	psychologists	sent	a	questionnaire	to	a	range	of	artists	by	advertising	in	a	major	visual
art	magazine	and	writing	to	published	poets	…	other	questionnaires	were	passed	to	the
general	population	by	pushing	them	through	letterboxes	at	random	…	another	set	of
questionnaires	was	filled	out	by	a	group	of	patients	diagnosed	with	schizophrenia.
(Guardian,	‘Mental	illness	link	to	art	and	sex’,	30	November	2005)

Of	course,	the	problem	with	this	quantitative	approach	is	that	answers	to	such	questionnaires	may
be	highly	unreliable.	One	critic	puts	it	even	more	strongly:

What	a	pile	of	crap.	Those	responsible	should	be	shot.	Better	still,	they	should	be	forced	to
have	several	thousand	sexual	partners.	Preferably	schizoid	artists,	bad,	ugly,	psychotic	ones.
Then	shot.
For	a	start,	they’ve	only	polled	425	people	by	placing	adverts	and	randomly	posting
questionnaires	in	artists’	whingepapers,	read	only	by	those	snivelling	in	the	evolutionary	foot
bath	of	the	artistic	gene	pool.	You	should	never	expect	people	to	tell	the	truth	about	their
sexual	shenanigans.	They	lie.	Always.	They	lie	to	themselves	–	why	would	they	tell	the	truth
to	you?	(Dinos	Chapman,	Guardian,	1	December	2005)



1.7	The	good	sense	of	qualitative	research
Qualitative	researchers	suggest	that	we	should	not	assume	that	techniques
used	in	quantitative	research	are	the	only	way	of	establishing	the	validity	of
findings	from	qualitative	or	field	research.	This	means	that	a	number	of
practices	which	originate	from	quantitative	studies	may	be	inappropriate	to
qualitative	research.	These	include	the	assumptions	that:

social	science	research	can	only	be	valid	if	based	on	operational
definitions	of	variables,	experimental	data,	official	statistics	or	the
random	sampling	of	populations
quantified	data	are	the	only	valid	or	generalisable	social	facts.

Critics	of	quantitative	research	argue	that	these	assumptions	have	a	number	of
defects	(see	Cicourel,	1964;	Denzin,	1970;	Schwartz	and	Jacobs,	1979;
Gubrium,	1988;	Hammersley	and	Atkinson,	1995).	These	critics	note	that
experiments,	official	statistics	and	survey	data	may	simply	be	inappropriate	to
some	of	the	tasks	of	social	science.	For	instance,	they	exclude	the	observation
of	behaviour	in	everyday	situations.	Hence,	while	quantification	may
sometimes	be	useful,	it	can	both	conceal	as	well	as	reveal	basic	social
processes.

Consider	the	problem	of	counting	attitudes	in	surveys.	Do	we	all	have
coherent	attitudes	on	any	topics	which	await	the	researcher’s	questions?	And
how	do	‘attitudes’	relate	to	what	we	actually	do	–	our	practices?	Or	think	of
official	statistics	on	cause	of	death	compared	with	studies	of	how	hospital
staff	(Sudnow,	1968a),	pathologists	and	statistical	clerks	(Prior,	1987)	attend
to	deaths.	Note	that	this	is	not	to	argue	that	such	statistics	may	be	biased.
Instead,	it	is	to	suggest	that	there	are	areas	of	social	reality	which	such
statistics	cannot	measure.

The	main	strength	of	qualitative	research	is	its	ability	to	study	phenomena
which	are	simply	unavailable	elsewhere.	Quantitative	researchers	are	rightly
concerned	to	establish	correlations	between	variables.	However,	while	their
approach	can	tell	us	a	lot	about	inputs	and	outputs	to	some	phenomenon	(e.g.
how	national	identity	is	correlated	with	voting	behaviour),	it	has	to	be
satisfied	with	a	purely	‘operational’	definition	of	the	phenomenon	and	does
not	have	the	resources	to	describe	how	that	phenomenon	is	locally	constituted
(see	Figure	1.1).	As	a	result,	its	contribution	to	social	problems	is	necessarily
lopsided	and	limited.



Figure	1.1	The	missing	phenomenon	in	quantitative	research

One	real	strength	of	qualitative	research	is	that	it	can	use	naturally	occurring
data	to	find	the	sequences	(‘how’)	in	which	participants’	meanings	and
practices	(‘what’)	are	deployed.	Having	established	the	character	of	some
phenomenon,	it	can	then	(but	only	then)	move	on	to	answer	‘why’	questions
by	examining	the	wider	contexts	in	which	the	phenomenon	arises	(see	Figure
1.2).

Figure	1.2	The	phenomenon	reappears

Figures	1.1	and	1.2	show	that	there	are	gains	and	losses	in	quantitative
researchers’	tendency	to	define	phenomena	at	the	outset	through	the	use	of
operational	definitions.	Such	definitions	aid	measurement	but	they	can	lose
sight	of	the	way	that	social	phenomena	become	what	they	are	in	particular
contexts	and	sequences	of	action.	As	we	shall	see	in	Chapter	2,	what	I	call
contextual	sensitivity	means	that	qualitative	researchers	can	look	at	how	an
apparently	stable	phenomenon	(e.g.	a	tribe,	an	organisation	or	a	family)	is
actually	put	together	by	its	participants.

Link



For	more	on	why	sequences	of	action	are	important,	see	my	paper	at:
www.qualitative-research.net/fqs/fqs-e/inhalt3–05-e.htm

Tip

http://www.qualitative-research.net/fqs/fqs-e/inhalt3%E2%80%9305-e.htm


When	researching	any	phenomenon,	try	putting	it	into	inverted	commas	as	an	aid	to	thinking
about	what	that	phenomenon	comes	to	be	in	a	particular	context.	This	may	lead	you	to	see
that	you	are	faced	with	a	set	of	phenomena	which	can	be	marked	by	hyphens,	for	example
the	family-in-the-household;	the	family-in-public;	the	family-as-depicted-by-the-media;	the
family-as-portrayed-in-criminal-sentencing.	This	approach	is	also	a	useful	way	of	narrowing
down	your	research	problem.

1.8	The	nonsense	of	qualitative	research
Unfortunately,	contextual	sensitivity	is	not	always	shown	by	qualitative
researchers.	Sometimes,	they	forget	to	put	phenomena	into	inverted	commas



and	chase	some	‘essential’	object	often	apparently	located	inside	people’s
heads,	like	‘meaning’	or	‘experience’.	For	instance,	some	qualitative
researchers	use	open-ended	interviews,	like	TV	chat-show	hosts,	to	try	to	tap
directly	into	the	perceptions	of	individuals.	This	romantic	approach	can	make
unavailable	the	situations	and	contexts	to	which	their	subjects	refer	(see
Figure	1.3).	This	means	that	we	are	no	wiser	about	the	phenomenon	being
studied.

It	was	bad	enough	when	romanticism	was	just	the	basis	for	some	qualitative
research	and	all	chat	shows.	Now	it	is	being	used	to	justify	wasting	billions	of
dollars.	Despite	all	the	evidence	that	unmanned	space	missions	give	you	far
more	bangs	per	buck,	on	BBC	World	News,	a	few	years	ago,	I	heard	a
professor	at	the	California	Institute	of	Technology	(Caltech)	support	President
Bush’s	plans	for	a	manned	Mars	mission	by	saying:	‘Actually	having	a	human
being	experience	being	on	Mars	is	important.	That	means	that	millions	of
people	on	Earth	can	experience	it	too.’

This	idea	of	a	totally	new	experience,	as	we	shall	see	in	Chapter	2,	is	the
dream	of	upmarket	tourists.	In	the	context	of	space	travel,	it	ignores	the	way
in	which	both	astronauts	and	TV	viewers	will	necessarily	draw	on	pre-
existing	images	(ranging	from	Star	Wars	to	previous	visits	to	strange	places)
in	order	to	make	sense	of	what	they	see	on	a	distant	planet.	Fortunately,
President	Obama	has	now	frozen	plans	for	such	space	flights.

Figure	1.3	The	missing	phenomenon	in	(some)	qualitative	research

It	is	not	just	(some)	qualitative	researchers	who	misunderstand	the	potential	of
what	they	are	doing.	Qualitative	research	is	regularly	miscategorised	by
others.	For	instance,	in	many	quantitatively	oriented,	social	science
methodology	textbooks,	qualitative	research	is	often	treated	as	a	relatively
minor	methodology.	As	such,	it	is	suggested	that	it	should	only	be
contemplated	at	early	or	‘exploratory’	stages	of	a	study.	Viewed	from	this
perspective,	qualitative	research	can	be	used	to	familiarise	oneself	with	a
setting	before	the	serious	sampling	and	counting	begin.

This	view	is	expressed	in	the	extract	below	from	an	early	text.	Note	how	the
authors	refer	to	‘nonquantified	data’	–	implying	that	quantitative	data	is	the
standard	form:

The	inspection	of	nonquantified	data	may	be	particularly	helpful	if	it	is
done	periodically	throughout	a	study	rather	than	postponed	to	the	end	of



the	statistical	analysis.	Frequently,	a	single	incident	noted	by	a
perceptive	observer	contains	the	clue	to	an	understanding	of	a
phenomenon.	If	the	social	scientist	becomes	aware	of	this	implication	at
a	moment	when	he	can	still	add	to	his	material	or	exploit	further	the	data
he	has	already	collected,	he	may	considerably	enrich	the	quality	of	his
conclusions.	(Selltiz	et	al.,	1964:	435)

Despite	these	authors’	‘friendly’	view	of	the	uses	of	‘nonquantified’	data,	they
assume	that	‘statistical	analysis’	is	the	bedrock	of	research.	A	similar	focus	is
to	be	found,	a	quarter	of	a	century	later,	in	another	mainly	quantitative	text:
‘Field	research	is	essentially	a	matter	of	immersing	oneself	in	a	naturally
occurring	…	set	of	events	in	order	to	gain	firsthand	knowledge	of	the
situation’	(Singleton	et	al.,	1988:	11).

Note	the	emphasis	on	‘immersion’	and	its	implicit	contrast	with	later,	more
focused	research.	This	is	underlined	in	the	authors’	subsequent	identification
of	qualitative	or	field	research	with	‘exploration’	and	‘description’	(1988:
296)	and	their	approval	of	the	use	of	field	research	‘when	one	knows
relatively	little	about	the	subject	under	investigation’	(1988:	298–9).

These	reservations	have	some	basis	given	the	fact	that	qualitative	research	is,
by	definition,	stronger	on	long	descriptive	narratives	than	on	statistical	tables.
The	problem	that	then	arises	is	how	such	a	researcher	goes	about	categorising
the	events	or	activities	described.	This	is	sometimes	known	as	the	problem	of
reliability.	As	Hammersley	puts	it,	reliability	‘refers	to	the	degree	of
consistency	with	which	instances	are	assigned	to	the	same	category	by
different	observers	or	by	the	same	observer	on	different	occasions’	(1992a:
67).

The	issue	of	consistency	particularly	arises	because	shortage	of	space	means
that	many	qualitative	studies	provide	readers	with	little	more	than	brief,
persuasive,	data	extracts.	As	Bryman	notes	about	the	typical	observational
study:	‘field	notes	or	extended	transcripts	are	rarely	available;	these	would	be
very	helpful	in	order	to	allow	the	reader	to	formulate	his	or	her	own	hunches
about	the	perspective	of	the	people	who	have	been	studied’	(1988:	77).

Moreover,	even	when	people’s	activities	are	audiotape	or	videotape	recorded
and	transcribed,	the	reliability	of	the	interpretation	of	transcripts	may	be
gravely	weakened	by	a	failure	to	note	apparently	trivial,	but	often	crucial,
pauses,	overlaps	or	body	movements.	This	is	shown	in	the	following	case
study.

Some	qualitative	researchers	argue	that	a	concern	for	the	reliability	of
observations	arises	only	within	the	quantitative	research	tradition.	Because



what	they	call	the	‘positivist’	position	sees	no	difference	between	the	natural
and	social	worlds,	reliable	measures	of	social	life	are	only	needed	by	such
‘positivists’.	Conversely,	it	is	argued,	once	we	treat	social	reality	as	always	in
flux,	then	it	makes	no	sense	to	worry	about	whether	our	research	instruments
measure	accurately	(e.g.	Marshall	and	Rossman,	1989).

Such	a	position	would	rule	out	any	systematic	research	since	it	implies	that
we	cannot	assume	any	stable	properties	in	the	social	world.	However,	if	we
concede	the	possible	existence	of	such	properties,	why	should	other	work	not
replicate	these	properties?	As	Kirk	and	Miller	argue:

Qualitative	researchers	can	no	longer	afford	to	beg	the	issue	of
reliability.	While	the	forte	of	field	research	will	always	lie	in	its
capability	to	sort	out	the	validity	of	propositions,	its	results	will
(reasonably)	go	ignored	minus	attention	to	reliability.	For	reliability	to	be
calculated,	it	is	incumbent	on	the	scientific	investigator	to	document	his
or	her	procedure.	(1986:	72)

A	second	criticism	of	qualitative	research	relates	to	how	sound	are	the
explanations	it	offers.	This	is	sometimes	known	as	the	problem	of
anecdotalism,	revealed	in	the	way	in	which	research	reports	sometimes
appeal	to	a	few,	telling	‘examples’	of	some	apparent	phenomenon,	without
any	attempt	to	analyse	less	clear	(or	even	contradictory)	data	(Silverman,
1989a).	This	problem	is	expressed	very	clearly	by	Bryman:

There	is	a	tendency	towards	an	anecdotal	approach	to	the	use	of	data	in
relation	to	conclusions	or	explanations	in	qualitative	research.	Brief
conversations,	snippets	from	unstructured	interviews	…	are	used	to
provide	evidence	of	a	particular	contention.	There	are	grounds	for
disquiet	in	that	the	representativeness	or	generality	of	these	fragments	is
rarely	addressed.	(1988:	77)

This	complaint	of	‘anecdotalism’	questions	the	validity	of	much	qualitative
research.	‘Validity’	is	another	word	for	truth	(see	Chapter	11).	Sometimes	one
doubts	the	validity	of	an	explanation	because	the	researcher	has	clearly	made
no	attempt	to	deal	with	contrary	cases.	Sometimes	the	extended	immersion	in
the	‘field’,	so	typical	of	qualitative	research,	leads	to	a	certain	preciousness
about	the	validity	of	the	researcher’s	own	interpretation	of	‘their’	tribe	or
organisation.	Or	sometimes	the	demands	of	journal	editors	for	shorter	and



shorter	articles	simply	means	that	the	researcher	is	reluctantly	led	only	to	use
‘telling’	examples	–	something	that	can	happen	in	much	the	same	way	in	the
natural	sciences	where,	for	instance,	laboratory	assistants	have	been	shown	to
select	‘perfect’	slides	for	their	professor’s	important	lecture	(see	Lynch,
1984).

Despite	these	common	problems,	doubts	about	the	reliability	and	validity	of
qualitative	research	have	led	many	quantitative	researchers	to	downplay	the
value	of	the	former.	However,	as	we	have	seen,	this	kind	of	‘damning	by	faint
praise’	has	been	more	than	balanced	by	criticisms	of	quantitative	research
offered	by	many	qualitative	researchers.

I	conclude	this	section,	therefore,	with	a	statement	which	shows	the	absurdity
of	pushing	too	far	the	qualitative/quantitative	distinction:

We	are	not	faced,	then,	with	a	stark	choice	between	words	and	numbers,
or	even	between	precise	and	imprecise	data;	but	rather	with	a	range	from
more	to	less	precise	data.	Furthermore,	our	decisions	about	what	level	of
precision	is	appropriate	in	relation	to	any	particular	claim	should	depend
on	the	nature	of	what	we	are	trying	to	describe,	on	the	likely	accuracy	of
our	descriptions,	on	our	purposes,	and	on	the	resources	available	to	us;
not	on	ideological	commitment	to	one	methodological	paradigm	or
another.	(Hammersley,	1992a:	163)

Case	Study

Transcribing	Tapes	of	Cancer	Consultations
A	study	of	medical	consultations	was	concerned	to	establish	whether	cancer	patients	had
understood	that	their	condition	was	fatal.	When	researchers	first	listened	to	tapes	of	relevant
hospital	consultations,	they	sometimes	felt	that	there	was	no	evidence	that	the	patients	had	picked
up	their	doctors’	often	guarded	statements	about	their	prognosis.	However,	when	the	tapes	were
retranscribed,	it	was	demonstrated	that	patients	used	very	soft	utterances	(like	‘yes’	or,	more
usually,	‘mm’)	to	mark	that	they	were	taking	in	this	information.	Equally,	doctors	would	monitor
patients’	silences	and	rephrase	their	prognosis	statements	(see	Clavarino	et	al.,	1995).

Exercise	1.3
Review	any	research	study	with	which	you	are	familiar.	Then	answer	the	questions	below:

1.	 To	what	extent	are	its	methods	of	research	(qualitative,	quantitative	or	a	combination	of
both)	appropriate	to	the	nature	of	the	research	question(s)	being	asked?

2.	 How	far	does	its	use	of	these	methods	meet	the	criticisms	of	both	qualitative	and
quantitative	research	discussed	in	this	chapter?

3.	 In	your	view,	how	could	this	study	have	been	improved	methodologically	and
conceptually?



Exercise	1.4
This	exercise	requires	a	group	of	at	least	six	students,	divided	into	two	discussion	groups	(‘buzz
groups’).
Imagine	that	you	are	submitting	a	proposal	to	research	drug	abuse	among	school	pupils.	Each
buzz	group	should	now	form	two	‘teams’	(Team	I	=	QUANTITATIVE;	Team	II	=
QUALITATIVE).

1.	 Team	I	should	formulate	a	quantitative	study	to	research	this	topic.
2.	 Team	II	should	suggests	limits/problems	in	this	study	(Team	I	to	defend).
3.	 Team	II	should	formulate	a	qualitative	study	to	research	this	topic.
4.	 Team	I	should	suggest	limits/problems	in	this	study	(Team	II	to	defend).
5.	 Both	teams	should	now	come	to	some	conclusions.

1.9	Qualitative	research	models
The	methods	used	by	qualitative	researchers	exemplify	a	common	belief	that
they	can	provide	a	‘deeper’	understanding	of	social	phenomena	than	would	be
obtained	from	a	purely	quantitative	methodology.	However,	just	as
quantitative	researchers	would	resist	the	charge	that	they	are	all	‘positivists’
(Marsh,	1982),	there	is	no	agreed	doctrine	underlying	all	qualitative	social
research.	Instead,	there	are	many	‘isms’	that	appear	to	lie	behind	qualitative
methods.	In	the	Preface,	I	referred	to	my	own	position	as	broadly	fitting
within	constructionism.	In	this	chapter,	we	have	seen	how	critics	of
quantitative	research	accuse	it	of	positivism.	And	many	readers	of	this	book
will	have	already	come	across	other	‘isms’	such	as	feminism	and
postmodernism.

Models	provide	an	overall	framework	for	viewing	reality.	They	inform	the
concepts	we	use	to	define	our	research	problem.	From	the	main	models	used
in	social	science	research,	I	want	to	pick	out	three:

Positivism
Naturalism
Constructionism

For	instance,	when	a	student	recently	asked	me	‘How	can	I	“capture”	people’s
feelings	through	interview	questions?’,	I	pointed	at	the	way	in	which	the
question	itself	derived	from	naturalistic	assumptions.	And	when	another
student	asked	me	‘How	can	I	link	my	interview	data	to	levels	of	depression?’
I	explained	the	way	the	question	was	rooted	in	positivism	and	suggested	that
its	concern	with	correlations	between	variables	might	be	better	suited	to
quantitative	research.

In	the	next	sections,	I	will	explain	each	of	these	models	in	a	little	more	detail.



1.9.1	Positivism
Positivism	implies	a	model	of	the	research	process	which	treats	‘social	facts’
which	exist	‘out	there’,	independently	of	the	activities	of	both	participants	and
researchers.	For	positivists,	the	aim	is	to	generate	data	which	are	valid	and
reliable,	independently	of	the	research	setting.	As	Justesen	and	Mik-Meyer
put	it:	‘the	objective	of	the	researcher	is	to	describe	and	provide	explanations
for	the	phenomena	as	neutrally	and	objectively	as	possible’	(2012:	18).

Positivism	implies	a	realist	perspective	because	it	assumes	that	there	is	a	real
world	out	there,	independent	of	how	the	researcher	studies	it.	Although
positivism	is	the	most	common	model	used	in	quantitative	research	(i.e.	the
default	option),	it	sits	uneasily	within	most	qualitative	research	designs.
Unlike	positivists,	most	qualitative	researchers	assume	that	what	counts	as	a
‘social	fact’	is	doubly	shaped	by:

the	models	and	concepts	used	by	the	observer
the	practical	reasoning	of	the	participants	studied.

However,	‘non-positivism’	is	a	negative	term	which	does	not	tell	us	directly
about	how	qualitative	researchers	reason.	As	we	shall	now	see,	qualitative
research	is	an	intellectually	diverse	field	in	which	researchers	use	many
different	models.	In	some	sense,	they	speak	different	languages.

1.9.2	Naturalism
For	the	early	anthropologists	and	the	ethnographers	who	followed	them,
positivists	illegitimately	seek	to	impose	meaning	on	a	social	world	constituted
by	the	meanings	of	its	participants.	By	contrast,	naturalists	want	to	‘get	out
and	observe	the	field’.	For	them,	‘social	facts’	are	to	be	found	less	in	social
structures	and	much	more	in	shared	meanings	and	understandings.

As	a	model	of	qualitative	research,	naturalism	focuses	on	the	factual
characteristics	of	the	object	under	study.	Gubrium	and	Holstein	(1997)	cite
William	Whyte’s	Street	Corner	Society	as	a	classic	example	of	naturalism.	In
this	urban	ethnography	from	the	1940s,	Whyte’s	goal	is	to	describe	what	life
is	really	like	in	an	inner-city	Italian	neighbourhood	located	in	Boston.	The
observations	and	analysis	are	intended	to	objectively	reflect	what	Whyte	saw
and	heard	in	this	real	world	of	poverty.	Naturalism’s	strength	is	its
representational	simplicity.	A	naturalistic	ethnography	is	almost	formulaically
built	around	the	following	tasks:

entering	the	setting



establishing	rapport
recording	observations	with	an	eye	towards	social	scientific	concepts
(e.g.	social	status	and	group	dynamics)
presenting	the	findings.

For	at	least	the	last	four	decades,	interview	studies	have	become	the	preferred
research	method	of	naturalists.	Their	belief	is	that	the	aim	of	qualitative
research	is	to	understand	‘lived	experience’	within	the	‘lifeworld’	(a	concept
drawn	from	Edmund	Husserl’s	philosophy	of	phenomenonology).	Naturalists
argue	that	‘experience’	can	best	be	understood	through	empathetic,	open-
ended	interviews	which	establish	a	dialogue	in	which	deep	meanings	may	be
transmitted	through	rich,	spontaneous	talk.

The	naturalistic	interviewer	replaces	the	positivist	ideal	of	the	‘neutral’
researcher	with	a	version	of	research	based	on	empathy	and	shared
understandings.	Rather	than	objective	social	facts,	she	seeks	subjective	lived
experience.

1.9.3	Constructionism
The	key	differences	between	constructionism	and	naturalism	have	been	well
defined	by	Holstein	and	Gubrium	(2008).	They	state:

Whereas	naturalistic	ethnography	aims	to	delve	deeply	into	social
worlds,	constructionist	impulses	promote	a	different	perspective.	One
way	of	describing	the	difference	is	in	terms	of	what	we	call	what	and
how	questions.	Whereas	the	naturalistic	impulse	in	fieldwork	is	typically
to	ask	“What	is	going	on?”	with,	and	within,	social	reality,
constructionist	sensibilities	provoke	questions	about	how	social	realities
are	produced,	assembled,	and	maintained.	Rather	than	trying	to	get
inside	social	reality,	the	constructionist	impulse	is	to	step	back	from	that
reality	and	describe	how	it	is	socially	brought	into	being.	While	still
deeply	interested	in	what	is	going	on,	constructionist	sensibilities	also
raise	questions	about	the	processes	through	which	social	realities	are
constructed	and	sustained.	The	analytic	focus	is	not	so	much	on	the
dynamics	within	social	realities	as	it	is	on	the	construction	of	social
realities	in	the	first	place.	(2008:	374–5)

The	main	features	of	a	constructionist	agenda	for	qualitative	research	are	set
out	in	Table	1.11.



Source:	adapted	from	Holstein	and	Gubrium	(2008:	375)

The	most	important	insight	of	constructionism	is	its	emphasis	on	the
rhetorical	and	constructive	aspects	of	knowledge:	that	is,	the	realisation	that
facts	are	socially	constructed	in	particular	contexts.	Rather	than	seek
empathetic	understanding	of	how	people	‘see’	things,	it	is	concerned	with
questions	of	‘what?’	and	‘how?’	(see	Holstein	and	Gubrium,	2008).

Constructionism	is	a	theoretical	position	shared	by	many	varieties	of
qualitative	research	including:

constructionist	grounded	theory	(Charmaz,	2006)
narrative	analysis	(see	Chapter	5)
discourse	analysis	(see	Chapter	11).

For	constructionists,	naturalism’s	pursuit	of	the	content	of	everyday	lives
offers	deep	insights	into	the	‘what?’	of	reality	at	the	price	of	the	‘how?’	of
reality’s	representation	(by	both	participants	and	researchers).	Equally,
however,	constructionism’s	focus	on	common-sense	practices	gives	rewarding
answers	to	‘how?’	questions	but,	for	positivists,	this	underplays	the	‘what’	of
contextual	givens.

If	‘qualitative	research’	involves	many	different,	potentially	conflicting,
models	or	idioms,	this	shows	that	the	whole	‘qualitative/quantitative’
dichotomy	is	open	to	question.

In	the	context	of	this	book,	I	view	most	such	dichotomies	or	polarities	in



social	science	as	highly	dangerous.	At	best,	they	are	pedagogic	devices	for
students	to	obtain	a	first	grip	on	a	difficult	field	–	they	help	us	to	learn	the
jargon.	At	worst,	they	are	excuses	for	not	thinking,	which	assemble	groups	of
sociologists	into	‘armed	camps’,	unwilling	to	learn	from	one	another.
The	implication	I	draw	is	that	doing	‘qualitative’	research	should	offer	no
protection	from	the	rigorous,	critical	standards	that	should	be	applied	to	any
enterprise	concerned	to	sort	‘fact’	from	‘fancy’.	Ultimately,	soundly	based
knowledge	should	be	the	common	aim	of	all	social	science	(see	Kirk	and
Miller,	1986:	10–11).	As	Hammersley	argues:	‘the	process	of	inquiry	in
science	is	the	same	whatever	method	is	used,	and	the	retreat	into	paradigms
effectively	stultifies	debate	and	hampers	progress’	(1992a:	182)

Case	Study

Motives
True	to	their	naturalistic	impulses,	many	qualitative	researchers	use	open-ended	interviews	in
order	to	understand	people’s	perspectives.	For	instance,	Laura	Sheard	(2011)	was	interested	in	the
much	discussed	topic	of	female	drinking	and	the	dangers	to	which	women	were	exposed	when
they	went	out	to	drink	at	night.	She	interviewed	40	women	in	the	north	of	England	about	how
they	used	spaces	in	the	night-time	economy	and	consumed	alcohol.	Here	is	an	extract	from	one	of
her	interviews:
Extract	1.1	(Sheard,	2011:	624)

Interviewer:	Would	you	ever	tend	to	use	spaces	like	pubs	or	bars	or	alcohol-centred	spaces?
Participant:	I	do	go	out	to	the	pub	but	only	with	my	husband.	I’ve	never	been	in	a	pub	without
somebody	with	us.	I’ve	never	walked	in	on	my	own.	I’ve	never	had	a	reason	to.	If	I	was	meeting
somebody	it	was	always	outside	and	then	we	would	all	go	in.

Interviewer:	Why	is	that?
Sheard’s	second	question	tries	to	reveal	her	interviewee’s	motives	for	preferring	not	to	drink
alone.	If	naturalists	like	Sheard	want	to	get	inside	people’s	heads	in	order	to	understand	‘how	they
see	things’,	by	contrast	constructionists	treat	‘motive’	not	as	a	given	but	as	a	concept	actively
used	or	avoided	in	particular	situations.	To	assume	that	all	actions	have	‘motives’	is
commonsensical	and	over-rationalistic.	Indeed,	‘motive	talk’	may	often	only	happen	when	people
notice	something	‘fishy’	happen	and	may	ask	each	other:	‘I	wonder	what	her	motive	was?’	(see
Mills,	1940).	So,	if	you	are	interested	in	the	topic	of	women	who	drink	in	bars,	constructionists
would	avoid	asking	women	questions	in	a	research	interview	and	instead	study	data	arising	in
naturally	occurring	settings.	For	example:

how	women	describe	their	drinking	on	the	social	media
how	women	actually	behave	in	night-time	bars.

Link



An	extended	discussion	of	Sheard’s	paper	and	a	constructionist	critique	appears	in	Silverman
(2013c).	To	read	my	paper	online	go	to:
www.qualitativesociologyreview.org/ENG/volume25.php

Exercise	1.5
This	exercise	will	also	focus	upon	drug	abuse	among	school	pupils.	It	can	be	done	in	buzz	groups
or	by	individuals.
Consider	in	turn,	how	a	positivist,	naturalist	and	constructionist	might:

1.	 define	a	delimited	research	problem	on	this	topic
2.	 suggest	a	particular	methodology.

http://www.qualitativesociologyreview.org/ENG/volume25.php


TIP

Quantitative	methods	are	usually	the	most	appropriate	if	you	want	to	find	out	social	facts	or
the	causes	of	some	phenomenon.	Qualitative	methods	are	best	suited	if	you	want	to	ask
‘what’	and	‘how’	questions.

KEY	POINTS
When	we	compare	quantitative	and	qualitative	research,	we	generally
find,	at	best,	different	emphases	between	‘schools’	which	themselves



contain	many	internal	differences.
Qualitative	researchers	should	celebrate	rather	than	criticise	quantitative
researchers’	aim	to	assemble	and	sift	their	data	critically.
Reliability	and	validity	are	key	ways	of	evaluating	research.
A	dependence	on	purely	quantitative	methods	may	neglect	the	social	and
cultural	construction	of	the	‘variables’	which	quantitative	research	seeks
to	correlate.
Qualitative	research	should	not	limit	itself	to	the	study	of	perceptions	or
subjective	meanings	(naturalism).	Qualitative	research	has	a	unique
ability	to	focus	on	how	people	construct	their	behaviour	in	naturally
occurring	situations	(constructionism).

Study	Questions
1.	 What	are	the	main	differences	between	how	people	have	used	qualitative	and	quantitative

methods?
2.	 Are	there	any	similarities	in	how	researchers	have	used	qualitative	and	quantitative

methods?
3.	 Which	comes	first:	your	research	question	or	your	choice	of	methods?	Why?
4.	 What	kinds	of	research	questions	are	most	appropriate	for	quantitative	research?
5.	 What	kinds	of	research	questions	are	best	addressed	by	qualitative	methods?
6.	 What	criticisms	have	been	made	about	(some)	quantitative	research?
7.	 What	criticisms	have	been	made	about	(some)	qualitative	research?
8.	 What	are	the	main	models	that	inspire	qualitative	research?

Recommended	Reading
Two	good	chapter-length	treatments	of	the	relation	between	qualitative	and
quantitative	methods	are	Julia	Brannen’s	‘Working	qualitatively	and
quantitatively’	(2004)	and	Neil	Spicer’s	‘Combining	qualitative	and
quantitative	methods’	(2004).	The	most	useful	introductory	texts	are	Alan
Bryman’s	Quantity	and	Quality	in	Social	Research	(1988),	Nigel	Gilbert’s
(ed.)	Researching	Social	Life	(1993)	and	Clive	Seale’s	(ed.)	Researching
Society	and	Culture	(2011).	Sensible	statements	about	the	quantitative
position	are	to	be	found	in	Marsh	(1982)	(on	survey	research)	and	Hindess
(1973)	(on	official	statistics).
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

recognise	the	challenges	that	arise	in	organising	a	qualitative	research	project	and	know
about	simple	solutions	to	these	problems
understand	the	terms	used	by	researchers	to	describe	their	research	designs
generate	an	interesting	research	topic
know	what	a	good	literature	review	is	and	what	you	can	learn	from	it
understand	the	main	methods	used	in	qualitative	research
recognise	the	uses	and	limitations	of	mixed	methods.

If	you	are	like	many	readers	of	this	book,	you	will	be	scanning	these	pages
looking	for	some	useful	advice	about	the	research	project	that	is	required	for
your	Research	Methods	course.	In	that	case,	I	have	some	good	and	bad	news
for	you.	It	turns	out	that	researching	can	be	a	complicated,	tricky	business.
Nonetheless,	with	a	little	guidance	(and	some	effort),	most	students	can	bring
off	an	acceptable,	or	even	highly	graded,	project.

Let	us	begin	with	a	hypothetical	case.	Imagine	that	you	have	‘innocently’
decided	to	gather	some	interview	data	for	a	research	project.	Making	use	of
the	accessibility	and	good	nature	of	your	fellow	students,	you	decide	to
embark	on	a	study	of,	say,	‘students’	perceptions	of	their	future	job
prospects’.

Because	you	have	read	a	bit	about	research	design,	you	decide	to	‘pre-test’
some	preliminary	questions	on	a	friend	to	find	whether	they	are	easily
understood	(in	the	way	that	you	intend).	Having	sorted	out	your	questions,
you	find	half	a	dozen	students	and	interview	them.	Now,	you	think,	all	you
have	to	do	is	to	summarise	their	answers	and	you	will	have	a	legitimate
research	report	on	your	chosen	topic.

Well,	maybe.	Perhaps,	along	the	way,	you	failed	to	ask	yourself	a	number	of
questions.	These	include:

Why	(and	in	what	way)	is	your	chosen	research	topic	significant?	Does	it
relate	to	any	concepts	or	theories	in	your	chosen	discipline?	Or	is	it
simply	a	topic	that	matters	to	you	and	your	friends?	If	so,	how,	if	at	all,
will	your	report	differ	from	the	kind	of	story	you	might	find	in	a
newspaper?	And	why	does	this	matter?
How	far	do	your	topic	and	findings	relate	to	other	research?	Have	you
read	the	relevant	literature	or	are	you	in	danger	of	reinventing	the	wheel?
Have	you	thought	laterally,	considering,	for	instance,	the	variety	of
contexts	in	which	people’s	expectations	are	shaped	by	a	range	of
institutions	(e.g.	not	just	universities	but	schools,	families,	churches,	peer
groups,	Internet	sites)?



Why	is	an	interview	method	appropriate	for	your	topic?	Why	not	simply
look	at	existing	records	of	graduates’	first	jobs?	Maybe	this	kind	of
simple	quantitative	study	is	the	best	way	of	addressing	your	topic.	Or
perhaps	you	should	compare	such	statistics	with	your	interviews?
Is	the	size	and	method	of	recruitment	of	your	sample	appropriate	to	your
topic?	Should	you	be	worried	by	what	quantitative	researchers	tell	us
about	the	limits	of	small,	non-random	samples?
Did	you	audio	or	video	record	your	interviews?	How	did	you	transcribe
them	(if	at	all)?	How	can	you	convince	your	professor	that	you	did	not
simply	pick	out	a	few	extracts	to	support	your	preconceived	ideas?
Did	you	need	to	interview	your	respondents	face	to	face?	Why	not	use
email?	Or	find	web	pages	where	students	discuss	such	issues	and	where
employers	describe	what	they	have	to	offer	to	graduates?
Did	you	think	about	using	a	focus	group	where	respondents	are	offered
some	topic	or	stimulus	material	and	then	encouraged	to	discuss	it	among
themselves?
What	status	will	you	accord	to	your	data?	For	instance,	are	you	seeking
objective	‘facts’,	subjective	‘perceptions’	or	simply	‘narratives’?
How	thoroughly	have	you	analysed	your	data?	For	instance,	have	you
just	reported	a	few	‘telling’	extracts?	Or	have	you	worked	through	all
your	material	searching	out	examples	which	do	not	fit	your	original
suppositions	(deviant-case	analysis).

Without	answers	to	these	questions,	your	professor	may	disappoint	you	with	a
surprisingly	poor	grade	for	your	research	project.	This	book	will	show	you
why	such	questions	are	important	and	provide	some	straightforward	ways	to
answer	them.

No	doubt	you	are	impatient.	Perhaps	the	submission	date	for	your	research
plan	is	approaching	and	there	is	little	time	left	to	read	a	whole	book.	With	this
in	mind,	I	have	set	out	below	a	list	of	common	challenges	that	confront
student	researchers	and	offered	some	simple	answers.	Since	I	want	you	to
read	more	of	this	book,	I	do	not	claim	that	these	answers	provide	the	whole
story.	But	they	will	give	you	a	rapid	take	on	the	issues.	These	are	the
challenges:

selecting	a	topic
formulating	a	researchable	question
fitting	your	research	question	into	an	appropriate	theory
choosing	an	effective	research	design
deciding	whether	mixed	methods	are	appropriate
reviewing	the	literature	effectively.



Two	further	comments	about	this	chapter.	First,	I	will	discuss	here	the	early
stages	of	research	design.	So	very	little	is	said	about	data	analysis.	To	find	out
more	about	how	to	analyse	your	data,	refer	to	the	relevant	chapters	of	Part	II
of	this	book.	Second,	the	discussion	that	follows	uses	terms	(like
‘methodology’	and	‘models’)	that	are	not	necessarily	familiar	to	you.	So,	at
the	end	of	this	chapter,	I	show	you	what	these	terms	mean	and	indicate	how
they	relate	to	one	another.

2.1	Selecting	a	topic
Let	us	assume	that	your	course	requires	you	to	complete	a	short	research
report.	Where	do	you	begin?

Some	people	panic	and	have	no	idea	where	to	start.	If	you	fall	into	this
category,	you	have	a	ready	solution	at	hand.	See	if	you	can	find	research
reports	by	previous	cohorts	of	students	on	your	course.	Then	scan	the	topics
they	chose	and	see	if	that	gives	you	any	ideas	(if	you	can,	try	and	find	out	the
grades	achieved	by	the	reports	which	interest	you).	If	you	are	more	ambitious,
follow	up	a	piece	of	published	research	that	interests	you	and	get	advice	on
how	you	might	adapt	it	as	a	student	project.

However,	not	everybody	panics.	Some	people	have	a	burning	interest	in	a	part
of	the	world	around	them	and	are	enthusiastic	about	the	opportunity	to	turn
their	interest	into	a	research	project.	The	enthusiasm	is	good	but	you	need	to
beware	of	two	possible	unintended	consequences	of	pursuing	it:

inaccessible	data
framing	a	topic	in	terms	of	common-sense	assumptions.

2.1.1	Inaccessible	data
Time	problems	are	caused	not	just	by	having	too	much	data,	but	by	setting
your	mind	on	getting	certain	kinds	of	data	regardless	of	their	accessibility.
There	are	no	‘brownie	points’	given	by	most	disciplines	for	having	gathered
your	own	data.	Indeed,	by	choosing	‘difficult’	situations	to	gather	data	(either
because	nothing	‘relevant’	may	happen	or,	for	instance,	because	background
noise	may	mean	you	have	a	poor-quality	tape),	you	may	condemn	yourself	to
have	less	time	to	engage	in	the	much	more	important	activity	of	data	analysis.

Make	data	collection	as	easy	as	possible	and	beware	of	complexity.	For
instance,	although	video	data	are	very	attractive,	they	are	often	very	complex
to	work	with.	So	try	to	keep	data	gathering	simple.	Go	for	a	research	topic
linked	to	material	that	is	easy	to	collect.	For	instance,	the	Internet	is	a



wonderful	source	of	material.	Do	not	worry	if	it	only	gives	you	one	‘angle’	on
your	problem.	There	are	innumerable	angles	on	any	topic.	So	just	find	one
angle	on	your	topic	associated	with	data	that	are	easy	to	access.	For	instance,
if	you	find	that	an	organisation	will	not	give	you	access	to	study	something
that	happens	there,	why	not	study	available	data	such	as	the	organisation’s
website?

2.1.2	Common-sense	assumptions
One	has	only	to	open	a	newspaper	or	to	watch	the	TV	news	to	be	confronted
by	a	host	of	social	problems.	In	2005,	the	British	news	media	were	full	of
references	to	the	disorderly	behaviour	of	young	people	on	city	streets	–	from
fights	after	binge	drinking	to	assaults	on	respectable	citizens.	Politicians
responded	to	these	reports	by	talking	about	a	‘culture	of	disrespect’	and	by
setting	a	Respect	Agenda	involving	more	police	on	the	streets	armed	with
new	powers.	In	the	British	general	election	of	2010,	some	politicians	talked
about	a	‘broken	society’,	drawing	attention	to	well-publicised	crimes	despite
the	fact	that	most	indicators	showed	that	nearly	all	types	of	crime	had
declined	in	the	previous	decade.

The	stories	and	the	politicians’	speeches	have	this	in	common:	both	assume
some	sort	of	moral	decline	in	which	families	or	schools	fail	to	discipline
young	people.	In	turn,	the	way	each	story	is	told	implies	a	solution:	tightening
up	‘discipline’	in	order	to	combat	an	assumed	‘moral	decline’.

However,	before	we	can	consider	such	a	‘cure’,	we	need	to	consider	carefully
the	‘diagnosis’.	Has	juvenile	crime	increased	or	is	the	apparent	increase	a
reflection	of	what	counts	as	a	‘good’	story?	Alternatively,	might	any	increase
be	an	artefact	of	what	crimes	get	reported	to	the	police?	Take	the	scare	about
paedophiles	preying	on	children	through	Internet	chat	rooms.	In	the	case
study	below,	Barry	Glassner	cuts	the	media	hype	to	ask:	how	prevalent	is	this
phenomenon?

But	apparent	‘social’	problems	are	not	the	only	topics	that	may	clamour	for
the	attention	of	the	researcher.

Administrators	and	managers	point	to	‘problems’	in	their	organisations	and
may	turn	to	social	scientists	for	solutions.

It	is	tempting	to	allow	such	people	to	define	a	research	problem	–	particularly
as	there	is	usually	a	fat	research	grant	attached	to	it!	However,	we	must	first
look	at	the	terms	which	are	being	used	to	define	the	problem.	For	instance,
many	managers	will	define	problems	in	their	organisation	as	problems	of
‘communication’.	The	role	of	the	researcher	is	then	to	work	out	how	people



can	communicate	‘better’.

This	means	that	formulating	a	student	project	in	terms	of	‘communication
problems’	raises	many	difficulties.	For	instance,	it	may	deflect	attention	from
the	communication	‘skills’	inevitably	used	in	interaction.	It	may	also	tend	to
assume	that	the	solution	to	any	problem	is	more	careful	listening,	while
ignoring	power	relations	present	inside	and	outside	patterns	of
communication.	Such	relations	may	also	make	the	characterisation	of
‘organisational	efficiency’	very	problematic.	Thus	‘administrative’	problems
give	no	more	secure	basis	for	social	research	than	do	‘social’	problems.

Of	course,	this	is	not	to	deny	that	there	are	any	real	problems	in	society.
However,	even	if	we	agree	about	what	these	problems	are,	it	is	not	clear	that
they	directly	provide	a	researchable	topic.

Let	me	turn	to	another	issue	which	has	been	at	the	forefront	of	our	attention
since	the	1980s:	the	problems	of	people	infected	with	HIV.	Some	of	these
problems	are,	quite	rightly,	brought	to	the	attention	of	the	public	by	the
organised	activities	of	groups	of	people	who	carry	the	infection.	What	social
researchers	can	contribute	are	the	particular	theoretical	and	methodological
skills	of	their	discipline.	So	economists	can	research	how	limited	health-care
resources	can	be	used	most	effectively	in	coping	with	the	epidemic	in	the
West	and	in	the	Third	World.	Among	sociologists,	survey	researchers	can
investigate	patterns	of	sexual	behaviour	in	order	to	try	to	promote	effective
health	education,	while	qualitative	methods	may	be	used	to	study	what	is
involved	in	the	‘negotiation’	of	safer	sex	or	in	counselling	people	about	HIV
and	AIDS.

As	these	examples	demonstrate,	the	initial	impetus	for	a	study	may	arise	from
the	needs	of	practitioners	and	clients.	However,	researchers	from	different
disciplines	will	usually	give	an	initial	research	topic	their	own	theoretical	and
methodological	‘twist’.	For	instance,	in	my	research	on	HIV	counselling
(Silverman,	1997),	the	use	of	tape	recordings	and	detailed	transcripts,	as	well
as	many	technical	concepts	derived	from	my	interest	in	conversation
analysis	(CA).

The	examples	of	HIV	infection	and	online	paedophilia	show	that	it	is	usually
necessary	to	refuse	to	allow	our	research	topics	to	be	totally	defined	in	terms
of	the	conceptions	of	‘social	problems’	as	recognised	by	either	professional	or
community	groups.	Ironically,	by	beginning	from	a	clearly	defined	social
science	perspective,	we	can	later	address	such	social	problems	with,	I	believe,
considerable	force	and	persuasiveness.	This	issue	is	discussed	in	more	detail
in	Chapter	14.



Case	Study

Online	Paedophilia:	A	Real	Problem?
In	a	decade	when	the	United	States	had	the	highest	rates	of	childhood	poverty	in	the	developed
world	and	the	lowest	rates	of	spending	on	social	services,	American	journalists	and	politicians
repeatedly	portrayed	cyberspace	as	the	scariest	place	a	child	can	be,	more	menacing	than	anything
young	people	face	in	a	nonvirtual	world.	Parents	worried	that	legions	of	adults	would	drool	over
their	children’s	photos	on	MySpace,	the	social-networking	website	dating	to	2003,	and	gawk	at
the	videos	teens	post	on	YouTube,	which	was	inaugurated	in	2005.

The	reality	is	that	patterns	of	abuse	have	not	changed	over	the	past	decade.	The	vast	majority	of
crimes	against	children	and	adolescents	–	sexual	and	otherwise	–	continue	to	be	perpetrated	by
parents,	relatives,	and	other	adults	the	child	or	teen	knows.	More	than	four	of	five	victims	are
abused	by	a	parent,	and	another	10	percent	by	a	caregiver,	according	to	the	U.S.	Department	of
Health	and	Human	Services.	The	incidence	of	actual	abuse	as	a	result	of	an	online	connection	is
‘vanishingly	small’,	as	Mike	A.	Males,	a	sociologist	who	has	studied	the	data,	noted.
A	group	of	researchers	at	the	University	of	New	Hampshire	put	it	bluntly:	‘The	publicity	about
online	“predators”	who	prey	on	naïve	children	using	trickery	and	violence	is	largely	inaccurate.
Internet	sex	crimes	involving	adults	and	juveniles	more	often	fit	a	model	of	statutory	rape	–	adult
offenders	who	meet,	develop	relationships	with,	and	openly	seduce	underage	teenagers	–	than	a
model	of	forcible	sexual	assault	or	paedophilic	child	molesting.’

When	adults	do	solicit	minors	online,	the	researchers	found,	the	young	person	almost	invariably
knows	that	the	person	at	the	other	computer	is	an	adult.	Trickery	about	the	perpetrator’s	age	or
intentions	is	rare.	Moreover,	as	a	study	in	2009	from	Harvard	pointed	out,	youths	who	are
approached	and	respond	are	typically	teens	already	at	risk	because	of	their	own	drug	abuse	or
troubled	home	environments.	Many	engage	willingly	with	the	adult	who	solicits	them.
While	adults	were	being	told	their	kids	were	endangering	their	lives	online	–	or	at	least,	wasting
them	away	–	studies	were	finding	that	the	online	activities	of	youths	are	not	only	nontoxic,
they’re	productive.	For	example,	a	report	in	2008	from	the	John	D.	and	Catherine	T.	MacArthur
Foundation	got	little	attention,	but	the	extensive	three-year	study	showed	that	youths	use	online
media	primarily	for	self-directed	learning	and	to	gain	and	extend	friendships.	‘The	digital	world	is
creating	new	opportunities	for	youth	to	grapple	with	social	norms,	explore	interests,	develop
technical	skills,	and	experiment	with	new	forms	of	self-expression,’	the	researchers	wrote.

Source:	Barry	Glassner,	‘Still	fearful	after	all	these	years’,	The	Chronicle	of	Higher	Education
[online],	17	January	2010.

Exercise	2.1
Discuss	how	you	might	study	people	who	take	the	law	into	their	own	hands	(‘vigilantes’).	Is	there
any	difference	between	your	proposed	study	and	a	good	TV	documentary	on	the	same	subject	(i.e.
differences	in	the	questions	you	would	ask	and	how	you	would	test	your	conclusions)?
Now	consider:	(a)	whether	this	matters	and	(b)	what	special	contribution,	if	any,	social	science
research	can	bring	to	such	social	problems.

2.2	Formulating	a	researchable	question
Say	you	have	avoided	the	pitfalls	described	in	the	previous	section.	You	have
selected	a	sensible	topic.	How	do	you	turn	it	into	a	researchable	question	that
you	can	answer	within	the	constraints	of	time	and	available	resources?	Two
tips	may	help:



narrow	down	your	topic
give	focus	to	your	research.

2.2.1	Narrow	down	your	research	topic
One	merit	of	the	research	project	that	I	considered	at	the	start	of	this	chapter
is	that	it	concerned	a	relatively	narrow	(and	hence	manageable)	topic.	For
instance,	it	has	narrowed	down	the	issue	of	students’	perceptions	to	just	one
topic.	This	is	praiseworthy	because	it	is	quite	common	for	novice	researchers
to	take	on	what	turns	out	to	be	an	impossibly	large	research	problem.

Let	us	look	at	one	example.	It	is	important	to	find	the	causes	of	a	social
problem	like	homelessness,	but	such	a	problem	is	beyond	the	scope	of	a
single	researcher	with	limited	time	and	resources.	Moreover,	by	defining	the
problem	so	widely,	one	is	usually	unable	to	say	anything	at	great	depth	about
it.	Indeed,	the	issues	raised	may	be	unanswerable	in	the	sense	that	it	is
difficult	to	see	what	data	are	required	to	address	it	or	how	the	data	will	be
obtained	(see	Punch,	1998:	49).	The	next	case	study	shows	how	one	research
student	discovered	that	narrowing	down	his	topic	to	the	perceptions	of	people
in	one	homeless	shelter	might	still	lead	him	up	a	blind	alley	if	he	kept	to	the
assumption	that	all	homeless	people	despise	the	world	of	work.

As	I	tell	my	students,	your	aim	should	be	to	say	‘a	lot	about	a	little
(problem)’.	Do	not	worry	if	your	topic	is	too	small	or	too	narrow.	I	have	never
seen	a	student	project	assessed	in	these	terms.	This	is	because	your	professor
will	commend	you	for	choosing	a	small-scale	and	hence	manageable	topic.

Avoid	the	temptation	to	say	‘a	little	about	a	lot’.	Indeed,	the	latter	path	can	be
something	of	a	‘cop	out’.	Precisely,	because	the	topic	is	so	wide	ranging,	one
can	flit	from	one	aspect	to	another	without	being	forced	to	refine	and	test	each
piece	of	analysis.

Case	Study

Are	the	Homeless	Anti-Work?
At	the	beginning	of	my	ethnography	of	a	homeless	shelter,	I	wanted	to	organize	my	dissertation
around	the	notion	that	the	homeless	are	‘the	postmodern	heroes	of	our	time’.	The	idea	was
inspired	by	interviews	with	homeless	men	who	had	said	things	like	‘It	sucks	to	be	a	citizen’	or	‘I
feel	sorry	for	the	poor	bastards	who’re	enslaved	by	their	work.	I’m	free	to	sleep	where	I	want	and
go	where	I	want.’	I	interpreted	such	statements	as	clear	rejections	of	the	modern,	capitalist
premise	of	productive	labor.	Chatting	in	coffee	shops	with	fellow	students,	I	championed	the
cause	of	the	homeless	by	quoting	their	anti-work	statements,	translating	my	field	notes	into
political	slogans.	However,	when	it	came	to	writing	the	dissertation,	aside	from	a	few	broad
declarations	like	‘It	appears	that	some	homeless	people	reject	conventional	notions	of	work,’	I
had	little	else	to	write	on	the	topic.	Fortunately,	as	my	writing	and	analysis	progressed,	with	the
help	of	my	peers	and	dissertation	director,	I	focused	on	another	idea	that	seemed	more	in	synch



with	the	empirical	evidence	and	my	sociological	training.	In	particular,	my	data	seemed	to	show
that	the	very	notion	of	‘the	homeless’	was	problematic.	The	men	and	women	on	the	streets	and	in
shelters	viewed	their	circumstances	from	many	different	standpoints.	Some	thought	of	their
situation	as	a	type	of	personal	freedom	whereas	others	said	they	were	‘miserable’.	This	way	of
analyzing	and	writing	about	my	fieldwork	became	the	foundation	of	my	research	and	was	further
polished	as	the	writing	went	on.	(Marvasti,	2011)

Tip

Do	not	forget	that	qualitative	research	is	often	most	effective	when	it	studies	how	people
behave	in	everyday	situations	or	how	such	behaviour	is	represented	by	others	(e.g.	police
officers,	blogs,	newspapers).	When	studying	such	behaviour,	it	is	often	best	to	begin	without
a	hypothesis,	making	your	research	question	simply,	‘What	is	going	on	here?’



2.2.2	Give	focus	to	your	research
I	have	been	arguing	that	it	is	often	unhelpful	for	researchers	to	begin	their
work	on	a	basis	of	a	‘social	problem’	identified	by	either	practitioners	or
managers.	It	is	a	commonplace	that	such	definitions	of	‘problems’	often	may
serve	vested	interests.	My	point,	however,	is	that	if	social	science	research	has
anything	to	offer,	its	theoretical	imperatives	drive	it	in	a	direction	which	can
offer	participants	new	perspectives	on	their	problems.	Paradoxically,	by
refusing	to	begin	from	a	common	conception	of	what	is	‘wrong’	in	a	setting,
we	may	be	most	able	to	contribute	to	the	identification	both	of	what	is	going
on	and,	thereby,	how	it	may	be	modified	in	the	pursuit	of	desired	ends.

The	various	perspectives	of	social	science	provide	a	sensitivity	to	many	issues
neglected	by	those	who	define	‘social’	or	administrative	‘problems’.	Let	me
distinguish	three	types	of	sensitivity:

historical
political
contextual.

I	will	explain	and	discuss	each	of	these	in	turn.

Historical	sensitivity
Wherever	possible,	one	should	examine	the	relevant	historical	evidence	when
setting	up	a	topic	to	research.	For	instance,	in	the	1950s	and	1960s	it	was
assumed	that,	in	Western	societies,	the	‘nuclear	family’	(parents	and	children)
had	replaced	the	‘extended	family’	(many	generations	living	together	in	the
same	household)	of	pre-industrial	societies.	Researchers	simply	seemed	to
have	forgotten	that	lower	life	expectancy	may	have	made	the	‘extended
family’	pattern	relatively	rare	in	the	past.

Again,	historical	sensitivity	helps	us	to	understand	how	we	are	governed.	For
instance,	until	the	eighteenth	century,	the	majority	of	the	population	were
treated	as	a	threatening	‘mob’	to	be	controlled,	where	necessary,	by	the	use	of
force.	Today,	we	are	seen	as	individuals	with	‘needs’	and	‘rights’	which	must
be	understood	and	protected	by	society	(see	Foucault,	1977).	But,	although
oppressive	force	may	be	used	only	rarely,	we	may	be	controlled	in	more
subtle	ways.	Think	of	the	knowledge	about	each	of	us	contained	in
computerised	databanks	and	the	pervasive	video	cameras	which	record
movements	in	many	city	streets.	Historical	sensitivity	thus	offers	us	multiple
research	topics	which	evade	the	trap	of	thinking	that	present-day	versions	of
‘social	problems’	are	unproblematic.



Political	sensitivity
Allowing	the	current	media	‘scares’	to	determine	our	research	topics	is	just	as
fallible	as	designing	research	in	accordance	with	administrative	or	managerial
interests.	In	neither	case	do	we	use	political	sensitivity	to	detect	the	vested
interests	behind	this	way	of	formulating	a	problem.	The	media,	after	all,	need
to	attract	an	audience.	Administrators	need	to	be	seen	to	be	working
efficiently.

So	political	sensitivity	seeks	to	grasp	the	politics	behind	defining	topics	in
particular	ways.	For	instance,	if	you	set	out	to	research	crime	today,	you
should	bear	in	mind	that	the	‘law	and	order’	discourse	that	politicians	use	is
based,	at	least	in	the	UK,	on	a	simple	formula:	‘alcohol	plus	young	men
equals	violent	crime’	(Noaks	and	Wincup,	2004:	34).

This	shows	how	political	sensitivity	helps	in	suggesting	how	‘social
problems’	arise.	For	instance,	Nelson	(1984)	looked	at	how	‘child	abuse’
became	defined	as	a	recognisable	problem	in	the	late	1960s.	She	shows	how
the	findings	of	a	doctor	about	‘the	battered	baby	syndrome’	were	adopted	by
the	conservative	Nixon	administration	through	linking	social	problems	to
parental	‘maladjustment’	rather	than	to	the	failures	of	social	programmes.

In	case	I	am	misunderstood,	political	sensitivity	does	not	mean	that	social
scientists	argue	that	there	are	no	‘real’	problems	in	society.	Instead,	it	suggests
that	social	science	can	make	an	important	contribution	to	society	by	querying
how	‘official’	definitions	of	problems	arise.	To	be	truthful,	however,	we
should	also	recognise	how	social	scientists	often	need	tacitly	to	accept	such
definitions	in	order	to	attract	research	grants.

Contextual	sensitivity
This	is	the	least	self-explanatory	and	most	contentious	category	in	the	present
list.	By	‘contextual’	sensitivity,	I	mean	the	recognition	that	apparently
uniform	institutions	like	‘the	family’,	‘a	tribe’	or	‘science’	take	on	a	variety	of
meanings	in	different	contexts.	Contextual	sensitivity	is	reflected	most
obviously	in	Moerman’s	(1974)	study	of	the	Lue	tribe	in	Thailand.	Moerman
began	with	the	anthropologist’s	conventional	appetite	to	locate	a	people	in	a
classificatory	scheme.	To	satisfy	this	appetite,	he	started	to	ask	tribespeople
questions	like	‘How	do	you	recognise	a	member	of	your	tribe?’

He	reports	that	his	respondents	quickly	became	adept	at	providing	a	whole	list
of	traits	which	constituted	their	tribe	and	distinguished	them	from	their
neighbours.	At	the	same	time,	Moerman	realised	that	such	a	list	was,	in
purely	logical	terms,	endless.	Perhaps	if	you	wanted	to	understand	these



people,	it	was	not	particularly	useful	to	elicit	an	abstract	account	of	their
characteristics.

So	Moerman	stopped	asking	‘Who	are	the	Lue?’	Clearly,	such	ethnic
identification	devices	were	not	used	all	the	time	by	these	people	any	more
than	we	use	them	to	refer	to	ourselves	in	a	Western	culture.	Instead,	Moerman
started	to	examine	what	went	on	in	everyday	situations.

Looked	at	this	way,	the	issue	is	no	longer	who	the	Lue	essentially	are,	but
when,	among	people	living	in	these	Thai	villages,	ethnic	identification	labels
are	invoked	and	the	consequences	of	invoking	them.	Curiously	enough,
Moerman	concluded	that,	when	you	looked	at	the	matter	this	way,	the
apparent	differences	between	the	Lue	and	ourselves	were	considerably
reduced.	Only	an	ethnocentric	Westerner	might	have	assumed	otherwise,
behaving	like	a	tourist	craving	for	out-of-the-way	sights.

But	it	is	not	only	such	large-scale	collectivities	as	tribes	that	are	looked	at
afresh	when	we	use	what	I	have	called	contextual	sensitivity.	Other
apparently	stable	social	institutions	(like	the	‘family’)	and	identities	(gender,
ethnicity,	etc.)	may	be	insufficiently	questioned	from	a	social	problem
perspective.

For	instance,	commentators	says	things	like	‘the	family	is	under	threat’.	But
where	are	we	to	find	the	unitary	form	of	family	assumed	in	such
commentary?	And	does	‘the	family’	not	look	different	in	contexts	ranging
from	the	household,	to	the	law	courts	or	even	the	supermarket?	Rather	than
take	such	arguments	at	face	value,	the	researcher	must	make	use	of	the	three
kinds	of	sensitivity,	to	discover	how	things	actually	operate	in	a	social	world
where,	as	Moerman	shows	us,	people’s	practices	are	inevitably	more	complex
than	they	might	seem.

One	final	point.	The	three	kinds	of	sensitivity	we	have	been	considering	offer
different,	sometimes	contradictory,	ways	of	generating	research	topics.	I	am
not	suggesting	that	all	should	be	used	at	the	beginning	of	any	research	study.
However,	if	we	are	not	sensitive	to	any	of	these	issues,	then	we	run	the	danger
of	lapsing	into	a	‘social	problem’	based	way	of	defining	our	research	topics.

TIP



Try	to	avoid	thinking	of	social	institutions	as	unitary	phenomena.	Get	in	the	habit	of
considering	the	various	contexts	in	which	such	institutions	become	relevant.	By	choosing	to
focus	on	just	one	such	context,	you	can	help	to	make	your	research	topic	more	manageable.

Exercise	2.2
Return	to	your	interpretation	of	‘vigilantes’	in	Exercise	2.1.	Now	examine	how	you	could
generate	different	research	problems	using	each	of	the	three	kinds	of	‘sensitivity’	discussed
above:

1.	 historical
2.	 political
3.	 contextual.



2.3	Fitting	your	research	question	into	an
appropriate	theory
In	some	respects,	‘common-sense	thinking’	is	the	enemy	of	good	research.
Research	topics	which	mimic	the	‘problems’	discussed	in	Internet	chat	rooms
or	newspapers	usually	will	not	work.	What	I	have	called	‘sensitivity’	refers	to
the	way	in	which	your	academic	discipline	offers	you	useful	theories	and
concepts	which	can	help	you	to	generate	a	good	research	topic.

However,	everything	is	a	matter	of	balance	and	I	will	shortly	show	how	we
can	be	over-influenced	by	theory.	These	are	the	topics	that	follow:

thinking	theoretically
under-theorised	topics
over-theorised	topics.

2.3.1	Thinking	theoretically
Some	people	become	qualitative	researchers	for	rather	negative	reasons.
Perhaps	they	are	not	very	good	at	statistics	(or	think	they	are	not)	and	so	are
not	tempted	by	quantitative	research.	Or	perhaps	they	have	not	shone	at
library	work	and	hope	that	they	can	stimulate	their	sluggish	imagination	by
getting	out	into	‘the	field’.

Unfortunately,	as	most	scientists	and	philosophers	are	agreed,	the	facts	we
find	in	‘the	field’	never	speak	for	themselves	but	are	impregnated	by	our
assumptions.	For	instance,	the	initial	reports	of	bystanders	in	Dallas	at	the
time	of	the	assassination	of	President	Kennedy	in	1963	were	not	of	shots	but
of	hearing	a	car	backfiring	(Sacks,	1984:	519).	Why	did	people	hear	it	this
way?

We	all	know	that	people	who	think	they	have	a	heard	a	shot	every	time	a	car
backfires	may	be	regarded	as	unstable	or	even	psychotic.	So	our	descriptions
are	never	simple	reports	of	‘events’	but	are	structured	to	depict	ourselves	as
particular	kinds	of	people	who	are	usually	‘reasonable’	and	‘cautious’.

But,	you	may	say,	surely	social	scientists	are	more	objective	than	that?	After
all,	they	have	scientific	methods	for	making	observations	more	trustworthy.

Well,	yes	and	no.	Certainly,	social	scientists	will	usually	go	through	a	more
cautious	process	of	sorting	fact	from	opinion	than	most	of	us	ever	need	to	do
in	everyday	life.	However,	even	scientists	only	observe	‘facts’	through	the	use
of	lenses	made	up	of	concepts	and	theories.

Sacks	has	a	basic	example	of	this:



Suppose	you’re	an	anthropologist	or	sociologist	standing	somewhere.
You	see	somebody	do	some	action,	and	you	see	it	to	be	some	activity.
How	can	you	go	about	formulating	who	is	it	that	did	it,	for	the	purposes
of	your	report?	Can	you	use	at	least	what	you	might	take	to	be	the	most
conservative	formulation	–	his	name?	Knowing,	of	course,	that	any
category	you	choose	would	have	the[se]	kinds	of	systematic	problems:
how	would	you	go	about	selecting	a	given	category	from	the	set	that
would	equally	well	characterise	or	identify	that	person	at	hand?	(1992,	I:
467–8)

Sacks	shows	how	you	cannot	resolve	such	problems	simply	‘by	taking	the
best	possible	notes	at	the	time	and	making	your	decisions	afterwards’	(1992,
I:	468).	Whatever	we	observe	is	impregnated	by	assumptions.

In	scientific	work,	these	assumptions	are	usually	given	the	fancy	term
‘theories’.	But	what	are	‘theories’?	O’Brien	(1993)	has	used	the	example	of	a
kaleidoscope	to	answer	this	question.	As	he	explains:

a	kaleidoscope	…	(is)	the	child’s	toy	consisting	of	a	tube,	a	number	of
lenses	and	fragments	of	translucent,	coloured	glass	or	plastic.	When	you
turn	the	tube	and	look	down	the	lens	of	the	kaleidoscope	the	shapes	and
colours,	visible	at	the	bottom,	change.	As	the	tube	is	turned,	different
lenses	come	into	play	and	the	combinations	of	colour	and	shape	shift
from	one	pattern	to	another.	In	a	similar	way,	we	can	see	social	theory	as
a	sort	of	kaleidoscope	–	by	shifting	theoretical	perspective	the	world
under	investigation	also	changes	shape.	(O’Brien,	1993:	10–11)

How	theory	works	as	a	kaleidoscope	can	be	seen	by	taking	a	concrete,	if
crude,	example.	Imagine	that	a	group	of	social	scientists	from	different
disciplines	are	observing	people	at	a	party	through	a	two-way	mirror.	The
sociologist	might	observe	the	gender	composition	of	various	conversational
groups,	while	the	linguist	might	listen	to	how	‘small	talk’	is	managed	between
speakers.	The	psychologist	might	focus	on	the	characteristics	of	‘loners’
versus	people	who	are	the	‘life	and	soul’	of	the	party	and	the	geographer
might	observe	how	the	spatial	organisation	of	the	room	influenced	how
people	conversed.

The	point	is	that	none	of	these	observations	are	more	real	or	more	true	than
the	others.	For	instance,	people	are	not	essentially	defined	in	terms	of	either
their	social	characteristics	(like	gender)	or	their	personalities	(extrovert	or
introvert).	It	all	depends	on	your	research	question.	And	research	questions



are	inevitably	theoretically	informed.	So	we	do	need	social	theories	to	help	us
to	address	even	quite	basic	issues	in	social	research.

Exercise	2.3
Sacks	(1992)	offers	a	case	where	you	observe	a	car	coming	drawing	up	near	you.	A	door	opens
and	a	teenage	woman	emerges	and	runs	a	few	paces.	Two	other	people	(one	male,	one	female)	get
out	of	the	car.	They	run	after	the	young	woman,	take	her	arms	and	pull	her	back	into	the	car
which	now	drives	off.

Now	answer	these	questions:

1.	 Without	using	your	social	science	knowledge,	prepare	at	least	two	different	interpretations
of	what	you	have	seen.	Focus	on	whether	this	is	something	you	should	report	to	the	police.

2.	 Examine	at	least	two	different	interpretations	of	your	behaviour	if:	(a)	you	report	this
matter	to	the	police	or	(b)	you	do	not	report	it.

3.	 Now	use	any	ideas	you	know	from	your	own	discipline	to	describe	and/or	explain	what
you	have	seen.

4.	 Consider	(a)	whether	these	ideas	are	likely	to	give	a	more	‘accurate’	picture	than	your
description	in	1	and	(b)	to	what	extent	we	need	to	choose	between	the	descriptions	in	1	and
3.

2.3.2	Under-theorised	topics
Students	commonly	assume	that	the	strength	of	qualitative	research	is	its
ability	to	get	under	the	surface	in	order	to	understand	people’s	perceptions
and	experiences.	This	particularly	applies	where	the	researcher	sets	out	to
record	faithfully	the	‘experiences’	of	some,	usually	disadvantaged,	group	(e.g.
the	homeless,	battered	women,	gay	men,	the	unemployed).	However,	as	we
saw	in	our	hypothetical	student	interview	project,	it	can	also	involve	trying	to
get	inside	the	heads	of	any	group	you	find	around	you.	This	draws	on	the
naturalist	approach	discussed	in	Section	1.9.2.

Trying	to	understand	the	other’s	experiences	is	very	much	a	feature	of	the
twenty-first-century	world:	not	just	the	topic	of	(much)	student	research	but
also	the	rationale	behind	such	mass	media	settings	as	talk	shows	and	celebrity
magazines.	However,	in	a	way,	this	concern	with	‘experience’	also	goes	back
to	the	nineteenth	century.	This	was	the	time	in	which	people	expected	that
literature,	art	and	music	would	express	the	inner	world	of	the	artist	and
engage	the	emotions	of	the	audience.	This	movement	was	called
romanticism.

As	I	argue	in	Chapter	7,	there	is	more	than	a	hint	of	this	romanticism	in	some
contemporary	qualitative	research	(see	also	Gubrium	and	Holstein,	1997a;
Atkinson	and	Silverman,	1997).	Yet	the	romantic	approach,	although
appealing,	is	also	dangerous.	It	may	neglect	how	‘experience’	is	shaped	by
cultural	forms	of	representation.	For	instance,	what	we	think	is	most	personal
to	us	(‘guilt’,	‘responsibility’)	may	be	simply	a	culturally	given	way	of



understanding	the	world	(see	the	case	study	of	the	mother	of	a	young	diabetic
person	in	Section	3.2.4).	So	it	is	problematic	to	justify	research	in	terms	of	its
‘authentic’	representation	of	‘experience’	when	what	is	‘authentic’	is
culturally	defined.

This	under-theorisation	of	‘experience’	can	also	be	seen	when	a	researcher
follows	an	approach	to	different	cultures	which	is	uncritically	‘touristic’.	I
have	in	mind	the	‘upmarket’	tourist	who	travels	the	world	in	search	of
encounters	with	alien	cultures.	Disdaining	package	tours	and	even	the	label	of
‘tourist’,	such	a	person	has	an	insatiable	thirst	for	the	‘new’	and	‘different’.
The	problem	is	that	there	are	worrying	parallels	between	the	qualitative
researcher	and	this	kind	of	tourist.	Such	researchers	often	begin	without	a
hypothesis	and,	like	the	tourist,	gaze	rapaciously	at	social	scenes	for	signs	of
activities	and	experiences	that	appear	to	be	new	and	different.	The	danger	in
all	this	is	that	‘touristic’	researchers	may	so	focus	on	cultural	and	‘sub-
cultural’	(or	group)	differences	that	they	fail	to	recognise	similarities	between
the	culture	to	which	they	belong	and	the	cultures	which	they	study.	For
instance,	once	you	switch	away	from	asking	‘leading’	questions	(which
assume	cultural	differences)	to	observation	of	what	people	actually	are	doing,
then	you	may	find	certain	common	features	between	social	patterns	in	the
West	and	East	(see	Ryen	and	Silverman,	2000,	and	my	earlier	discussion	of
Moerman’s,	1974,	study	of	a	Thai	tribe).

This	discussion	of	romanticism	and	tourism	has	implications	for	analysing
interview	data	which	I	discuss	fully	in	Chapter	7.	It	is	a	symptom	of	what	I
have	called	‘under-theorisation’	not	because	such	research	is	without	a	theory
but	rather	because	it	theorises	the	world	tacitly	or	unconsciously.	Instead,	I
suggest	you	try	to	draw	consciously	upon	the	theories	and	concepts	of	your
discipline.

2.3.3	Over-theorised	topics
Any	apparent	solution,	when	carried	too	far,	can	create	a	new	problem.	This	is
very	much	the	case	with	theory.	Just	as	some	research	projects	are	under-
theorised,	others	carry	theory	beyond	its	proper	limits.	Sometimes	the	topic	is
so	large	and	speculative	that	it	is	difficult	to	see	how	the	student	will	ever	get
out	of	the	library	to	gather	and	analyse	some	data.	Sometimes	one	finds	a
quite	sensible,	well-organised	research	project	dressed	up	in	totally
inappropriate	theoretical	clothes.

The	other	day	I	listened	to	a	student	giving	a	talk	about	his	MA	project.	In
most	respects,	this	seemed	to	be	an	excellent	piece	of	research.	The	topic	was
interesting	yet	manageable	and	the	analysis	was	thorough.	Unusually	for	such



work,	it	had	been	published	and	its	clear	policy	recommendations	had	started
an	important	public	debate.

I	had	only	one	complaint	about	this	research.	This	was	about	how	the	student
presented	his	data	analysis.	He	chose	to	define	his	work	in	terms	of	discourse
analysis	(DA).	As	we	shall	see	in	Chapter	11,	DA	is	a	complicated
methodology	which	has	a	quite	specific	approach	to	data.	However,	it	turned
out	that	the	student’s	approach,	while	thorough,	was	far	less	complicated.
Basically,	he	had	scanned	his	interviews	without	any	prior	hypotheses	and
sought	to	develop	a	set	of	categories	to	illuminate	his	data.	This	approach,	as
we	shall	see	in	Chapter	5,	is	associated	with	grounded	theory.

So	here	was	a	highly	worthwhile	piece	of	student	research	which	undercut
itself	by	flirting	with	an	inappropriate	theoretical	approach.	But	this	is	only	a
minor	case	of	over-theorisation.	Far	worse	instances	arise	when	researchers
find	it	necessary	to	portray	their	work	in	terms	of	general	theories	of	which
they	have	very	little	grasp	and	which	often	bear	little	relation	to	their
research.	I	have	lost	count	of	the	run-of-the-mill	qualitative	research	papers	I
have	come	across	which	find	it	necessary	to	define	their	work	in	terms	of
obscure	philosophical	positions	such	as	phenomenology	or	hermeneutics.	You
will	not	find	either	of	these	terms	in	the	Glossary	of	this	book	for	one	simple
reason.	In	my	view,	you	do	not	need	to	understand	these	terms	in	order	to
carry	out	good	qualitative	research.	Indeed,	if	you	try	to	understand	them,	my
guess	is	that	you	will	not	emerge	from	the	library	for	many	years!

TIP



If	you	have	a	simple	approach	that	is	working	well	for	you,	do	not	try	to	dress	up	your	work
in	fancy	terms.	Do	not	over-theorise!

2.4	Choosing	an	effective	research	design
Let	us	now	assume	that	you	have	a	workable	research	topic	narrow	enough	to
study	and	with	just	the	right	amount	of	input	from	relevant	concepts	and
theories.	Now	you	have	to	decide	how	you	will	study	it.	This	means	choosing
an	effective	research	design.	This	revolves	around	the	following	issues:



considering	the	range	of	methods	of	data	collection	you	can	use
making	sure	that	your	method	is	appropriate
avoiding	too	many	data-collection	methods
making	sure	you	don’t	collect	too	much	data.

2.4.1	The	range	of	methods
There	are	four	major	methods	used	by	qualitative	researchers:

observation
analysing	texts	and	documents
interviews	and	focus	groups
audio	and	video	recording	(and	other	visual	material).

These	methods	are	often	combined.	For	instance,	many	ethnographies
combine	observation	with	interviewing.	Moreover,	each	method	can	be	used
in	either	qualitative	or	quantitative	research	studies.	As	Table	2.1	shows,	the
overall	nature	of	the	research	methodology	shapes	how	each	method	is	used.

Table	2.1	shows	that	methods	are	techniques	which	take	on	a	specific
meaning	according	to	the	methodology	in	which	they	are	used.	(Do	not	worry
if	the	distinction	between	‘method’	and	‘methodology’	is	unclear	to	you.	Later
in	this	chapter	I	explain	these	and	other	terms	that	we	use	in	research	design.)

In	quantitative	research,	observation	is	not	generally	seen	as	a	very	important
method	of	data	collection.	This	is	because	it	is	difficult	to	conduct
observational	studies	on	large	samples.	Quantitative	researchers	also	argue
that	observation	is	not	a	very	‘reliable’	data-collection	method	because



different	observers	may	record	different	observations.	If	used	at	all,
observation	is	held	to	be	only	appropriate	at	a	preliminary	or	‘exploratory’
stage	of	research.

Conversely,	observational	studies	have	been	fundamental	to	much	qualitative
research.	Beginning	with	the	pioneering	case	studies	of	non-Western	societies
by	early	anthropologists	(Malinowski,	1922;	Radcliffe-Brown,	1948)	and
continuing	with	the	work	by	sociologists	in	Chicago	prior	to	the	Second
World	War	(see	Deegan,	2001),	the	observational	method	has	often	been	the
chosen	method	to	understand	another	culture	(Chapter	5).

These	contrasts	are	also	apparent	in	the	treatment	of	texts	and	documents.
Quantitative	researchers	try	to	analyse	written	material	in	a	way	which	will
produce	reliable	evidence	about	a	large	sample.	Their	favoured	method	is
content	analysis	in	which	the	researchers	establish	a	set	of	categories	and
then	count	the	number	of	instances	that	fall	into	each	category.	The	crucial
requirement	is	that	the	categories	are	sufficiently	precise	to	enable	different
coders	to	arrive	at	the	same	results	when	the	same	body	of	material	(e.g.
newspaper	headlines)	is	examined	(see	Berelson,	1952).

In	qualitative	research,	content	analysis	is	less	common	(but	see	Marvasti,
2004:	90–4).	The	crucial	issue	is	to	understand	the	participants’	categories	and
to	see	how	these	are	used	in	concrete	activities	like	telling	stories	(Propp,
1968;	Sacks,	1974),	assembling	files	(Cicourel,	1968;	Gubrium	and
Buckholdt,	1982)	or	describing	‘family	life’	(Gubrium,	1992).	The	reliability
of	the	analysis	is	less	frequently	addressed.	Instead,	qualitative	researchers
make	claims	about	their	ability	to	reveal	the	local	practices	through	which
given	‘end-products’	(stories,	files,	descriptions)	are	assembled.

Interviews	are	commonly	used	in	both	methodologies.	Quantitative
researchers	administer	interviews	or	questionnaires	to	random	samples	of	the
population;	this	is	referred	to	as	‘survey	research’.	‘Fixed-choice’	questions
(e.g.	‘yes’	or	‘no’)	are	usually	preferred	because	the	answers	they	produce
lend	themselves	to	simple	tabulation,	unlike	‘open-ended’	questions	which
produce	answers	which	need	to	be	subsequently	coded.	A	central
methodological	issue	for	quantitative	researchers	is	the	reliability	of	the
interview	schedule	and	the	representativeness	of	the	sample.

For	instance,	after	surveys	of	voting	intention	did	not	coincide	with	the	result
of	the	British	general	election	of	1992,	survey	researchers	looked	again	at
their	methodology.	Assuming	that	some	respondents	in	the	past	may	have	lied
to	interviewers	about	their	voting	intentions,	some	companies	now	provide	a
ballot	box	into	which	respondents	put	mock	ballot	slips	–	thereby	eliminating
the	need	to	reveal	one’s	preferences	to	the	interviewer.	Attention	was	also
given	to	assembling	a	more	representative	sample	to	interview,	bearing	in



mind	the	expense	of	a	completely	random	sample	of	the	whole	British
population.	Perhaps	as	a	result	of	these	methodological	revisions,	pollsters’
final	figures	of	voting	intentions	fitted	much	more	closely	the	actual	result	of
subsequent	British	elections.

‘Authenticity’	rather	than	sample	size	is	often	the	issue	in	naturalistic
qualitative	research.	The	aim	is	usually	to	gather	an	‘authentic’	understanding
of	people’s	experiences	and	it	is	believed	that	‘open-ended’	questions	are	the
most	effective	route	towards	this	end.	So,	for	instance,	in	gathering	life-
histories	or	in	interviewing	parents	of	handicapped	children	(Baruch,	1982)
people	may	simply	be	asked:	‘tell	me	your	story’.	Qualitative	interview
studies	are	often	conducted	with	small	samples	and	the	interviewer–
interviewee	relationship	may	be	defined	in	political	rather	than	scientific
terms	(e.g.	Finch,	1984).

Finally,	audio	and	video	data	are	rarely	used	in	quantitative	research,	probably
because	of	the	assumption	that	they	are	difficult	to	quantify.	Conversely,	as
we	shall	see	(Chapters	11	and	12),	audio	and	video	recordings,	as	well	as
other	visual	images,	are	an	increasingly	important	part	of	qualitative	research.
Transcripts	of	such	recordings,	based	on	standardised	conventions,	provide	an
excellent	record	of	‘naturally	occurring’	interaction.	Compared	with	field
notes	of	observational	data,	recordings	and	transcripts	can	offer	a	highly
reliable	record	to	which	researchers	can	return	as	they	develop	new
hypotheses.

Exercise	2.4
Once	more	focus	on	‘vigilantes’.	Now	suggest	what	research	questions	can	be	addressed	by	any
two	of	the	four	methods	just	discussed.	Namely:

observation
analysing	texts,	documents	and	visual	images
interviews
recording	and	transcribing.

Now	consider:	(a)	What	are	the	relative	merits	of	each	method	in	addressing	this	topic?	(b)	What,
if	anything,	could	be	gained	by	combining	both	methods	(you	might	like	to	refer	forward	to	my
discussion	of	‘triangulation’	in	Section	11.3.2)?

2.4.2	Appropriate	methods
Both	science	and	everyday	life	teach	us	that	there	is	no	‘right’	method	to
proceed.	Everything	depends	on	what	you	are	trying	to	achieve.

Despite	this	truism,	students	regularly	use	methods	that	are	quite
inappropriate	to	their	research	topic.	As	I	noted	about	our	hypothetical	student
project,	how	can	we	be	sure	that	a	qualitative	approach	was	appropriate?	On



the	face	of	it,	if	you	are	interested	in	something	as	concrete	as	people’s
perceptions	of	their	job	prospects,	surely	a	quantitative	survey	of	a	larger
number	of	students	would	be	more	appropriate	than	a	few	‘intensive’
interviews?

Even	if	you	can	convince	your	professor	that	a	qualitative	method	is
appropriate,	are	you	sure	that	you	have	chosen	the	right	method?	As	I	have
already	suggested,	it	is	possible	that	many	people	choose	to	gather	interview
data	less	because	they	are	appropriate	to	their	topic	and	more	because	they
have	unthinkingly	assimilated	a	romantic	outlook.	Decide	the	kind	of	data	to
use	by	asking	yourself	which	data	are	most	appropriate	to	your	research
problem	–	for	instance,	are	you	more	interested	in	what	people	are	thinking	or
feeling	or	in	what	they	are	doing?	And	make	an	informed	choice	between	the
many	different	kinds	of	data	and	methods	that	are	freely	available	to	us	in	the
twenty-first	century.

2.4.3	Consider	mixed	methods
So	far	I	have	been	assuming	that	you	will	always	want	to	choose	just	one
method.	Big	research	projects	may	have	the	resources	to	combine	qualitative
and	quantitative	data.	This	makes	sense	providing	you	have	a	clear
understanding	of	the	distinct	contribution	that	each	kind	of	data	offers.	As	I
argued,	in	Chapter	1,	quantitative	data	is	strongest	on	revealing	‘inputs’	and
‘outputs’	of	particular	phenomena	while	qualitative	data	can	reveal	how	social
phenomena	actually	work	in	real	time.	For	instance,	my	study	of	HIV-test
counselling	(Silverman,	1997)	showed	how	counsellors	communicated	with
their	clients.	But	quantitative	data	would	be	needed	to	describe	the	range	of
client	groups	(inputs	into	counselling)	and	which	clients	went	on	to	contract
HIV	(outputs).

Most	students	will	not	have	the	time	or	resources	to	combine	quantitative	and
qualitative	data.	But	many	are	tempted	to	combine	the	qualitative	methods
presented	in	Table	2.1.	In	the	following	questions	asked	me	in	recent
workshops,	students	showed	their	desire	to	use	mixed	methods:

How	can	I	coherently	combine	analysis	of	media	texts	with	analysis	of
interviews?
What	is	the	best	practice	in	integrating	observational	data	with	interview
data?
How	are	narratives	complemented	by	other	data	like	interviews	and
structured	questionnaires?

One	reason	why	students	seek	mixed	methods	may	be	a	lack	of	confidence



which	can	manifest	itself	in	an	incapacity	to	choose	or	to	commit	oneself.	You
may	be	so	impressed	by	the	different	methods	you	have	learned	on	your
Qualitative	Research	course	that,	somehow,	you	want	to	use	more	than	one	on
your	student	project.	Wouldn’t	it	be	nice,	you	ask	yourself,	to	combine	your
interviews	with	some	observation	or,	say,	a	focus	group?	My	response	is
simple:	take	this	path	only	if	you	seriously	want	to	complicate	your	life	and,
perhaps,	end	up	having	passed	the	time	limit	for	delivery.

Despite	this,	many	student	studies	use	mixed	methods	combining,	say,
observation	or	textual	analysis	with	interviews.	This	may	be	because	you
have	several	research	questions	or	‘because	you	want	to	use	different	methods
or	sources	to	corroborate	each	other	so	that	you	are	using	some	form	of
methodological	triangulation’	(Mason,	1996:	25).

If	you	are	a	pure	empiricist,	uninterested	in	the	theoretical	bases	of	research
design,	mixed	methods	may	look	like	a	good	idea.	By	having	a	cumulative
view	of	data	drawn	from	different	contexts,	we	may,	as	in	trigonometry,	be
able	to	triangulate	the	‘true’	state	of	affairs	by	examining	where	the	different
data	intersect.	In	this	way,	some	qualitative	researchers	believe	that
triangulation	may	improve	the	reliability	of	a	single	method.

Mixed	methods	are	often	adopted	in	the	mistaken	hope	that	they	will	reveal
‘the	whole	picture’.	But	this	‘whole	picture’	is	an	illusion	which	speedily
leads	to	scrappy	research	based	on	under-analysed	data	and	an	imprecise	or
theoretically	indigestible	research	problem.	For	instance,	mixed	methods	may
tempt	novice	researchers	to	move	to	another	dataset	when	they	are	having
difficulties	in	analysing	one	set	of	material.	It	is	usually	far	better	to	celebrate
the	partiality	of	your	data	and	delight	in	the	particular	phenomenon	that	it
allows	you	to	inspect	(hopefully	in	detail).

In	addition,	you	have	to	be	careful	that,	in	combining	methods,	you	do	not
confuse	incompatible	theoretical	models.	Mason	(1996:	27)	gives	the	example
of	the	mistaken	attempt	to	combine	(say)	interview	data	on	individuals’
perceptions	with	discourse	analysis	(DA)	of	particular	texts.	The	mistake
arises	because	DA	treats	all	accounts	as	socially	constructed	and,	therefore,
cannot	treat	interview	accounts	as	providing	a	definitive	version	of	reality.

Such	triangulation	of	data	seeks	to	overcome	the	context	boundedness	of	our
materials	at	the	cost	of	analysing	their	sense	in	context.	For	the	purposes	of
certain	kinds	of	social	research,	particularly	that	based	on	a	constructionist
model,	it	is	simply	not	useful	to	conceive	of	an	overarching	reality	to	which
data,	gathered	in	different	contexts,	approximate.

This	implies	that	we	should	receive	with	caution	the	clarion	calls	for	multiple
methods	in	areas	like	nursing,	family	medicine	and	elsewhere.	As



Hammersley	and	Atkinson	point	out:	‘One	should	not	adopt	a	naively
“optimistic”	view	that	the	aggregation	of	data	from	different	sources	will
unproblematically	add	up	to	produce	a	more	complete	picture’	(1995:	199).

Often	the	desire	to	use	mixed	methods	arises	because	you	want	to	get	at	many
different	aspects	of	a	phenomenon.	However,	this	may	mean	that	you	have
not	yet	sufficiently	narrowed	down	your	topic.	Sometimes	a	better	approach
is	to	treat	the	analysis	of	different	kinds	of	data	as	a	‘dry	run’	for	your	main
study.

However,	none	of	the	points	above	exclude	the	possibility	of	using	mixed
means	of	gathering	data.	Ultimately,	everything	will	depend	on	the	quality	of
your	data	analysis	rather	than	upon	the	quality	of	your	data.

Case	Study

Arresting	Suspects
Miles	and	Huberman	(1984:	42)	give	the	example	of	research	on	how	police	suspects	are	arrested
and	booked.	You	might	think	here	of	combining	several	methods,	e.g.

interviews	(with	suspects,	police	and	lawyers)
observation	(of	arrests	and	bookings)
collecting	documents	(produced	by	this	process)
recording	(of	arrests	and	bookings).

Link



For	a	blog	on	mixed	methods,	visit:
www.researchgate.net/post/Do_mixed_methods_research_designs_now_make_epistemological_choices_irrelevant?
pli=1&loginT=w9J83jNvJ8ID2L_rePPZlbtPBj7DufZd6u3JZs-
HeTM,&cp=re288_bn_p27&ch=reg#view=5301f4ebd685cc7c6f8b4581

2.4.4	Make	sure	you	have	just	the	right	amount	of
data
Lack	of	confidence	can	create	many	of	the	difficulties	I	have	been	discussing.
For	instance,	if	you	are	unsure	of	yourself,	you	may	think	it	will	impress	your

http://www.researchgate.net/post/Do_mixed_methods_research_designs_now_make_epistemological_choices_irrelevant?pli=1&loginT=w9J83jNvJ8ID2L_rePPZlbtPBj7DufZd6u3JZs-HeTM,&cp=re288_bn_p27&ch=reg#view=5301f4ebd685cc7c6f8b4581


professor	if	you	set	up	a	huge	problem	and	perhaps	define	it	in	grand
theoretical	terms.	Similarly,	collecting	vast	amounts	of	data	may	appear	to
reassure	you	that	you	are	making	progress	on	your	project.

Unfortunately,	as	generations	of	PhD	students	could	tell	you,	until	you	have
analysed	your	data	you	have	achieved	precisely	nothing.	If	depth	rather	than
breadth	is	the	aim	of	experienced	qualitative	researchers,	how	much	more	so
for	the	beginner!

To	make	your	analysis	effective,	it	is	imperative	to	have	a	limited	body	of
data	with	which	to	work.	So,	while	it	may	be	useful	initially	to	explore
different	kinds	of	data,	this	should	usually	only	be	done	to	establish	the	data
set	with	which	you	can	most	effectively	work	within	the	timescale	open	to
you.	And	do	not	worry	if	this	means	that	you	will	not	be	able	to	compare
different	cases.	The	comparative	method	is	indeed	worthwhile,	but	it	can	be
used	within	very	small	data	sets.

Case	Study

Newspaper	Headlines
My	PhD	student	Kay	Fensom	was	interested	in	how	crime	was	reported	in	newspapers.	She
eventually	decided	to	focus	only	on	crime	reported	in	newspaper	headlines	and	to	narrow	down
her	data	to	six	headlines	in	national	newspapers	and	six	in	local	newspapers.	This	meant	that	her
total	dataset	could	be	put	on	one	piece	of	A4	paper.	Kay	then	used	Sacks’s	insightful	method	of
membership	categorisation	device	analysis	(see	Section	10.4)	to	interpret	her	data.	Neither	of	her
PhD	examiners	queried	her	amount	of	data.	The	important	issue	was	not	the	quantity	of	data	but
the	thoroughness	and	insightfulness	of	the	analysis.

2.5	An	effective	literature	review
Most	people	know	that	research	reports	should	contain	a	section	on	the
relevant	literature.	The	danger	is	that	you	will	treat	such	a	literature	review	as
an	academic	duty	rather	than	as	something	really	relevant	to	your	research
project.	It	is	relevant	because:

good	research	frames	its	aims	in	the	context	of	earlier	work
without	reading	the	literature	you	are	in	danger	of	trying	to	answer
questions	about	research	design	that	have	already	been	answered	for	you
(so	you	will	be	trying	‘to	reinvent	the	wheel’)
when	you	write	your	conclusions,	it	is	important	to	relate	your	findings
to	other	studies.

A	good	discussion	of	the	literature	in	your	area	presupposes	the	sensible
recording	of	what	you	read.	So	I	will	ask	first:	what	is	the	best	way	to	record



your	reading?

2.5.1	Recording	your	reading
During	your	academic	studies,	I	hope	that	you	will	have	learned	the	habit	of
keeping	your	reading	notes	in	a	word-processed	file,	organised	in	terms	of
(emerging)	topics.	I	stress	‘reading	notes’	because	it	is	important	from	the
start	that	you	do	not	simply	collate	books	or	photocopies	of	articles	for	‘later’
reading	but	read	as	you	go.	Equally,	your	notes	should	not	just	consist	of
chunks	of	written	or	scanned	extracts	from	the	original	sources	but	represent
your	ideas	on	the	relevance	of	what	you	are	reading	for	your	(emerging)
research	problem.	Table	2.2	offers	suggestions	for	sensible	note-taking.

Source:	adapted	from	Phelps	et	al.	(2007:	175–6)

The	notes	and	highlighting	mentioned	in	Table	2.2	should	involve	your
reflections	on	the	material’s	relevance	(to	your	topic)	and	on	how	convincing
you	find	it.	This	is	what	is	meant	by	a	critical	reading	of	the	literature.	Never
just	copy	chunks	of	material.

I	now	turn	to	some	practical	questions	about	writing	a	literature	review:

What	should	it	contain?
Where	will	you	find	what	you	need	to	read?
How	should	you	read?

TIP



It	goes	without	saying	that	you	should	use	a	consistent	system	for	referencing	authors	and
other	details	of	the	material	you	are	reading.	The	Harvard	method	of	referencing	is	usually
the	system	chosen.	This	involves	entering	an	author’s	surname,	followed	by	date	of
publication	and	any	page	reference	in	your	main	text	as	below:

Abrams	(1984:	2);	Agar	(1986:	84)

By	using	this	method,	you	can	save	footnotes	for	substantial	asides	rather	than	for	(boring)
references.	Detailed	references	are	then	appended	in	a	bibliography	with	the	form	set	out
below:



Abrams,	P.	(1984)	‘Evaluating	soft	findings:	some	problems	of	measuring	informal
care’,	Research	Policy	and	Planning,	2	(2):	1–8.

Agar,	M.	(1986)	Speaking	of	Ethnography,	Qualitative	Research	Methods	Series,
Volume	2.	London:	Sage.

2.5.2	What	should	a	literature	review	contain?
In	part,	a	literature	review	should	be	used	to	display	your	scholarly	skills	and
credentials.	In	this	sense,	you	should	use	it	‘To	demonstrate	skills	in	library
searching;	to	show	command	of	the	subject	area	and	understanding	of	the
problem;	to	justify	the	research	topic,	design	and	methodology’	(Hart,	1998:
13).	Such	justification	also	means	that	any	literature	review	connected	with	a
piece	of	research	has	as	much	to	do	with	good	research	design	as	with
displaying	your	academic	credentials.

This	involves	addressing	the	questions	set	out	in	Table	2.3.

Source:	adapted	from	Murcott	(1997)

Once	you	start	to	see	your	literature	review	as	dialogic	rather	than	a	mere
replication	of	other	people’s	writing,	you	are	going	in	the	right	direction.
Conceived	as	an	answer	to	a	set	of	questions,	your	reading	can	immediately
become	more	directed	and	your	writing	more	engaging	and	relevant.	Exercise
2.5	gives	you	an	opportunity	to	test	out	your	skills	in	using	the	existing
literature	to	help	you	in	your	own	research.	It	emphasises	that	we	should
never	read	such	literature	without	having	formulated	some	prior	set	of
questions.

Exercise	2.5
Select	what	you	regard	as	the	two	or	three	most	relevant	pieces	of	literature.	Now:

1.	 Make	notes	on	each,	attempting	to	use	each	one	to	answer	the	questions	found	in	Table	2.3.
2.	 Incorporate	these	notes	in	a	short	literature	review	section	which	only	refers	to	these	two	or

three	works.
3.	 Discuss	this	review	with	your	teacher.



2.5.3	Where	will	I	find	the	literature?
As	Hart	(2001:	24)	points	out,	it	helps	to	do	some	preliminary	thinking	about
what	you	are	doing	before	you	begin	the	search	itself.	Below	are	some	issues
to	think	about	(drawn	from	Hart,	2001:	24):

What	discipline(s)	relate	to	my	main	topic?
How	can	I	focus	my	topic	to	make	my	search	more	precise?
What	are	main	indexes	and	abstracts	relevant	to	my	topic?
What	means	of	recording	will	be	most	efficient	for	many	tasks	such	as
cross-referencing?	Hart	points	out	that	index	cards	are	useful.

Once	you	are	prepared,	it	is	time	to	review	the	many	potential	sources	of
information	about	what	literature	you	need	to	read	and	where	to	find	it:

your	supervisor
the	subject	librarian	in	your	university	library
bibliographies	in	the	literature	you	read
online	searches	on	the	World	Wide	Web
the	Social	Sciences	Citation	Index
news	groups	on	the	Internet
your	fellow	students	(past	and	present).

In	literature	searches,	there	is	no	need	to	worry	about	admitting	your	lack	of
knowledge.	Indeed	the	American	sociologist	Gary	Marx	recommends	taking
‘short	cuts’:	‘learn	how	to	use	computer	searches,	encyclopaedias,	review
articles.	Ask	experts	for	help’	(1997:	106).

Once	you	start	looking,	you	will	speedily	find	that	you	do	not	have	a	problem
with	too	little	literature	but	of	too	much!	Getting	away	from	the	books	and
towards	your	data	is	a	leap	that	most	of	us	need	to	make	as	early	as	possible.
As	Marx	cautions:	‘Don’t	become	a	bibliophile	unless	it	suits	you’	(1997:
106).	Or,	more	pointedly,	‘know	when	enough	is	enough’	(Phelps	et	al.,	2007:
176).

TIP



Excellent	discussions	of	using	the	Web	for	literature	searches	are	provided	by	Phelps	et	al.
(2007:	129–65)	and	O’Dochartaigh	(2007).

Link



For	a	template	for	recording	literature	searches,	go	to:
www.sagepub.co.uk/phelps

2.5.4	There’s	so	much;	how	will	I	find	the	time?
Before	you	panic,	you	need	to	remember	that	you	would	not	have	reached	this
stage	of	your	academic	career	without	learning	the	tricks	of	the	reading	trade.
These	tricks	go	beyond	the	skills	of	speed	reading	(although	these	help)	but
also	mean	that	your	aim	is	usually	to	‘fillet’	a	publication	in	terms	of	your
own	agenda	(not	the	author’s!).

http://www.sagepub.co.uk/phelps


Again,	Marx	makes	the	point	well:

Sample!	Learn	how	to	read	by	skimming,	attending	to	the	first	and	last
sentence,	paragraph	or	chapter.	Read	conclusions	first,	then	decide	if	you
want	the	rest.	Most	social	science	books	probably	shouldn’t	be	books;
they	have	only	a	few	main	(or	at	least	original)	ideas.	(1997:	106)

If	these	are	some	answers	to	the	usual	‘nuts	and	bolts’	questions,	we	still	need
to	tackle	the	underlying	principles	behind	a	literature	review.	As	my	earlier
discussion	of	‘misconceptions’	suggested,	these	principles	are	not	always
obvious	or	clear	cut.

2.5.5	Avoid	mere	description
This	is	how	the	best	recent	book	on	the	topic	defines	a	literature	review:

The	selection	of	available	documents	(both	published	and	unpublished)
on	the	topic,	which	contain	information,	ideas,	data	and	evidence	written
from	a	particular	standpoint	to	fulfil	certain	aims	or	express	certain
views	on	the	nature	of	the	topic	and	how	it	is	to	be	investigated,	and	the
effective	evaluation	of	these	documents	in	relation	to	the	research	being
proposed.	(Hart,	1998:	13)

Chris	Hart’s	term	‘effective	evaluation’	means,	I	believe,	that	your	report
should	try	to	avoid	simply	describing	what	you	have	read.	Any	academic	has
horror	stories	of	literature	reviews	which	were	tediously	and	irrelevantly
descriptive.	Rudestam	and	Newton	characterise	well	such	failing	reviews:

[they	consist	of]	a	laundry	list	of	previous	studies,	with	sentences	or
paragraphs	beginning	with	the	words,	“Smith	found…”,	“Jones
concluded…”,	“Anderson	stated…”,	and	so	on.	(1992:	46)

In	this	vein,	Marx	recommends	avoiding	writing	‘a	literature	summary
without	an	incisive	critique	that	will	help	your	peers	to	view	the	world
differently’	(1997:	106).	Instead,	you	need	to	focus	on	those	studies	that	are
relevant	for	defining	your	research	problem.	By	the	end	of	the	literature
review:



the	reader	should	be	able	to	conclude	that,	‘Yes,	of	course,	this	is	the
exact	study	that	needs	to	be	done	at	this	time	to	move	knowledge	in	this
field	a	little	further	along.’	(Rudestam	and	Newton,	1992:	47)

This	entails	giving	different	amounts	of	attention	to	what	you	read	according
to	how	central	they	are	to	your	topic.	Background	literature	can	just	be
described	in	a	sentence.	By	contrast,	you	need	to	explain	why	certain	studies
contain	issues	of	theory	and	method	that	are	particularly	important	for	your
project.

2.6	Basic	terms	in	research	design
I	hope	the	discussion	above	will	offer	an	initial	quick	fix	on	some	of	the
practical	problems	involved	in	carrying	out	a	small-scale	qualitative	research
project.	The	rest	of	this	book	will	develop	and	context	these	themes.
However,	I	recognise	that	some	of	the	terms	I	have	been	using	may	not	be
immediately	transparent.	For	instance,	how	does	a	‘theory’	differ	from	a
‘hypothesis’?	And	how	do	we	develop	both	of	them?

Questions	like	this	mean	that	I	can	no	longer	postpone	the	potentially
tiresome	business	of	defining	my	terms.	In	this	chapter,	we	shall	be	discussing
models,	concepts,	theories,	hypotheses,	methods	and	methodologies.	In	Table
2.4,	I	set	out	how	each	term	will	be	used.

As	Table	2.4	implies,	what	I	call	‘models’	are	even	more	basic	to	social
research	than	theories.	Models	provide	an	overall	framework	for	how	we	look
at	reality.	In	short,	they	tell	us	what	reality	is	like	and	the	basic	elements	it
contains	(‘ontology’)	and	what	is	the	nature	and	status	of	knowledge
(‘epistemology’).	In	this	sense,	models	roughly	correspond	to	what	are	more



grandly	referred	to	as	‘paradigms’	(see	Guba	and	Lincoln,	1994).	Drawing	on
Gubrium	and	Holstein	(1997a),	I	discussed	the	importance	of	models	further
in	Chapter	1	where	I	distinguished	three	common	models:	positivism,
naturalism	and	constructionism.	Each	model	favours	a	particular	approach
and	vocabulary.	For	instance:

Positivism	embraces	functionalism	(which	looks	at	the	functions	of
social	institutions)	and	behaviourism	(which	defines	all	behaviour	in
terms	of	‘stimulus’	and	‘response’).
Naturalism	is	sympathetic	to	a	particular	reading	of	phenomenology
(‘lived	experience’)	and	symbolic	interactionism	(which	focuses	on	how
we	attach	symbolic	meanings	to	interpersonal	relations).
Constructionism	is	inspired	by	varieties	of	feminism	(which	treat
‘gender’	as	socially	constructed)	and	ethnomethodology	(which
encourages	us	to	look	at	people’s	everyday	ways	of	producing	orderly
social	interaction).

Concepts	are	clearly	specified	ideas	deriving	from	a	particular	model.
Examples	of	concepts	are	‘social	function’	(deriving	from	functionalism),
‘stimulus–response’	(behaviouralism),	‘definition	of	the	situation’
(interactionism)	and	‘the	documentary	method	of	interpretation’
(ethnomethodology).	Concepts	offer	ways	of	looking	at	the	world	which	are
essential	in	defining	a	research	problem.

Theories	arrange	sets	of	concepts	to	define	and	explain	some	phenomenon.
As	Strauss	and	Corbin	put	it:	‘Theory	consists	of	plausible	relationships
produced	among	concepts	and	sets	of	concepts’	(1994:	278).	Without	a	theory,
such	phenomena	as	‘gender’,	‘personality’,	‘talk’	or	‘space’	cannot	be
understood	by	social	science.	In	this	sense,	without	a	theory	there	is	nothing
to	research.

So	theory	provides	a	footing	for	considering	the	world,	separate	from,	yet
about,	that	world.	In	this	way,	theory	provides	both:

a	framework	for	critically	understanding	phenomena
a	basis	for	considering	how	what	is	unknown	might	be	organised.	(J.
Gubrium,	personal	correspondence)

By	provoking	ideas	about	what	is	presently	unknown,	theories	provide	the
impetus	for	research.	As	living	entities,	they	are	also	developed	and	modified
by	good	research.	However,	as	used	here,	models,	concepts	and	theories	are
self-confirming	in	the	sense	that	they	instruct	us	to	look	at	phenomena	in
particular	ways.	This	means	that	they	can	never	be	disproved	but	only	found



to	be	more	or	less	useful.

This	last	feature	distinguishes	theories	from	hypotheses.	Unlike	theories,
hypotheses	are	tested	in	research.	Examples	of	hypotheses,	discussed	later	in
this	book,	are:

how	we	receive	advice	is	linked	to	how	advice	is	given
responses	to	an	illegal	drug	depend	upon	what	one	learns	from	others
voting	in	union	elections	is	related	to	non-work	links	between	union
members.

In	many	qualitative	research	studies,	there	is	no	specific	hypothesis	at	the
outset.	Instead,	hypotheses	are	produced	(or	induced)	during	the	early	stages
of	research.	In	any	event,	unlike	theories,	hypotheses	can,	and	should	be,
tested.	Therefore,	we	assess	a	hypothesis	by	its	validity	or	truth.

A	methodology	refers	to	the	choices	we	make	about	cases	to	study,	methods
of	data	gathering,	forms	of	data	analysis,	e,	in	planning	and	executing	a
research	study.	Gobo	(2008)	suggest	that	a	methodology	comprises	the
following	four	components:

1.	 a	preference	for	certain	methods	among	the	many	available	to	us
(listening,	watching,	observing,	reading,	questioning,	conversing)

2.	 a	theory	of	scientific	knowledge,	or	a	set	of	pre-assumptions	about	the
nature	of	reality,	the	tasks	of	science,	the	role	of	the	researcher,	and	the
concepts	of	action	and	social	actor

3.	 a	range	of	solutions,	devices	and	stratagems	used	in	tackling	a	research
problem

4.	 a	systematic	sequence	of	procedural	steps	to	be	followed	once	our
method	has	been	selected.

So	our	methodology	defines	how	one	will	go	about	studying	any
phenomenon.	In	social	research,	methodologies	may	be	defined	very	broadly
(e.g.	qualitative	or	quantitative)	or	more	narrowly	(e.g.	grounded	theory	or
conversation	analysis).	Like	theories,	methodologies	cannot	be	true	or	false,
only	more	or	less	useful.

Finally,	methods	are	specific	research	techniques.	These	include	quantitative
techniques,	like	statistical	correlations,	as	well	as	techniques	like	observation,
interviewing	and	audio	recording.	Once	again,	in	themselves,	techniques	are
not	true	or	false.	They	are	more	or	less	useful,	depending	on	their	fit	with	the
theories	and	methodologies	being	used,	the	hypothesis	being	tested	and/or	the
research	topic	that	is	selected.	So,	for	instance,	behaviouralists	may	favour
quantitative	methods	and	interactionists	often	prefer	to	gather	their	data	by



observation.	But,	depending	upon	the	hypothesis	being	tested,	behaviouralists
may	sometimes	use	qualitative	methods	–	for	instance,	in	the	exploratory
stage	of	research.	Equally,	interactionists	may	sometimes	use	simple
quantitative	methods,	particularly	when	they	want	to	find	an	overall	pattern	in
their	data.

TIP

Get	in	the	habit	of	thinking	about	research	design	in	terms	of	how	useful	a	particular
approach	is	for	your	research	topic.	Models,	concepts,	methodologies	and	methods	cannot	be
right	or	wrong,	only	more	or	less	useful.



2.7	Conclusion
Having	explained	some	basic	terms,	I	want	to	make	two	general	observations.
First,	as	I	have	emphasised,	no	research	method	stands	on	its	own.	So	far,	I
have	sought	to	show	the	link	between	methods	and	methodologies	in	social
research.	Second,	however,	there	is	a	broader,	societal	context	in	which
methods	are	located	and	deployed.	As	a	crude	example,	texts	depended	upon
the	invention	of	the	printing	press	or,	in	the	case	of	TV	or	audio	recordings,
upon	modern	communication	technologies.

Moreover,	such	activities	as	observation	and	interviewing	are	not	unique	to
social	researchers.	For	instance,	as	Foucault	(1977)	has	noted,	the	observation
of	the	prisoner	has	been	at	the	heart	of	modern	prison	reform,	while	the
method	of	questioning	used	in	the	interview	reproduces	many	of	the	features
of	the	Catholic	confessional	or	the	psychoanalytic	consultation.	Its
pervasiveness	is	reflected	by	the	centrality	of	the	interview	study	in	so	much
contemporary	social	research.	For	instance,	when	I	reviewed	one	qualitative
journal	recently,	I	found	that	16	out	of	18	research	papers	used	interview	data.
One	possible	reason	for	this	may	not	derive	from	methodological
considerations.	Think,	for	instance,	of	how	much	interviews	are	a	central	(and
popular)	feature	of	mass	media	products,	from	‘talk	shows’	to	‘celebrity
interviews’.	Perhaps	we	all	live	in	what	might	be	called	an	‘interview	society’
in	which	interviews	seem	central	to	making	sense	of	our	lives	(Atkinson	and
Silverman,	1997).

All	this	means	that	we	need	to	resist	treating	research	methods	as	mere
techniques.	This	is	reflected	in	the	attention	paid	in	this	book	to	the	analysis
of	data	rather	than	to	methods	of	data	collection.

Part	II	of	this	book	sets	out	each	research	method	in	greater	detail	and	Part	III
returns	to	issues	of	validity	and	relevance	which	are	touched	upon	in	this
chapter.

TIP



Students	often	err	by	assuming	that	‘theory’	is	best	done	from	the	armchair	while	speculating
upon	great	philosophical	problems.	By	contrast,	theorising	is	best	accomplished	by	thinking
through	the	implications	of	how	you	have	gathered	and	analysed	your	data.

Key	Points
The	biggest	mistake	that	beginning	researchers	can	make	is	to	attempt
too	ambitious	a	research	project.
In	both	science	and	everyday	life,	the	facts	never	speak	for	themselves.
This	is	because	all	knowledge	is	theoretically	impregnated.



Theory	provides	a	framework	for	critically	understanding	phenomena
and	a	basis	for	considering	how	what	is	unknown	might	be	organised.
Research	problems	are	distinct	from	social	problems.
We	can	generate	valuable	research	problems	by	employing	three	types	of
sensitivity:	historical,	political	and	contextual.
There	are	four	major	methods	used	by	qualitative	researchers:
observation;	analysing	texts,	documents	and	images;	interviews;
recording	and	transcribing	naturally	occurring	interaction.
There	is	a	broader,	societal	context	in	which	research	methods	are
located	and	deployed.

Study	Questions
Why	(and	in	what	way)	is	your	chosen	research	topic	significant?	Does	it	relate	to	any
concepts	or	theories	in	your	chosen	discipline?
How	far	do	your	topic	and	findings	relate	to	other	research?
Why	is	your	chosen	method	of	data	collection	appropriate	to	your	research	topic?
How	have	you	ensured	that	you	will	have	time	to	analyse	all	the	data	you	plan	to	gather?
What	status	will	you	accord	to	your	data?	For	instance,	are	you	seeking	objective	‘facts’,
subjective	‘perceptions’	or	knowledge	about	social	interaction?
What	literature	is	most	relevant	to	your	planned	research?	Why?

Recommended	Reading
My	textbook	Doing	Qualitative	Research	(fourth	edition,	2013a)	has	a	more
detailed	discussion	of	research	design	aimed	at	PhD	students.	The	most	useful
introductory	texts	are	Clive	Seale’s	(ed.)	Researching	Society	and	Culture
(third	edition	(2011),	Alan	Bryman’s	Quantity	and	Quality	in	Social	Research
(1988)	and	Nigel	Gilbert’s	(ed.)	Researching	Social	Life	(1993).	More
advanced	qualitative	analysis	is	offered	by	Seale	et	al.’s	Qualitative	Research
Practice	(2004),	Miles	and	Huberman’s	Qualitative	Data	Analysis	(1984),
Hammersley	and	Atkinson’s	Ethnography:	Principles	in	Practice	(second
edition,	1995)	and	Denzin	and	Lincoln’s	(eds)	Handbook	of	Qualitative
Research	(third	edition,	2006).	The	essential	book	on	literature	reviews	is
Chris	Hart’s	Doing	a	Literature	Review:	Releasing	the	Social	Science
Imagination	(1998).	This	covers	in	detail	all	the	issues	discussed	in	this	brief
chapter	as	well	as	addressing	the	different	requirements	of	literature	reviews
for	BA,	MA	and	PhD	dissertations.	Hart’s	later	book	Doing	a	Literature
Search	(2001)	is	a	helpful	guide	to	planning	and	executing	a	literature	search.
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

understand	why	inexperienced	qualitative	researchers	worry	about	sample	size
see	the	place	of	purposive	and	theoretical	sampling	in	qualitative	research
understand	why	deviant	cases	are	important	and	when	it	is	appropriate	to	change	your
sample	during	a	study
understand	the	logic	of	sampling	social	processes	rather	than	individuals.

A	regular	refrain	I	hear	from	student	researchers	is:	‘I	have	so	little	data,	only
just	one	case,	so	how	can	I	possibly	generalise	about	it?’

Here	are	some	examples	of	such	questions	from	six	students	at	workshops	I
ran	recently:

I	believe	five	interviews	are	enough.	How	to	justify	my	gut	feeling?
What	is	the	minimum	sample	size	accepted	in	qualitative	research?
My	main	anxiety	is	that	I	haven’t	got	enough	data.
Given	that	my	ethnography	is	based	on	only	one	case,	how	generalisable
is	it?
I	am	currently	looking	into	analysing	200	logs	on	Facebook.	Will	the
numbers	be	sufficient	for	a	PhD?
How	many	case	studies	do	I	need?

Like	many	intelligent	people	beginning	qualitative	research,	these	students
are	terrified	that	their	projects	may	be	undercut	by	their	use	of	a	limited
amount	of	data.	They	know	that	in	quantitative	research	generalisations	are
normally	based	on	statistical	sampling	procedures.	Such	sampling	has	two
functions:

It	allows	you	to	feel	confident	about	the	representativeness	of	your
sample:	‘if	the	population	characteristics	are	known,	the	degree	of
representativeness	of	a	sample	can	be	checked’	(Arber,	1993:	70).
Representative	samples	allow	you	to	make	broader	inferences:	‘The
purpose	of	sampling	is	usually	to	study	a	representative	subsection	of	a
precisely	defined	population	in	order	to	make	inferences	about	the	whole
population’	(Arber,	1993:	38).

These	students	realise	that	such	sampling	procedures	are,	however,	usually
unavailable	in	qualitative	research.	In	such	studies,	our	data	are	often	derived
from	one	or	more	cases	and	it	is	unlikely	that	these	cases	will	have	been
selected	on	a	random	basis.	Very	often	a	case	will	be	chosen	simply	because	it
allows	access.	Moreover,	even	if	you	were	able	to	construct	a	representative
sample	of	cases,	the	sample	size	would	be	likely	to	be	so	large	as	to	preclude



the	kind	of	intensive	analysis	usually	preferred	in	qualitative	research	(Mason,
1996:	91).

This	give	rise	to	a	problem,	familiar	to	users	of	quantitative	methods:	‘How
do	we	know	…	how	representative	case	study	findings	are	of	all	members	of
the	population	from	which	the	case	was	selected?’	(Bryman,	1988:	88).

Giampietro	Gobo	has	neatly	summed	up	these	concerns:

Even	though	qualitative	methods	are	now	recognized	in	the
methodological	literature,	they	are	still	regarded	with	skepticism	by
some	methodologists,	mainly	those	with	statistical	training.	One	reason
for	this	skepticism	concerns	whether	qualitative	research	results	can	be
generalized,	which	is	doubted	not	only	because	they	are	derived	from
only	a	few	cases,	but	also	because	even	where	a	larger	number	is	studied
these	are	generally	selected	without	observing	the	rigorous	criteria	of
statistical	sampling	theory.	(2007:	193)

As	a	consequence,	students	doing	qualitative	research	sometimes	try	to
sample	whole	populations	or,	where	this	is	impractical,	try	to	construct
random	samples.	Two	student	examples	are	provided	below.	As	you	will	see,
rather	than	making	your	study	more	generalisable,	adopting	this	kind	of
defensive	posture	can	create	further	problems	for	the	qualitative	researcher.

However,	asserting	a	negative	is	not	itself	a	solution.	Showing	that	random
sampling	has	its	problems	may	make	us	feel	good	but	it	does	not,	by	itself,
offer	a	solution	to	the	problem	of	generalising	from	case	studies.

How	can	we	escape	this	defensive	posture	with	its	unintended	side	effects?
As	these	student	examples	show,	the	first	thing	to	realise	is	that	the	logic	of
random	sampling	may	not	work	in	qualitative	research	or	may	simply	be
inappropriate.	Second,	as	Table	3.1	demonstrates,	even	in	quantitative	studies,
random	sampling	is	not	without	its	own	problems.



Source:	adapted	from	Gobo	(2007:	194)

For	a	few	writers	who	see	qualitative	research	as	purely	descriptive,
generalisability	is	not	an	issue.	For	example,	Stake	(1994:	236)	refers	to	the
‘intrinsic	case	study’	where	‘this	case	is	of	interest	…	in	all	its	particularity
and	ordinariness’.	In	the	intrinsic	case	study,	according	to	Stake,	no	attempt	is
made	to	generalise	beyond	the	single	case	or	even	to	build	theories.

This	is	resisted	by	many	qualitative	researchers.	As	Mason	puts	it:

I	do	not	think	qualitative	researchers	should	be	satisfied	with	producing
explanations	which	are	idiosyncratic	or	particular	to	the	limited
empirical	parameters	of	their	study	…	Qualitative	research	should
(therefore)	produce	explanations	which	are	generalizable	in	some	way,
or	which	have	a	wider	resonance.	(1996:	6)

So,	unlike	Stake,	the	problem	of	‘representativeness’	is	a	perennial	worry	of
many	qualitative	or	case	study	researchers.	How	do	they	attempt	to	address	it?
Can	we	generalise	from	cases	to	populations	without	following	a	purely
statistical	logic?

Two	alternatives	to	random	sampling	are	commonly	used	by	qualitative
researchers:

purposive	sampling
theoretical	sampling.

Case	Study



Using	Large	Or	Random	Samples
In	one	interview	study	of	unqualified	medical	practitioners,	one	province	district	was	selected	and
included	ten	(out	of	fourteen)	practitioners	who	gave	their	consent	and	350	of	their	patients.
A	second	study	of	‘burnout’	among	female	primary	school	teachers	used	a	sample	of	15	teachers
who	were	randomly	selected	from	the	participants	of	a	much	larger,	quantitative,	prevalence
study.

Both	studies,	modelled	on	quantitative	research	design,	create	further	difficulties:

Can	detailed	qualitative	methods	of	analysis	be	fully	used	if	you	do	350	interviews?	Apart
from,	anything	else,	will	you	have	time	to	transcribe	properly	your	data?	Data	gathering
may	be	so	time	consuming	that	you	have	little	time	for	data	analysis.
In	the	second	example,	do	you	really	need	a	fully	random	selection	of	cases	in	order	to	do
credible	qualitative	research?	Should	we	reject	a	case	just	because	it	is	the	only	one	to
which	we	have	access	even	if	it	looks	highly	illuminating?

Ultimately,	the	question	‘How	many	cases	do	I	need?’	depends	upon	your	research	problem	and
purposive	sampling	may	be	appropriate	(see	Section	3.1).

Exercise	3.1
If	you	are	currently	planning	a	study,	work	out	a	logic	for	your	choice	of	the	number	of	cases	you
plan	to	study.	Alternatively,	review	any	qualitative	study	with	which	you	are	familiar.	What	is	the
logic	used	to	select	cases?	Are	you	convinced	by	it?

Link



For	a	recent	discussion	of	problems	with	random	sampling	plus	some	solutions,	go	to	David
Morgan’s	comments	at:
www.methodspace.com/group/qualitativeinterviewing/forum/topics/two-problems-with-
random-sampling-and-two-alternatives

3.1	Purposive	sampling
Before	we	can	contemplate	comparing	our	case	with	others,	we	need	to	have
selected	our	case.	Are	there	any	grounds	other	than	convenience	or
accessibility	to	guide	us	in	this	selection?

http://www.methodspace.com/group/qualitativeinterviewing/forum/topics/two-problems-with-random-sampling-and-two-alternatives


Purposive	sampling	allows	us	to	choose	a	case	because	it	illustrates	some
feature	or	process	in	which	we	are	interested.	However,	this	does	not	provide
a	simple	approval	to	any	case	we	happen	to	choose.	Rather,	purposive
sampling	demands	that	we	think	critically	about	the	parameters	of	the
population	we	are	interested	in	and	choose	our	sample	case	carefully	on	this
basis.	As	Denzin	and	Lincoln	put	it:	‘Many	qualitative	researchers	employ	…
purposive,	and	not	random,	sampling	methods.	They	seek	out	groups,	settings
and	individuals	where	…	the	processes	being	studied	are	most	likely	to	occur’
(1994:	202).

This	example	shows	that	you	can	select	your	interviewees	purposively	based
on	the	groups	which	your	research	problem	addresses.	In	addition,	as	in
Selma’s	case,	it	can	be	helpful	to	use	a	‘snowball	sample’,	using	the	social
networks	of	one	or	two	initial	informants.	In	an	MSc	study	of	the	experience
of	international	students	at	a	UK	university,	Maddie	Sandall	used	email
addresses	to	contact	people.	She	then	asked	her	respondents	if	they	could
persuade	any	of	their	friends	to	encourage	them	to	come	along	for	interview.

Purposive	sampling	also	has	a	role	where	you	are	studying	organisations	or
social	processes	rather	than	individuals.	Stake	(1994:	243)	gives	the	example
of	a	study	of	interactive	displays	in	children’s	museums.	He	assumes	that	you
only	have	resources	to	study	four	such	museums.	How	should	you	proceed?
He	suggests	setting	up	a	typology	which	would	establish	a	matrix	of	museum
types	as	in	Table	3.2.

Source:	adapted	from	Stake	(1994:	243)

The	typology	set	out	in	Table	3.2	yields	six	cases	which	could	be	increased
further	by,	say,	distinguishing	between	museums	located	in	small	and	big
cities	–	bringing	up	the	cases	to	twelve.	Which	cases	should	you	select?

You	will	be	constrained	by	two	main	factors.	First,	there	may	not	be	examples
to	fit	every	cell.	Second,	not	many	students	will	have	the	resources	to	allow
them	to	research	every	existing	unit.	So	you	have	to	make	a	practical
decision.	For	instance,	if	you	can	cover	only	two	cases,	do	you	choose	two
participatory	museums	in	different	locations	or	in	different	subjects?	Or	do
you	compare	such	a	museum	with	a	more	conventional	exhibit-based



museum?

Provided	you	have	thought	through	the	options,	it	is	unlikely	that	your
selection	will	be	criticised.	Moreover,	as	we	see	below,	how	you	set	up	your
typology	and	make	your	choice	should	be	grounded	in	the	theoretical
apparatus	you	are	using.	Sampling	in	qualitative	research	is	neither	statistical
nor	purely	personal:	it	is,	or	should	be,	theoretically	grounded.

Case	Study

Sampling	in	an	Interview	Study
Purposive	sampling	provides	a	good	basis	to	find	respondents	in	an	interview	or	focus	group
study.	For	example,	a	PhD	study	of	work/family	balance	focused	on	professionals	in	high-
commitment	occupations	where	confrontations	between	care	and	career	might	be	expected	to	be
accentuated.	The	study	recruited	a	sample	of	43	semi-structured,	in-depth	interviews	with	female
(26)	and	male	(17),	white,	heterosexual,	lawyers	(29)	and	consultants/managers	(14)	in	the
process	of	establishing	different	work/life	adaptations.	Informants	were	recruited	formally
through	firms,	and	informally	through	different	(non-related)	social	networks.	(Selma,	Sociology,
Norway)

Link



Seawright	and	Gerring	(2008)	provide	a	useful	discussion	of	purposive	sampling	in	political
science	research.	Go	to:
http://prq.sagepub.com/content/61/2/294.full.pdf+html

Exercise	3.2
Imagine	that	you	have	the	resources	to	study	four	cases	of	the	phenomenon	in	which	you	are
interested.	Following	my	discussion	of	Stake	(Table	3.2),	draw	up	a	typology	to	indicate	the
universe	of	cases	potentially	available.	This	typology	should	include	between	six	and	twelve
possible	cases.

Now	explain	why	you	propose	to	select	your	four	cases	in	terms	of	the	logic	of	purposive
sampling.

http://prq.sagepub.com/content/61/2/294.full.pdf+html


3.2	Theoretical	sampling
Theoretical	and	purposive	sampling	are	often	treated	as	synonyms.	Indeed,
the	only	difference	between	the	two	procedures	applies	when	the	‘purpose’
behind	‘purposive’	sampling	is	not	theoretically	defined.

Bryman	argues	that	qualitative	research	follows	a	theoretical,	rather	than	a
statistical,	logic:	‘the	issue	should	be	couched	in	terms	of	the	generalizability
of	cases	to	theoretical	propositions	rather	than	to	populations	or	universes’
(1988:	90,	my	emphasis).

The	nature	of	this	link	between	sampling	and	theory	is	set	out	by	Mason:

theoretical	sampling	means	selecting	groups	or	categories	to	study	on	the
basis	of	their	relevance	to	your	research	questions,	your	theoretical
position	…	and	most	importantly	the	explanation	or	account	which	you
are	developing.	Theoretical	sampling	is	concerned	with	constructing	a
sample	…	which	is	meaningful	theoretically,	because	it	builds	in	certain
characteristics	or	criteria	which	help	to	develop	and	test	your	theory	and
explanation.	(1996:	93–4)

In	qualitative	research,	our	choice	of	cases	should	always	be	theoretically
guided.	This	means	that	our	selection	of	cases	is	not	based	on	statistical
grounds	but	derived	from	a	particular	theory	which	we	seek	to	test.	As	Robert
Yin	argues:

case	studies,	like	experiments,	are	generalizable	to	theoretical
propositions	and	not	to	populations	or	universes.	In	this	sense,	the	case
study,	like	the	experiment,	does	not	represent	a	‘sample’,	and,	in	doing	a
case	study,	your	goal	will	be	to	expand	and	generalize	theories	(analytic
generalization)	and	not	to	enumerate	frequencies	(statistical
generalization).	(2009:	15,	my	emphasis)

Take	my	study	of	HIV-test	counselling	(Silverman:	1997).	Although	I	tried	to
include	counselling	centres	from	different	countries	and	with	a	varying	mix	of
professional	expertise,	I	was	not	trying	to	count	how	many	counsellors	or
clients	engaged	in	particular	activities.	My	study	was	based	on	the	theoretical
tradition	of	conversation	analysis	(CA).	This	meant	that	my	sample	was
designed	to	test	previous	CA-based	generalisations	about	professional–client
communication.	Giampietro	Gobo	(2008:	204)	calls	this	kind	of	theoretically



based	reasoning	deductive	inference.

Theoretical	sampling	has	four	features	which	I	discuss	below:

choosing	cases	in	terms	of	your	theory
choosing	‘deviant’	cases
changing	the	size	of	your	sample	during	the	research
sampling	social	relations	not	individuals.

3.2.1	Choosing	cases	in	terms	of	your	theory
Mason	(1996:	85)	writes	about	‘the	wider	universe	of	social	explanations	in
relation	to	which	you	have	constructed	your	research	questions’.	This
theoretically	defined	universe	‘will	make	some	sampling	choices	more
sensible	and	meaningful	than	others’.	Mason	describes	choosing	a	kind	of
sample	which	can	represent	a	wider	population.	Here	we	select	a	sample	of
particular	‘processes,	types,	categories	or	examples	which	are	relevant	to	or
appear	within	the	wider	universe’	(1996:	92).	Mason	suggests	that	examples
of	these	would	include	single	units	such	as	‘an	organization,	a	location,	a
document	…	[or]	a	conversation’.

Mason	gives	the	example	of	studying	gender	relation	as	discourses	which
construct	subjects	of	gender	relations.	In	this	approach,	as	she	puts	it,	‘you	are
…	unlikely	to	perceive	the	social	world	in	terms	of	a	large	set	of	gender
relations	from	which	you	can	simply	draw	a	representative	sample	of	people
by	gender’	(1996:	85).

So	in	qualitative	research	the	relevant	or	‘sampleable’	units	are	often	seen	as
theoretically	defined.	This	means	that	it	is	inappropriate	to	sample
populations	by	such	attributes	as	‘gender’,	‘ethnicity’	or	even	age	because
how	such	attributes	are	routinely	defined	is	itself	the	topic	of	your	research.
On	the	other	hand,	as	Flyvbjerg	(2004:	426)	notes,	your	choice	of	theory	can
help	you	to	identify	critical	cases.

As	an	example	of	theoretically	defined	sampling,	Bryman	uses	Glaser	and
Strauss’s	discussion	of	‘awareness	contexts’	in	relation	to	dying	in	hospital:

The	issue	of	whether	the	particular	hospital	studied	is	‘typical’	is	not	the
critical	issue;	what	is	important	is	whether	the	experiences	of	dying
patients	are	typical	of	the	broad	class	of	phenomena	…	to	which	the
theory	refers.	Subsequent	research	would	then	focus	on	the	validity	of
the	proposition	in	other	milieux	(e.g.	doctors’	surgeries).	(Bryman,	1988:
91)



As	Bryman	suggests,	a	‘class	of	phenomena’	always	should	be	theoretically
defined.	In	the	same	way,	a	‘deviant’	case	is	recognisable	because	it	fails	to	fit
a	theoretically	defined	pattern.

3.2.2	Choosing	‘deviant’	cases
As	I	argue	in	Chapter	4,	the	scientific	method	involves	subjecting	any
hypothesis	to	critical	scrutiny.	Rather	than	trying	to	prove	that	something
holds,	we	must	do	our	best	to	disprove	it	and	only	accept	propositions	for
which	no	negative	evidence	has	been	found.

This	means	that	it	is	important	that	you	overcome	any	tendency	to	select	a
case	which	is	likely	to	support	your	argument.	Instead,	it	makes	sense	to	seek
out	negative	instances	as	defined	by	the	theory	with	which	you	are	working.
‘One	rationale	for	a	single	case	is	when	it	represents	the	critical	case	in
testing	a	well-formulated	theory’	(Yin,	2009:	47).	This	allows	us	to	make
generalisations	similar	to	statistical	inferences	but	without	employing
probability	criteria.

For	instance,	in	a	study	of	the	forces	that	may	make	trade	unions
undemocratic,	Lipset	et	al.	(1962)	deliberately	chose	to	study	an	American
printing	union.	Because	this	union	had	unusually	strong	democratic
institutions	it	constituted	a	vital	deviant	case	compared	with	most	American
unions	of	the	period.	Lipset	et	al.’s	union	was	also	deviant	in	terms	of	a	highly
respected	theory	which	postulated	an	irresistible	tendency	towards	‘oligarchy’
in	all	formal	organisations.

So	Lipset	et	al.	chose	a	deviant	case	because	it	offered	a	crucial	test	of	a
theory.	As	our	understanding	of	social	processes	improves,	we	are
increasingly	able	to	choose	cases	on	such	theoretical	grounds.

Say	we	are	interested	in	schools	with	children	from	immigrant	backgrounds.
Then,	Gobo	suggests:

We	can	choose	two	elementary	schools	where,	from	press	reports,
previous	studies,	interviews	or	personal	experiences,	we	know	we	can
find	two	extreme	situations:	in	the	first	school	there	are	severe
difficulties	of	integration	between	natives	and	immigrants,	while	in	the
second	there	are	virtually	none.	We	can	also	pick	three	schools:	the	first
with	severe	integration	difficulties;	the	second	with	average	difficulties;
and	the	third	with	rare	ones	…	If,	in	these	optimal	conditions,	the
consequences	foreseen	by	the	theory	do	not	ensue,	it	is	extremely
unlikely	that	the	theory	will	work	in	all	those	empirical	cases	where



those	requirements	are	more	weakly	present.	Hence	the	theory	is
falsified,	and	its	inadequacy	can	be	legitimately	generalized	…
Moreover,	the	legitimacy	of	the	generalization	(of	the	scant	explanatory
capacity	of	the	theory	just	falsified)	depends	not	only	on	the	cogency	of
the	rhetorical	argument	but	also	on	the	strength	of	the	connections
established	between	theory	and	observations.	(2008:	204–5)

The	following	case	study	shows	a	similar	sampling	method	in	a	study	of
urban	poverty.

Case	Study

Inner-City	Poverty
William	Julius	Wilson	proposed	a	theory	of	the	social	transformation	of	the	inner	city,	which
included	a	number	of	key	hypotheses	on	the	effects	of	living	in	highly	concentrated	poverty	areas
(Wilson,	1987).	One	of	these	hypotheses	states	that	individuals	living	in	extreme	poverty	areas
are	much	less	likely	to	be	tied	into	the	job	information	network	than	those	living	in	marginal
poverty	areas.	This	hypothesis	could	be	tested	by	a	participant	observer	who	selects	one
neighborhood	that	represents	an	extreme	poverty	area	and	another	that	represents	a	marginal
poverty	area	and	observes	patterns	of	work-related	interactions	in	each	neighborhood	over	an
extended	period.	(Wilson	and	Chaddha,	2009:	55)

3.2.3	Changing	the	size	of	your	sample	during	the
research
So	far	we	have	been	discussing	theoretical	sampling	as	an	issue	at	the	start	of
a	research	study.	However,	we	can	also	apply	such	sampling	during	the	course
of	a	piece	of	research.	Indeed,	one	of	the	strengths	of	qualitative	research
design	is	that	it	often	allows	for	far	greater	(theoretically	informed)	flexibility
than	in	most	quantitative	research	designs.	As	Mason	puts	it:	‘Theoretical	or
purposive	sampling	is	a	set	of	procedures	where	the	researcher	manipulates
their	analysis,	theory,	and	sampling	activities	interactively	during	the	research
process,	to	a	much	greater	extent	than	in	statistical	sampling’	(1996:	100).

Such	flexibility	may	be	appropriate	in	the	following	cases:

As	new	factors	emerge	you	may	want	to	increase	your	sample	in	order	to
say	more	about	them.
You	may	want	to	focus	on	a	small	part	of	your	sample	in	early	stages,
using	the	wider	sample	for	later	tests	of	emerging	generalisations.
Unexpected	generalisations	in	the	course	of	data	analysis	lead	you	to
seek	out	new	deviant	cases.
You	discover	that	additional	data	does	not	add	to	or	change	a	finding



from	your	existing	data	[data	saturation].

Alasuutari	has	described	this	process	through	using	the	analogy	of	an	hour-
glass:	‘a	narrow	case-analysis	is	broadened	…	through	the	search	for	contrary
and	parallel	cases,	into	an	example	of	a	broader	entity.	Thus	the	research
process	advances,	in	its	final	stages,	towards	a	discussion	of	broader	entities.
We	end	up	on	the	bottom	of	the	hourglass’	(1995:	156).

How	samples	emerge	in	qualitative	studies	is	summarised	in	Table	3.3.

Source:	Abrams	(2010:	539)

Case	Study

Urban	Pubs
Alasuutari	illustrates	his	‘hour-glass’	metaphor	through	his	own	study	of	the	social	consequences
of	Finnish	urbanisation	in	the	1970s.	He	chose	local	pubs	as	a	site	to	observe	these	effects	and
eventually	focused	upon	male	‘regulars’.	This	led	to	a	second	study	even	more	narrowly	focused
on	a	group	where	drinking	was	heavier	and	where	many	of	the	men	were	divorced.	As	he	puts	it:
‘Ethnographic	research	of	this	kind	is	not	so	much	generalization	as	extrapolation	…	the	results
are	related	to	broader	entities’.	(Alasuutari,	1995:	155)

Case	Study

Juvenile	Prisons
Laura	Abrams	(2010)	carried	out	a	longitudinal	qualitative	study	of	juvenile	correctional
institutions	informed	by	social	work	perspectives.	This	four-year	study	sought	to	understand	the
culture	of	correctional	residential	treatment	institutions,	youths’	responses	to	treatment	messages
and	correctional	practices	within	these	facilities,	and	their	community	re-entry	process.	This	is
how	she	describes	her	sampling	strategy:

To	select	the	study	sites,	I	started	with	one	facility,	and	then	chose	the	next	two	facilities	both
strategically	and	sequentially.	In	regard	to	‘strategic’	considerations,	the	settings	were
intentionally	varied	in	order	to	challenge	and	refine	evolving	conclusions	and	theories.	As
such,	the	three	institutions	selected	were	distinct	based	on	size,	type	of	offender	served,



length	of	stay,	and	therapeutic	programming	and	philosophy	I	also	considered	practical	and
logistical	matters	such	as	travel	time,	willingness	of	the	institution’s	supervisors	to
participate	in	the	project,	and	the	feasibility	of	approval	by	the	counties	and	courts	governing
the	institutions.	Thus,	a	blend	of	theoretical	and	practical	considerations	drove	the	selection
of	study	sites.	(2010:	544)
The	sampling	strategy	used	to	select	the	study	sites	can	best	be	described	as	purposive,	with
some	theoretical	consideration	involved.	This	is	because	researcher	judgment	drove	the
selection	of	sites	that	were	considered	optimal	to	observe	and	investigate	the	phenomenon	of
interest.	The	selection	of	sites	was	also	theoretically	based	in	that	we	selected	the	institutions
based	on	the	observations	and	analyses	conducted	during	the	course	of	the	study	…
Moreover,	the	selection	of	settings	was	accomplished	in	an	emergent	manner	that	fits	with
the	general	goals	of	developing	theory	and	concepts	inductively,	testing	assumptions	with
repeated	observations,	and	leaving	room	for	flexibility	and	reflexivity	in	the	research
process.	(2010:	545–6)

TIP



In	quantitative	research,	you	must	always	stick	to	what	your	research	protocol	lays	down
about	the	selection	of	your	sample	population.	By	contrast,	good	qualitative	research	often
involves	discovering	new	relevant	samples	during	the	course	of	your	research.	This	implies
that	qualitative	researchers	who	rigidly	stick	to	a	predefined	case	may	not	be	using	their
initial	data	analysis	to	the	best	effect.

3.2.4	Sampling	social	relations	not	individuals
Quantitative	surveys	usually	sample	individuals.	While	this	remains	the	case
in	psychologically	oriented	qualitative	interview	studies,	qualitative	research
is	often	more	concerned	with	social	processes	and	situations	rather	than	the



characteristics	of	individuals.	This	means	that	our	research	design	is	quite
different.	As	Clive	Seale	puts	it:

many	textbooks	assume	that	when	one	is	going	to	do	a	research	study
one	always	wants	to	sample	‘people’	(rather	than,	say,	documents).
Students	should	realise	that	all	kinds	of	phenomena	can	be	studied	for
social	research	purposes	(e.g.	building	design,	music	lyrics,	web	sites,
small	ads).	(Personal	correspondence)

Gobo	underlines	Seale’s	point:

The	[qualitative]	researcher	should	focus	his/her	investigation	on
interactive	units	(such	as	social	relationships,	encounters,	organizations),
not	only	because	social	processes	are	more	easily	detectable	and
observable,	but	also	because	these	units	allow	more	direct	and	deeper
analysis	of	the	characteristics	observed.	(2008:	203–4)

As	Yin	puts	it:

The	main	point	…	is	that	you	should	try	to	aim	towards	analytic
generalization	in	doing	case	studies,	and	you	should	avoid	thinking	in
such	confusing	terms	as	‘the	sample	of	cases’	or	the	‘small	sample	of
cases’,	as	if	a	single-case	study	were	like	a	single	respondent	in	a	survey
or	a	single	subject	in	an	experiment.	(2009:	39)

Case	Study

Charge-Rebuttal	Sequences
In	the	1980s,	I	was	studying	communication	between	patients,	parents	and	doctors	in	paediatric
clinics,	observing	and	tape-recording	what	happened	(Silverman,	1987).	Like	many	qualitative
researchers	I	worked	inductively,	generating	hypotheses	from	my	observations.	In	one	clinic
which	treated	young	people	with	diabetes,	I	had	noticed	that	the	doctor	asked	his	young	patients
whether	they	wanted	accompanying	parents	to	be	present	during	the	consultation.

In	the	case	that	follows,	June	had	asked	to	be	seen	alone.	While	June	was	having	blood	taken	by	a
nurse	in	another	room,	we	heard	a	knock	on	the	doctor’s	door,	followed	by	June’s	mother	putting
her	head	only	round	the	open	door,	laughing	and	calling	herself	‘the	neurotic	mother’	and	then
asking	to	see	the	doctor.
I	was	immediately	interested	in	how	June’s	mother	had	‘framed’	herself.	This	seemed	to
characterise	her	presence	as	‘going	behind	her	daughter’s	back	(remember	June	had	asked	to	be



seen	alone)	and	providing	a	pre-emptive	strike	against	her	being	described	as	‘neurotic’	precisely
by	making	the	charge	against	herself.

After	June’s	mother	enters,	this	is	what	is	said:
Extract	3.1

1(D	=	doctor;	M	=	mother	of	June,	aged	16)
2M:	She’s	going	through	a	very	languid	stage	(	)

she	won’t	do	anything	unless	you	push	her
3D:	so	you’re	finding	you’re	having	to	push	her	quite	a	lot

4M:	mm	no	well	I	don’t	(.)	I	just	leave	her	now
In	Extract	3.1,	I	noticed	how	M	changes	her	account	after	D’s	question	at	line	3.	D	has	changed
the	subject	from	June	(as	in	lines	1–2)	to	M	herself.	Notice	also	the	‘defensive’	tone	of	M’s
answer	in	line	4.	It	is	as	if	M	has	heard	D’s	question	as	making	a	charge	against	herself	and	offers
a	rebuttal	in	line	4.	Underlying	all	this	seemed	to	be	two	incompatible	parenting	norms	shared	by
both	parents	and	doctors	involved	with	young	diabetics:

It	is	the	responsibility	of	parents	to	monitor	their	child’s	treatment	of	their	illness.
Despite	this,	parents	of	‘young	adults’	must	respect	the	right	of	their	children	to	make	their
own	decisions.

Later	on	in	this	consultation,	we	see	the	same	process	repeating	itself:

Extract	3.2
1M:	I	don’t	think	she’s	really	sticking	to	her	diet	(.)

2I	don’t	know	the	effects	this	will	have	on	her	(.)	it’s	bound
3to	alter	her	sugar	if	she’s	not	got	the	right	insulin	isn’t	it?

4I	mean	I	know	what	she	eats	at	home	but	[outside
5D:	[so	there’s	no	real	consistency	to	her

6diet?	It’s	sort	[of
7M:	[no	well	I	keep	it	as	consistent	as	I	can	at	home

Notice,	once	again,	that	what	begins	as	M’s	concern	about	her	child	becomes	refocused	after	D’s
question	(lines	5–6)	as	an	issue	of	M’s	parenting.	In	both	extracts,	as	well	as	in	M’s	self-
description	as	she	puts	her	head	around	the	door,	M’s	comments	imply	that	a	charge	is	present	and
she	offers	a	rebuttal.
From	this	data,	I	defined	a	candidate	‘analytic	generalisation’	about	charge-rebuttal	sequences	in
such	clinics.	My	task	was	then	to	look	at	other	consultations	to	see	if	and	how	such	sequences
appeared.

Processes	like	charge-rebuttal	sequences	are	what	Gobo	calls	‘interactive	units’	and	illustrate	the
way	in	which	qualitative	researchers	sample	social	relations	and	not	individuals.

TIP



Quantitative	researchers	often	seek	generalisations	about	facts;	for	example,	how	many
people	in	a	particular	city	live	below	the	poverty	line?	In	qualitative	research,	we	are	often
more	interested	in	generalising	about	processes.	Small	gives	a	relevant	example	of	a	classic
qualitative	study:

When	Geertz	(1973)	wrote	on	the	cockfights	in	a	small	Balinese	village,	many	expected
his	theoretical	model	(of	how	games	can	embody	societal	power	relations)	to	be
applicable	to	other	sites,	but	few	expected	the	empirical	findings	to	be	so	applicable	–
that	is,	for	cockfights	to	look	similar	or	to	follow	the	same	rules	in	other	villages
throughout	or	outside	of	Indonesia.	The	latter	would	be	wholly	beside	the	point.	(2009:
9)



Exercise	3.3
Either	use	your	own	research	or	a	published	study	to	argue	for	choosing	cases	as	examples	of
social	processes	rather	than	samples	of	individuals.	Describe	the	nature	of	these	processes.

3.3	What	is	a	‘case’?
The	preceding	discussion	suggests	that	we	need	to	think	critically	about	what
counts	as	a	‘case’.	In	quantitative	studies,	cases	are	often	individuals.	This
means	that	in	order	to	generalise	about	the	prevalence	of	some	phenomenon
(e.g.	particular	types	of	personality)	we	need	to	randomly	sample	a	population
of	individuals.	However,	if	we	are	studying	social	processes,	our	focus	will	be
on	interactive	units	(e.g.	charge-rebuttal	sequences).	Moreover,	because
qualitative	research	is	often	inductive,	we	cannot	pre-determine	an
appropriate	sample	until	we	have	identified	some	candidate	phenomenon.	As
a	consequence,	we	decide	on	what	is	an	appropriate	sample	as	the	research
proceeds,	sampling	further	until	we	find	no	deviant	cases	(this	is	what
grounded	theory	calls	data	saturation).

One	further	comment:	in	business	schools,	people	usually	talk	about	case
study	research	rather	than	qualitative	research.	In	business	studies,	cases	are
identified	as	organisations.	So,	in	such	a	context,	the	issue	once	again	is	not
sampling	individuals	but	sampling	organisations.	And	so	business	and
management	students	ask:	how	many	organisations	do	I	need	to	study	in	order
to	generalise?

As	the	preceding	discussion	shows,	however,	in	qualitative	research	we	do
not	usually	talk	about	concrete	sample	frames	(either	individuals	or
organisations).	Instead,	we	usually	attempt	to	make	‘analytic	generalisations’
about	social	processes.

3.4	Misunderstandings	about	case	studies
As	I	noted	at	the	start	of	this	chapter,	many	beginning	researchers	can	be	quite
defensive	about	their	choice	of	cases	to	study	and	this	can	lead	them	to	adopt
quasi-quantitative	methods	which	may	be	inappropriate	to	case	study
research.	Bent	Flyvbjerg	(2004)	has	suggested	that	such	defensiveness	arises
from	a	number	of	misunderstandings	about	the	logic	of	case	study	research.
Five	of	these	misunderstandings	are	set	out	in	Table	3.4.



Source:	Flyvbjerg	(2004:	421)

Why	does	Flyvbjerg	argue	that	these	five	points	are	misunderstandings?	Let
us	take	each	point	in	turn:

1.	 It	is	a	mistake	to	assume	that	the	further	we	move	away	from	a	specific
case,	the	more	valid	is	our	knowledge.	Such	a	view	overlooks	a	key
advantage	of	qualitative	research	–	its	ability	to	give	us	insight	into	local
practices.	As	Flyvbjerg	puts	it:

For	researchers,	the	closeness	of	the	case	study	to	real-life	situations
…	is	important	for	the	development	of	a	nuanced	view	of	reality,
including	the	view	that	human	behavior	cannot	be	meaningfully
understood	as	simply	the	rule-governed	acts	found	at	the	lowest
levels	of	the	learning	process,	and	in	much	theory.	Second,	cases
are	important	for	researchers’	own	learning	processes	in	developing
the	skills	needed	to	do	good	research.	(2004:	422)

2.	 We	should	not	overvalue	formal	generalisations.	Single	cases	are	crucial
in	attempting	to	refute	initial	hypotheses.	This	is	the	strength	of	deviant
case	analysis.	As	Flyvbjerg	reminds	us,	Popper’s	suggestion	that	the
observation	of	a	single	black	swan	is	sufficient	to	falsify	the
generalisation	that	all	swans	are	white.	As	a	consequence:

falsification	is	one	of	the	most	rigorous	tests	to	which	a	scientific
proposition	can	be	subjected:	if	just	one	observation	does	not	fit



with	the	proposition	it	is	considered	not	valid	generally	and	must
therefore	be	either	revised	or	rejected	…	The	case	study	is	well
suited	for	identifying	‘black	swans’	because	of	its	in-depth
approach:	what	appears	to	be	‘white’	often	turns	out	on	closer
examination	to	be	‘black’.	(2004:	424)
This	is	because:	the	typical	or	average	case	is	often	not	the	richest
in	information.	Atypical	or	extreme	cases	often	reveal	more
information	because	they	activate	more	actors	and	more	basic
mechanisms	in	the	situation	studied	…	random	samples
emphasizing	representativeness	will	seldom	be	able	to	produce	this
kind	of	insight.	(2004:	425)

3.	 The	case	study	is	not	limited	to	initial	fieldwork	but	can	be	used	to	test
hypotheses.	For	instance,	in	my	study	of	HIV-test	counselling,	I	tested
the	hypothesis	that	the	format	which	counsellors	used	to	deliver	advice
was	associated	with	clients’	uptake	of	that	advice	(Silverman:	1997).

4.	 Preconceptions	enter	into	quantitative	studies	when	one	seeks	to
establish	operational	definitions	of	some	phenomenon	at	any	early
stage	of	the	research.	By	contrast:

The	case	study	contains	no	greater	bias	toward	verification	of	the
researcher’s	preconceived	notions	than	other	methods	of	inquiry.
On	the	contrary,	experience	indicates	that	the	case	study	contains	a
greater	bias	toward	falsification	of	preconceived	notions	than
toward	verification.	(Flyvbjerg,	2004:	429)

5.	 We	should	not	worry	that	case	studies	are	often	reported	by	a	complex
narrative:

Good	narratives	typically	approach	the	complexities	and
contradictions	of	real	life.	Accordingly,	such	narratives	may	be
difficult	or	impossible	to	summarize	into	neat	scientific	formulae,
general	propositions,	and	theories	…	To	the	case-study	researcher,
however,	a	particularly	‘thick’	and	hard-to-summarize	narrative	is
not	a	problem.	Rather,	it	is	often	a	sign	that	the	study	has	uncovered
a	particularly	rich	problematic.	(2004:	430).



Tip

Flyvbjerg’s	arguments	should	make	you	less	defensive	about	using	a	case	study	approach.
Apart	from	the	excellent	points	that	he	makes,	it	is	worth	noting	that,	as	Gobo	(2004:	442)
suggests,	many	of	the	most	important,	theoretically	productive	qualitative	research	studies
were	based	on	single	cases.

Giampietro	Gobo	has	noted	two	further	arguments	which	offer	more	support	to	Flyvbjerg’s
position.	First,	many	of	the	statistical	tests	that	are	commonly	used	in	quantitative	research
do	not	tell	you	how	strong	a	relationship	found	in	your	sample	is	in	the	wider	population.	In
that	sense,	generalisation	is	a	problem	for	quantitative	researchers	(Gobo,	2004:	451).
Second,	some	phenomena	are	likely	to	be	more	pervasive	than	others.	For	instance,	if	you
are	interested	in	a	native	grammar,	one	informant	will	be	quite	adequate	(2004:	445).



3.5	Conclusion
Table	3.5	offers	a	summary	of	my	arguments	in	this	section.	Taken	from	a
freely	available	report	by	the	US	National	Science	Foundation,	I	hope	it	gives
you	added	confidence	to	work	with	small	samples.

I	have	shown	that	random	sampling	is	not	the	only	way	to	test	the	validity	of
our	propositions.	Theoretical	sampling,	sometimes	based	upon	deviant-case
analysis	and	always	using	the	constant	comparative	method,	offers	powerful
tools	through	which	to	overcome	the	danger	of	purely	‘anecdotal’	quantitative
research.	This	kind	of	theoretical	inference	is	set	out	in	Table	3.6.

Source:	Lamont	and	White	(2005:	11–12)



Source:	adapted	from	Gobo	(2009:	206)

Tip



Try	not	to	be	defensive	if	your	data	are	limited	to	one	or	two	‘cases’.	Instead,	seek	to
understand	the	logic	behind	such	an	approach	and	work	out	what	you	can	gain	by	intensive
analysis	of	limited	but	rich	data.

Key	Points
Generalisation	in	qualitative	research	is	based	upon	identifying	recurrent
social	processes	rather	than	sampling	individuals.
This	means	that	identifying	deviant	cases	is	important	and	the
understanding	of	theoretically	defined	social	process	often	indicates	that



you	need	to	change	your	sample	during	a	study.
In	qualitative	research,	‘cases’	need	not	be	defined	as	concrete
individuals	or	settings	but	interactive	units	or	processes.

Study	Questions
On	what	basis	are	you	selecting	the	cases	you	study?
What	are	they	‘cases’	of	(e.g.	individuals,	social	relationships	or	processes)?
What	is	the	logic	of	purposive	sampling?
What	is	the	logic	of	theoretical	sampling?
In	what	way(s)	can	we	generalise	in	qualitative	research?
How	would	you	defend	your	research	against	a	critic	who	said	your	selection	of	cases	did
not	allow	generalisations	to	be	made?

Recommended	Reading
Clive	Seale’s	book	The	Quality	of	Qualitative	Research	(1999)	offers	an
excellent	overall	treatment	of	the	issues	discussed	in	this	chapter.	Seale	et	al.’s
edited	book	Qualitative	Research	Practice	(2004:	420–72)	contains	three	very
useful	chapters	on	case	studies	by	Flyvberg	et	al.	Gobo’s	chapter	(2007)	‘Re-
conceptualizing	generalization:	old	issues	in	a	new	frame’	is	another	useful
source.	For	other	chapter-length	treatments	of	this	topic,	see	Kathy	Charmaz’s
excellent	Constructing	Grounded	Theory:	A	Practical	Guide	through
Qualitative	Analysis	(2006:	96–122).

Other	useful	discussions	are:	Jennifer	Mason’s	Qualitative	Researching
(2002);	Pertti	Alasuutari’s	Researching	Culture	(1995:	Ch.	12);	and	Howard
Becker’s	Tricks	of	the	Trade	(1998:	Ch.	3).	Robert	Stake’s	chapter	‘Case
studies’	is	a	good	account	of	the	conventional	qualitative	methods	position	on
generalisability	(in	N.	Denzin	and	Y.	Lincoln	(eds),	Handbook	of	Qualitative
Research,	2000)	and	Anssi	Peräkylä’s	chapter	‘Validity	in	research	on
naturally-occurring	interaction’	is	an	excellent,	more	specialist	treatment	(in
David	Silverman	(ed.),	Qualitative	Research,	2011).	Mario	Luis	Small’s	paper
‘How	many	cases	do	I	need?’	(2009)	is	a	must	read	for	students	worried	about
the	number	of	interviews	they	need.
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

assess	whether	qualitative	research	studies	are	credible
distinguish	sound	and	unsound	claims	to	credibility
recognise	what	it	means	to	describe	a	study	as	‘scientific’
understand	the	nature	and	basis	of	‘reliability’
see	how	‘validity’	may	be	achieved.

So	far	in	this	book	I	have	been	describing	the	different	ways	in	which
qualitative	researchers	gather	and	analyse	their	data.	When	a	study	is	finished,
it	is,	of	course,	turned	over	to	its	readers	(and,	in	the	case	of	students,
examiners).	What	are	they	to	make	of	it?

Cathy	Riessman	(personal	correspondence)	has	suggested	a	number	of
pertinent	questions	that	such	readers	can	ask:	‘Is	the	investigator’s
interpretation	of	data	(stories	told	in	field	interviews,	for	example)	persuasive
and	plausible,	reasonable	and	convincing?’	Riessman	comments	that:	‘Every
reader	has	had	the	experience	of	encountering	a	piece	of	research	and
thinking	“but	of	course…”	even	when	the	argument	an	author	was	making
was	counterintuitive.’	Where	does	that	‘of	course’	response	come	from?	As
Riessman	puts	it:

Persuasiveness	is	strengthened	when	the	investigator’s	theoretical	claims
are	supported	with	evidence	from	informants’	accounts,	negative	cases
are	included,	and	alternative	interpretations	considered.	The	strategy
forces	investigators	to	document	their	claims	for	readers	who	weren’t
present	to	witness	stories	as	they	unfolded,	or	beside	the	investigator
who	tried	to	make	sense	of	them.	(Personal	correspondence)

If	you	think	about	it,	any	form	of	writing	involves	some	sort	of	attempt	to
make	your	audience	want	to	stay	with	you.	Qualitative	researchers	need	to
decide,	however,	if	they	are	satisfied	simply	with	keeping	their	audience
sufficiently	interested	that	they	will	want	to	turn	the	page.	Is	qualitative
research	any	different,	as	Riessman	suggests,	from	good	journalism	or	novel
writing?	Should	we	want	to	achieve	anything	more?

Based	on	these	doubts,	in	this	chapter,	I	will	examine	two	questions:

1.	 Does	it	matter	whether	qualitative	research	findings	are	credible?
2.	 If	so,	how	might	that	credibility	be	sustained	and	recognised?



I	will	begin	with	the	‘Does	it	matter?’	question.	For,	if	our	answer	is	no,	then
this	can	be	a	very	short	chapter!

Tip

Riessman	notes	some	techniques	which	can	be	used	to	increase	the	‘plausibility’	of	a
research	study:

I	insist,	whenever	possible,	that	students	tape	record	conversations	so	they	can	represent
what	was	said	with	greater	accuracy.	I	also	teach	students	to	keep	a	diary	or	log	of
decisions	and	inferences	made	during	the	course	of	a	research	project.	The	practice



encourages	…	critical	self-awareness	about	how	the	research	was	done,	and	the	impact
of	critical	decisions	made	along	the	way.	A	log	also	helps	when	writing	up	a	project,
jogging	memory	and	encouraging	truthfulness.	(Personal	correspondence)

4.1	Does	credibility	matter?
The	array	of	suggestive	theories	and	contrasting	methodologies,	reviewed	in
Part	II	of	this	book,	may	tempt	us	to	believe	that	credibility	does	not	matter
and	that	the	maxim	‘anything	goes’	applies	to	qualitative	research.	Such	a
reading	gains	support	in	high	places.	In	Denzin	and	Lincoln’s	introduction	to
the	second	edition	of	their	influential	Handbook,	they	refer	to	a	‘legitimation
crisis’	which	‘makes	problematic	the	traditional	criteria	for	evaluating	and
interpreting	qualitative	research’	(2000a:	17).	Among	the	sources	of	this
crisis,	they	cite:

the	linguistic	turn	which,	in	principle,	could	include	scientific	texts
within	the	category	of	social	construction
feminist	critiques	which	seek	to	identify	the	sexist	basis	of	certain	claims
to	‘objectivity’
the	postmodern	turn	in	which	ethnographies	are	read	as	‘tales	from	the
field’	which	unthinkingly	construct	the	‘other’.

Taking	up	these	claims,	I	will	first	refer	to	the	position	of	the	ethnographer
Michael	Agar	and	then	touch	upon	some	feminist	critics	of	how	scientists
normally	claim	credibility.

4.1.1	Critics	of	scientific	credibility
Agar	(1986:	11)	has	criticised	what	he	calls	‘the	received	view’	of	science,
based	on	the	systematic	test	of	explicit	hypotheses.	This	view,	he	argues,	is
inappropriate	to	research	problems	concerned	with	‘What	is	going	on	here?’
(1986:	12)	which	involve	learning	about	the	world	first-hand.

So	far,	this	is	not	contentious.	As	you	will	have	gathered	from	Chapter	2	of
this	book,	it	does	not	always	make	sense	for	people	doing	observational	work,
like	Agar,	to	begin	with	prior	hypotheses.	However,	Agar	draws	a	contestable
implication	from	this	truism.	The	implication,	according	to	Agar,	is	a
rejection	of	the	standard	issues	of	credibility	in	favour	of	‘an	intensive
personal	involvement,	an	abandonment	of	traditional	scientific	control,	an
improvisational	style	to	meet	situations	not	of	the	researcher’s	making,	and	an
ability	to	learn	from	a	long	series	of	mistakes’	(1986:	12).

Since	it	is	very	difficult	for	any	reader	to	check	the	extent	of	what	Agar	calls
the	researcher’s	‘intensive	personal	involvement’,	he	is,	in	effect,	asking	us	to



take	on	trust	any	research	findings	based	on	such	claims.	Yet,	as	Hammersley
and	Atkinson	point	out,	it	is	paradoxical	to	assert	that	the	qualitative	research
community	cannot	or	should	not	check	findings:	‘This	is	a	paradoxical
conclusion.	While	culture	members	freely	and	legitimately	engage	in
checking	claims	against	facts	…	the	social	scientist	(claims	to	be)	…
disbarred	from	this	on	the	grounds	that	it	would	“distort	reality”’	(1995:	13).

Moreover,	negative	practical	consequences	for	social	science	would,	I
believe,	follow	from	the	kind	of	anarchy	that	Agar	implies:

by	minimising	the	credibility	of	qualitative	research	findings	(at	least	in
conventional	terms),	it	would	play	into	the	hands	of	our	quantitative
critics
by	downplaying	the	cumulative	weight	of	evidence	from	social	science
research,	it	lowers	our	standing	in	the	community.

While	Agar	writes	about	the	‘personal	involvement’	of	the	researcher,	many
qualitative	researchers	also	want	to	emphasise	the	involvement	and
experiences	of	their	research	subjects.	This	can	encourage	some	to	go	even
further	than	Agar	in	rejecting	conventional	versions	of	scientific	credibility.
For	instance,	Stanley	and	Wise	describe	‘objectivity’	as:

an	excuse	for	a	power	relationship	every	bit	as	obscene	as	the	power
relationship	that	leads	women	to	be	sexually	assaulted,	murdered	and
otherwise	treated	as	mere	objects.	The	assault	on	our	minds,	the	removal
from	existence	of	our	experiences	as	valid	and	true,	is	every	bit	as
questionable.	(1983:	169)

Like	some	feminist	sociologists,	Stanley	and	Wise	argue	that	the	validity	of
‘experiences’	should	replace	supposedly	male-dominated	versions	of
‘objectivity’.	Thus,	although	qualitative	methods	are	held	to	be	most
appropriate	for	understanding	women’s	experience,	such	experiences	are	seen
as	valid	or	‘true’	in	themselves.	In	any	event,	it	is	argued,	the	goal	of	research
is	not	to	accumulate	knowledge	but	to	serve	in	the	emancipation	of	women.

For	purposes	of	exposition,	I	have	chosen	an	extreme	position	–	readers
wanting	a	less	dogmatic	feminist	approach	might	turn	to	Cain	(1986)	or	to
Kitzinger	(2007).	However,	Stanley	and	Wise’s	argument	has	the	merit	that	it
reveals	a	methodological	assumption	which	some	feminists	share.

Nonetheless,	from	my	point	of	view,	all	these	writers	too	readily	abandon	any
reference	to	the	credibility	of	qualitative	research	findings.	First,	it	simply



will	not	do	to	accept	any	account	just	on	the	basis	of	the	researcher’s	political
credentials	(see	my	discussion	of	the	researcher	as	partisan	in	Section	14.1).
As	Seale	has	noted:

Some,	in	searching	for	new	ideals	…	seek	to	substitute	moral	values	and
political	positions	as	guarantors	of	standards:	promoting	dialogue,
emancipating	the	oppressed,	empowering	the	weak	become	the	purposes
of	social	research.	But	the	epistemological	relativism	that	these	writers
often	claim	stands	in	marked	contrast	to	their	political	absolutism	My
view	is	that	such	attempts	to	resolve	the	problem	of	criteria	by	resort	to
political	values	are	frighteningly	weak	–	the	kind	of	thing	that,	as
European	history	has	shown,	can	be	swept	away	in	a	few	nights	of
concentrated	book	burning.	I	am	also	impressed	by	the	general
observation	that	one	person’s	liberation	may	be	another’s	oppression,
and	that	‘emancipatory’	positions	too	often	involve	closed	minds.
(2004a:	409)

Second,	we	should	not	be	all	that	impressed	if	a	researcher	makes	very	much
of	their	‘intensive	personal	involvement’	with	their	subjects.	Immediacy	and
authenticity	may	be	a	good	basis	for	certain	kinds	of	journalism	and	for	the
social	media	but	qualitative	researchers	must	make	different	claims	if	we	are
to	take	their	work	seriously.

Not	only	are	the	effects	of	these	positions	potentially	dangerous,	but	the
position	itself	is	based	on	what	I	take	to	be	somewhat	misleading	assumptions
which	I	criticise	below	(for	another	relevant	critique,	see	Hammersley,
1992a):

1.	 The	assumption	that	‘experience’	is	paramount	is	not	at	all	new.	Indeed,
it	was	a	primary	feature	of	nineteenth-century	romantic	thought	(see
Silverman,	1989b).	As	I	have	argued	in	this	book,	to	focus	on
‘experience’	alone	undermines	what	we	know	about	the	cultural	and
linguistic	forms	which	structure	what	we	count	as	‘experience’.	As	we
will	see	in	the	last	case	study	of	Chapter	8,	Celia	Kitzinger,	who	writes
as	a	feminist,	nonetheless	is	highly	critical	of	many	attempts	to	treat
people’s	accounts	as	direct	windows	to	their	experience.

2.	 Rather	than	being	a	male	standard,	the	attempt	to	generate	credible
knowledge	lies	at	the	basis	of	any	dialogue.	Without	the	ability	to	choose
between	the	truth-claims	of	any	statement,	we	would	be	reduced	to
name-calling	along	the	lines	of	‘You	would	say	that,	wouldn’t	you?’
Against	certain	current	fashions,	we	ought	to	recognise	how,	when



eighteenth-century	‘Enlightenment’	thinkers	emphasised	the	power	of
reason,	they	were	seeking	just	such	a	way	out	from	prejudice	and
unreason.

3.	 To	assume	that	emancipation	is	the	goal	of	research	conflates	yet	again
‘fact’	and	‘value’.	How	research	is	used	is	a	value-laden,	political
question	(see	Chapter	14).	To	my	mind,	the	first	goal	of	scientific
research	is	valid	knowledge.	To	claim	otherwise	is,	as	Seale	implies,	to
make	an	alliance	with	an	awful	dynasty	that	includes	‘Aryan	science’,
under	the	Nazis,	and	‘Socialist	science’	under	Stalin.

If	qualitative	research	is	to	be	judged	by	whether	it	produces	valid	knowledge,
then	we	should	properly	ask	highly	critical	questions	about	any	piece	of
research.	And	these	questions	should	be	no	less	probing	and	critical	than	we
ask	about	any	quantitative	research	study.

4.1.2	Key	questions	for	evaluating	research
Any	systematic	attempt	at	description	and	explanation,	whether	quantitative
or	qualitative,	needs	to	answer	many	critical	questions.	Moisander	and
Valtonen	(2006)	have	argued	that	research	reports	should	demonstrate	the
following	features:

the	importance	of	the	topics	and	issues	to	the	field	of	inquiry
their	contribution	to	existing	research	and	theoretical	debates
their	conceptual	rigour	through	explicit	specification	of	concepts	and
theoretical	perspectives,	clarity	of	objectives,	appropriate	treatment	of
relevant	literature,	logical	reasoning,	etc.
their	methodological	rigour	through	the	use	of	appropriate	methods,
appropriate	and	sufficient	data,	rigorous	and	innovative	analysis
clarity	of	writing	and	argumentation.

This	list	may	be	recast	as	a	set	of	questions	that	we	can	ask	of	any	piece	of
research.	These	questions	are	set	out	in	Table	4.1	which	emerged	out	of	a
conference	between	American	social	scientists	drawn	from	political	science,
anthropology,	sociology	and	law.	Although	Table	4.1	was	prepared	as	a	set	of
criteria	for	the	evaluation	of	qualitative	research	papers,	I	believe	that	the
criteria	I	have	selected	are	equally	appropriate	for	quantitative	studies.	This
shows	that,	in	principle,	there	is	no	reason	to	prefer	any	form	of	data.

Table	4.1	offers	a	guide	to	the	criteria	that	research	findings	must	satisfy	if
they	are	to	be	regarded	as	credible.	All	research	reports	must	find	a	way	of
blending	data	extracts	with	research	findings	in	order	to	claim	credibility.	In
doing	so,	three	particular	issues	stand	out:



How	are	data	extracts	presented?	Is	the	detail	of	the	transcription	or	of
the	field	notes	appropriate	to	the	claims	being	made?
Are	data	extracts	positioned	within	the	local	context	from	which	they
arose?	For	instance,	in	an	interview	or	focus	group	study,	are	we	given
what	precedes	and/or	follows	a	particular	utterance?
Is	any	attempt	made	to	establish	that	the	data	extracts	selected	are
representative	of	the	data	as	a	whole?	For	instance,	are	simple
tabulations	used	or	deviant	cases	followed	up?

Source:	Lamont	and	White	(2005:	4)

As	Mehan	points	out,	the	very	strength	of	qualitative	research	–	its	ability	to
give	rich	descriptions	of	social	settings	–	can	also	be	its	weakness.	Mehan
identifies	three	such	weaknesses:

1.	 Conventional	field	studies	tend	to	have	an	anecdotal	quality.	Research
reports	include	a	few	exemplary	instances	of	the	behavior	that	the
researcher	has	culled	from	field	notes.

2.	 Researchers	seldom	provide	the	criteria	or	grounds	for	including	certain
instances	and	not	others.	As	a	result,	it	is	difficulty	to	determine	the
typicality	or	representativeness	of	instances	and	findings	generated	from
them.

3.	 Research	reports	presented	in	tabular	form	do	not	preserve	the	materials
upon	which	the	analysis	was	conducted.	As	the	researcher	abstracts	data
from	raw	materials	to	produce	summarized	findings,	the	original	form	of
the	materials	is	lost.	Therefore,	it	is	impossible	to	entertain	alternative
interpretations	of	the	same	materials.	(Mehan,	1979:	15,	my	emphasis)



In	the	light	of	Mehan’s	arguments,	even	a	brief	perusal	of	published	articles
using	qualitative	methods	can	be	profoundly	disturbing	(Silverman,	2013c).
Much	too	frequently,	the	authors	create	two	problems	identified	by	Fielding
and	Fielding:

a	tendency	to	select	their	data	to	fit	an	ideal	conception	(preconception)
of	the	phenomenon;
a	tendency	to	select	field	data	which	are	conspicuous	because	they	are
exotic,	at	the	expense	of	less	dramatic	(but	possibly	indicative)	data.
(1986:	32)

These	problems	have	been	succinctly	diagnosed	by	Bryman:

There	is	a	tendency	towards	an	anecdotal	approach	to	the	use	of	data	in
relation	to	conclusions	or	explanations	in	qualitative	research.	Brief
conversations,	snippets	from	unstructured	interviews	…	are	used	to
provide	evidence	of	a	particular	contention.	There	are	grounds	for
disquiet	in	that	the	representativeness	or	generality	of	these	fragments	is
rarely	addressed.	(1988:	77)

This	complaint	of	anecdotalism	implies	that	qualitative	researchers	cannot
exempt	themselves	from	the	standard	demands	that	must	be	met	by	any
research	that	claims	to	be	‘scientific’.	However,	before	we	take	an	unyielding
stand	on	this	issue,	we	need	to	bear	in	mind	two	caveats:

Your	research	strategy	must	always	depend	upon	what	you	are	trying	to
find	out	and	the	resources	you	have	available	to	do	this;	for	some	kinds
of	research	problems,	the	very	general	approach	of	‘mapping	the	woods’
may	be	highly	appropriate.
‘Science’	is	a	highly	loaded	term	which	can	mean	many	things.

The	first	of	these	issues	has	already	been	dealt	with	extensively	in	this	book
(see	Chapter	2).	So	I	will	now	discuss	the	second	issue:	what	is	a	‘scientific’
approach	and	how	does	it	relate	to	what	we	can	recognise	as	credible
qualitative	research?

Exercise	4.1
Select	a	qualitative	research	study	in	an	area	you	know	something	about.	Now	go	through	the
following	steps:

1.	 Review	the	study	in	terms	of	the	quality	criteria	set	out	in	Table	4.1.
2.	 If	the	study	fails	to	satisfy	all	these	criteria,	consider	how	it	could	have	been	improved	to



satisfy	them.
3.	 Consider	to	what	extent	these	criteria	are	appropriate	to	your	area.	Are	there	additional	or

different	criteria	which	you	would	choose?

4.1.3	What	is	social	science?
Agar	and	Stanley	and	Wise	share	a	common	assumption	with	some	social
scientists	with	whom	they	might	otherwise	disagree.	Many	qualitative
researchers	assume	that	there	is	a	huge	gulf	not	only	between	natural	science
and	social	science	but	between	qualitative	and	quantitative	social	research.

However,	we	must	not	make	too	much	of	the	differences	between	qualitative
research	and	other	research	styles	(see	also	Chapter	2).	For	instance,	as
Hammersley	(1990)	points	out,	although	replication	of	an	ethnographic	study
in	the	same	setting	may	be	difficult,	we	need	to	understand	that	replication	is
not	always	a	straightforward	process	even	in	the	natural	sciences.	Hence,
where	research	findings	are	not	replicated	this	is	often	put	down	to	variation
in	laboratory	conditions	and	procedures	(this	relates	to	the	reliability	of	the
research	instruments	used	–	see	Section	4.2).	Moreover,	only	hardcore
laboratory	scientists	would	assume	that	the	controlled	experiment	offers	an
appropriate	or	indeed	useful	model	for	social	science.

It	is	an	increasingly	accepted	view	that	work	becomes	scientific	by	adopting
methods	of	study	appropriate	to	its	subject	matter.	Social	science	is	thus
scientific	to	the	extent	that	it	uses	appropriate	methods	and	is	rigorous,	critical
and	objective	in	its	handling	of	data.	As	Kirk	and	Miller	argue:	‘The
assumptions	underlying	the	search	for	objectivity	are	simple.	There	is	a	world
of	empirical	reality	out	there.	The	way	we	perceive	and	understand	that	world
is	largely	up	to	us,	but	the	world	does	not	tolerate	all	understandings	of	it
equally’	(1986:	11).

Following	Kirk	and	Miller,	we	need	to	recognise	that	‘the	world	does	not
tolerate	all	understandings	of	it	equally’.	This	means	that	we	must	overcome
the	temptation	to	jump	to	easy	conclusions	just	because	there	is	some
evidence	that	seems	to	lead	in	an	interesting	direction.	Instead,	we	must
subject	this	evidence	to	every	possible	test.	This	implies	that	qualitative
research	can	be	made	credible	(and	hence	resistant	to	the	charge	of
anecdotalism)	if	we	make	every	effort	to	falsify	our	initial	assumptions	about
our	data.

The	critical	method	implied	here	is	close	to	what	Popper	(1959)	calls	critical
rationalism.	This	demands	that	we	must	seek	to	falsify	our	initial	hunches
about	the	relations	between	phenomena	in	our	data.	Then,	only	if	we	cannot
falsify	(or	refute)	the	existence	of	a	certain	relationship	are	we	in	a	position	to
speak	about	‘objective’	knowledge.	Even	then,	however,	our	knowledge	is



always	provisional,	subject	to	a	subsequent	study	which	may	come	up	with
disconfirming	evidence.	Popper	puts	it	this	way:

What	characterises	the	empirical	method	is	its	manner	of	exposing	to
falsification,	in	every	conceivable	way,	the	system	to	be	tested.	Its	aim	is
not	to	save	the	lives	of	untenable	systems	but,	on	the	contrary,	to	select
the	one	which	is	by	comparison	the	fittest,	by	exposing	them	all	to	the
fiercest	struggle	for	survival.	(1959:	42)

Of	course,	qualitative	researchers	are	not	alone	in	taking	Popper’s	critical
method	seriously.	One	way	in	which	quantitative	researchers	attempt	to
satisfy	Popper’s	demand	for	attempts	at	‘falsification’	is	by	carefully
excluding	‘spurious’	correlations	(see	Section	1.4).

To	do	this,	the	survey	researcher	may	seek	to	introduce	new	variables	to
produce	a	form	of	‘multivariate	analysis’	which	can	offer	significant,	non-
spurious	correlations	(see	Mehan,	1979:	21).	Through	such	an	attempt	to
avoid	spurious	correlations,	quantitative	social	scientists	can	offer	a	practical
demonstration	of	their	orientation	to	the	spirit	of	critical	enquiry	that	Popper
advocates.	Later	in	this	chapter,	in	Section	4.3,	we	shall	examine	the	methods,
both	numerical	and	non-numerical,	that	qualitative	researchers	can	use	to
satisfy	Popper’s	criterion	of	‘falsifiability’.

One	of	the	most	contentious	issues	in	Popper’s	account	of	science	is	his	claim
that	we	can	appeal	to	‘facts’	to	test	our	findings	despite	recognising	that	we
only	see	such	facts	through	particular	theoretical	lenses.	This	relates	to	my
discussion	of	models	and	theories	(see	Table	2.1).

Hammersley	(1990,	1992a)	has	suggested	that	qualitative	researchers	can
manage	the	kind	of	circularity	implied	by	Popper	through	adopting	what	he
calls	a	‘subtle	form	of	realism’.	This	has	the	following	three	elements:

1.	 validity	is	identified	with	confidence	in	our	knowledge	but	not	certainty
of	its	truth;

2.	 reality	is	assumed	to	be	independent	of	the	claims	that	researchers	make
about	it;

3.	 reality	is	always	viewed	through	particular	perspectives;	hence	our
accounts	represent	reality	they	do	not	reproduce	it.	(Hammersley,	1992a:
50–1)

This	is	very	close	to	Popper’s	account	of	falsification	rather	than	verification
as	the	distinguishing	criterion	of	a	scientific	statement.	Like	Popper,



Hammersley	also	argues	that	claims	to	validity,	based	on	attempts	at
refutation,	are	ultimately	sustained	by	a	scientific	community	prepared	‘to
resolve	disagreements	by	seeking	common	grounds	of	agreement’	(1990:	63).

The	two	central	concepts	in	any	discussion	of	the	credibility	of	scientific
research	are	‘validity’	and	‘reliability’.	Reliability	refers	to	the	stability	of
findings,	whereas	validity	represents	the	truthfulness	of	findings	(Altheide
and	Johnson,	1994).	In	the	rest	of	this	chapter,	I	will	now	discuss	each	in	turn,
examining	what	each	concept	means	in	practice	in	both	quantitative	and
qualitative	research.

TIP



‘Truth’	is	an	exceptionally	tricky	term	which	can	land	us	in	a	philosophical	minefield.
However,	this	does	not	mean	that	everything	depends	upon	someone’s	opinions.	When
evaluating	research	papers,	do	not	ask	whether	what	they	say	is	true	but	whether	it	is
credible.	As	Seale	puts	it:

Commitment	to	the	revelation	of	truth	always	had	that	‘big’	quality.	Maybe	all	we	have
got	now	is	a	general	sense	of	the	value	of	careful	scholarship,	commitment	to	rigorous
argument,	attending	to	the	links	between	claims	and	evidence,	consideration	of	all
viewpoints	before	taking	a	stance,	asking	and	answering	important	rather	than	trivial
research	questions.	(2004a:	409–10)



4.2	Reliability
According	to	Hammersley,	reliability	‘refers	to	the	degree	of	consistency	with
which	instances	are	assigned	to	the	same	category	by	different	observers	or
by	the	same	observer	on	different	occasions’	(1992a:	67).	Reliability	usually
refers	to	the	degree	to	which	the	findings	of	a	study	are	independent	of
accidental	circumstances	of	their	production	(Kirk	and	Miller,	1986:	20).	It
deals	with	replicability,	the	question	whether	or	not	some	future	researchers
could	repeat	the	research	project	and	come	up	with	the	same	results,
interpretations	and	claims.	In	quantitative	research,	for	example,	reliability
usually	refers	to	the	extent	to	which	an	experiment,	test	or	measurement
yields	the	same	result	or	consistent	measurements	on	repeated	trials.	In	this
context,	Kirk	and	Miller	cite	the	example	of	using	a	thermometer:

A	thermometer	that	shows	the	same	reading	of	82	degrees	each	time	it	is
plunged	into	boiling	water	gives	a	reliable	measurement.	A	second
thermometer	might	give	readings	over	a	series	of	measurements	that
vary	from	around	100	degrees.	The	second	thermometer	would	be
unreliable	but	relatively	valid,	whereas	the	first	would	be	invalid	but
perfectly	reliable.	(1986:	19)

Obviously,	in	qualitative	research,	we	are	unlikely	to	use	a	thermometer!	So
how	can	we	make	our	research	more	reliable?	Moisander	and	Valtonen	(2006)
suggest	two	ways	to	satisfy	reliability	criteria	in	non-quantitative	work:

by	making	the	research	process	transparent	through	describing	our
research	strategy	and	data	analysis	methods	in	a	sufficiently	detailed
manner	in	the	research	report
paying	attention	to	‘theoretical	transparency’	by	making	explicit	the
theoretical	stance	from	which	the	interpretation	takes	place	and	showing
how	this	produces	particular	interpretations	and	excludes	others.

However,	writers	who	contest	the	applicability	of	scientific	standards	of
credibility	to	qualitative	research	predictably	also	deny	the	relevance	of
reliability.	Let	us	examine	their	arguments	before	going	on	to	consider,	in
more	detail,	how	reliability	criteria	can	be	applied	to	different	kinds	of
qualitative	data.

4.2.1	Reliability	not	a	problem?
Some	social	researchers	argue	that	a	concern	for	the	reliability	of	observations



arises	only	within	the	quantitative	research	tradition.	Because	such	positivist
work	sees	no	difference	between	the	natural	and	social	worlds,	it	wants	to
produce	reliable	measures	of	social	life.	Conversely,	it	is	argued,	once	we
treat	social	reality	as	always	in	flux,	then	it	makes	no	sense	to	worry	about
whether	our	research	instruments	measure	accurately.

This	is	an	example	of	such	a	critical	argument:

Positivist	notions	of	reliability	assume	an	underlying	universe	where
inquiry	could,	quite	logically,	be	replicated.	This	assumption	of	an
unchanging	social	world	is	in	direct	contrast	to	the
qualitative/interpretative	assumption	that	the	social	world	is	always
changing	and	the	concept	of	replication	is	itself	problematic.	(Marshall
and	Rossman,	1989:	147)

But	is	this	so?	It	is	one	thing	to	argue	that	the	world	is	processual;	it	is	much
more	problematic	to	imply,	as	Marshall	and	Rossman	seem	to	do,	that	the
world	is	in	infinite	flux	(appropriate	to	the	pre-Socratic	Greek	philosopher
Heraclitus,	perhaps,	but	not	a	comfortable	position	for	social	scientists).

Such	a	position	would	rule	out	any	systematic	research	since	it	implies	that
we	cannot	assume	any	stable	properties	in	the	social	world.	However,	if	we
concede	the	possible	existence	of	such	properties,	why	should	other	work	not
replicate	these	properties?	As	Kirk	and	Miller	argue:

Qualitative	researchers	can	no	longer	afford	to	beg	the	issue	of
reliability.	While	the	forte	of	field	research	will	always	lie	in	its
capability	to	sort	out	the	validity	of	propositions,	its	results	will
(reasonably)	go	ignored	minus	attention	to	reliability.	For	reliability	to	be
calculated,	it	is	incumbent	on	the	scientific	investigator	to	document	his
or	her	procedure.	(1986:	72)

Following	Kirk	and	Miller,	I	consider	below	how	reliability	can	be	addressed
in	qualitative	studies.	Central	to	my	argument	is	the	assumption	that	high
reliability	in	qualitative	research	is	associated	with	what	Clive	Seale	calls
low-inference	descriptors.	As	Seale	puts	it,	this	involves	‘recording
observations	in	terms	that	are	as	concrete	as	possible,	including	verbatim
accounts	of	what	people	say,	for	example,	rather	than	researchers’
reconstructions	of	the	general	sense	of	what	a	person	said,	which	would	allow
researchers’	personal	perspectives	to	influence	the	reporting’	(1999:	148).



I	will	now	look	at	the	methodologies	discussed	in	Part	II	of	this	book:
interviews,	focus	groups,	observation,	document	analysis,	the	interview,	the
transcription	of	naturally	occurring	talk	and	visual	data.	Using	such	data,	how
can	we	achieve	low-inference	descriptions	and	thereby	satisfy	the	criterion	of
reliability?

4.2.2	Reliability	and	observation
Observational	studies	rarely	provide	readers	with	anything	other	than	brief,
persuasive,	data	extracts.	As	Bryman	notes	about	the	typical	ethnography:
‘field	notes	or	extended	transcripts	are	rarely	available;	these	would	be	very
helpful	in	order	to	allow	the	reader	to	formulate	his	or	her	own	hunches	about
the	perspective	of	the	people	who	have	been	studied’	(1988:	77).

Although,	as	Bryman	suggests,	extended	extracts	from	field	notes	would	be
helpful,	the	reader	also	should	require	information	on	how	field	notes	were
recorded	and	in	what	contexts.	As	Kirk	and	Miller	argue:	‘the	contemporary
search	for	reliability	in	qualitative	observation	revolves	around	detailing	the
relevant	context	of	observation’	(1986:	52).	Spradley	(1979)	suggests	that
observers	keep	four	separate	sets	of	notes:

1.	 short	notes	made	at	the	time
2.	 expanded	notes	made	as	soon	as	possible	after	each	field	session
3.	 a	fieldwork	journal	to	record	problems	and	ideas	that	arise	during	each

stage	of	fieldwork
4.	 a	provisional	running	record	of	analysis	and	interpretation	(discussed	by

Kirk	and	Miller,	1986:	53).

Spradley’s	suggestions	help	to	systematise	field	notes	and	thus	improve	their
reliability.	Implicit	in	them	is	the	need	to	distinguish	between	etic	analysis
(based	on	the	researcher’s	concepts)	and	emic	analysis	(deriving	from	the
conceptual	framework	of	those	being	studied).	Such	a	distinction	is	employed
in	the	set	of	field-note	conventions	set	out	in	Table	4.2.



Source:	adapted	from	Kirk	and	Miller	(1986:	57)

The	case	study	below	seeks	to	put	some	meat	on	the	bare	bones	of	this
discussion	of	reliable	observation.

Case	Study

Adolescent	Drug	Users
In	their	ethnographic	study	of	adolescent	drug	users,	Barry	Glassner	and	Julia	Loughlin	carefully
tape	recorded	all	their	interviews.	These	tapes	were	then	transcribed	and	coded	by	‘identifying
topics,	ways	of	talking,	themes,	events,	actors	and	so	forth	…	Those	lists	became	a	catalogue	of
codes,	consisting	of	45	topics,	each	with	up	to	99	descriptors’	(1987:	25).

On	the	surface,	such	tabulation	appears	to	involve	the	counting	for	the	sake	of	counting	found	in
some	quantitative	research.	However,	the	authors	make	clear	that	their	approach	to	data	analysis
is	different	from	positivistic,	survey	research	studies:

In	more	positivistic	research	designs,	coder	reliability	is	assessed	in	terms	of	agreement
among	coders.	In	qualitative	research	one	is	unconcerned	with	standardizing	interpretation	of
data.	Rather,	our	goal	in	developing	this	complex	cataloguing	and	retrieval	system	has	been
to	retain	good	access	to	the	words	of	the	subjects,	without	relying	upon	the	memory	of
interviewers	or	data	analysts.(1987:	27)

By	retaining	this	access	to	subjects’	own	categories,	Glassner	and	Loughlin	satisfy	the	theoretical
orientation	of	much	qualitative	research	while	simultaneously	allowing	readers	to	retain	some	sort
of	direct	access	to	raw	data.	In	this	way,	they	satisfy	Seale’s	criterion	of	using	low-inference
descriptors.	Moreover,	Glassner	and	Loughlin	suggest	that	their	analysis	fits	two	criteria	of
reliability	more	commonly	found	in	quantitative	studies,	namely:

1.	 The	coding	and	data	analysis	was	done	‘blind’	–	both	the	coding	staff	and	the	analysts	of
the	data	‘conducted	their	research	without	knowledge	of	expectations	or	hypotheses	of	the
project	directors’	(1987:	30).

2.	 The	computer-assisted	recording	and	analysis	of	the	data	meant	that	one	could	be	more
confident	that	the	patterns	reported	actually	existed	throughout	the	data	rather	than	in
favourable	examples.	This	follows	the	argument	of	Maynard	and	Clayman	(1991)	that
observational	field	notes	must	be	wedded	to	more	reliable	data	such	as	audio	or	video



recordings	of	actual	behaviour	(see	Section	4.2.5).

Exercise	4.2
This	exercise	asks	you	to	use	the	field-note	conventions	set	out	in	Table	4.2.	You	should	gather
observational	data	in	any	setting	with	which	you	are	familiar	and	in	which	it	is	relatively	easy	to
find	a	place	to	make	notes	(you	may	return	to	the	setting	you	used	for	Exercise	5.2).	Observe	for
about	an	hour.	Ideally,	you	should	carry	out	your	observations	with	someone	else	who	is	using	the
same	conventions.

1.	 Record	your	notes	using	these	field-note	conventions.	Compare	your	notes	with	your
colleague’s.	Identify	and	explain	any	differences.

2.	 What	conventions	were	difficult	to	use?	Why	was	this	so	(e.g.	because	they	are	unclear	or
inappropriate	to	the	setting)?

3.	 Can	you	think	of	other	conventions	that	would	improve	the	reliability	of	your	field	notes?
4.	 Which	further	fields	of	enquiry	do	your	field	notes	suggest?

4.2.3	Reliability	and	texts
When	you	are	dealing	with	a	text	(e.g.	an	Internet	site)	the	data	are	already
available,	unfiltered	through	the	researcher’s	field	notes.	For	this	reason,
textual	data	are,	in	principle,	more	reliable	than	observations.	Of	course,	I	say
‘in	principle’	because	it	is	possible	that	any	text	can	be	forged	–	think	of	the
example	of	the	so-called	‘Hitler	diaries’.

Providing	there	is	no	evidence	of	forgery,	issues	of	reliability	now	arise	only
through	the	categories	you	use	to	analyse	each	text.	It	is	important	that	these
categories	should	be	used	in	a	standardised	way,	so	that	any	researcher	would
categorise	in	the	same	way.

A	standard	method	of	doing	this	is	known	as	‘inter-rater	reliability’.	It
involves	giving	the	same	data	to	a	number	of	analysts	(or	raters)	and	asking
them	to	analyse	those	data	according	to	an	agreed	set	of	categories.	Their
reports	are	then	examined	and	any	differences	discussed	and	ironed	out.

TIP



Just	because	you	and	a	colleague	agree	about	the	use	of	a	category,	it	does	not	mean	that	the
category	itself	stands	up	to	any	scrutiny.	As	we	will	see	in	Section	5.2,	content	analysis	can
involve	a	relatively	arbitrary	imposition	of	categories	upon	data.	So	always	ensure	that	how
you	categorise	fits	the	analytic	model	with	which	you	are	working.

4.2.4	Reliability	and	interviews
The	reliability	of	interview	schedules	is	a	central	question	in	quantitative
methods	textbooks.	According	to	these	books,	it	is	very	important	that	each
respondent	understands	the	questions	in	the	same	way	and	that	answers	can
be	coded	without	the	possibility	of	uncertainty.	This	is	achieved	through	a



number	of	means,	including:

thorough	pre-testing	of	interview	schedules
thorough	training	of	interviewers
as	much	use	as	possible	of	fixed-choice	answers
inter-rater	reliability	checks	on	the	coding	of	answers	to	open-ended
questions.

In	Chapter	11,	I	argue	that	a	concentration	on	such	matters	tended	to	deflect
attention	away	from	the	theoretical	assumptions	underlying	the	meaning	that
we	attach	to	interviewees’	answers.	Nonetheless,	this	does	not	mean	that	we
can	altogether	ignore	conventional	issues	of	reliability,	even	if	we	deliberately
avoid	treating	interview	accounts	as	simple	‘reports’	on	reality.	So	even	when
our	analytic	concern	is	with	narrative	structure	or	membership
categorisation,	it	is	still	helpful	to	pre-test	an	interview	schedule	and	to
compare	how	at	least	two	researchers	analyse	the	same	data.

Interview	studies	must	also	satisfy	the	criterion	of	using	low-inference
descriptors.	When	we	do	online	interviews,	we	can	readily	satisfy	this
criterion	because	the	participants	have	already	done	their	own	transcribing.
When	reporting	other	interviews	or	focus	groups,	we	can	satisfy	the	need	for
low-inference	descriptors	by:

tape	recording	all	interactions
carefully	transcribing	these	tapes	according	to	the	needs	of	reliable
analysis	(not	handing	the	problem	over	to	an	audio-typist!)
presenting	long	extracts	of	data	in	the	research	report	–	including,	at	the
very	least,	the	question	that	provoked	any	answer.

4.2.5	Reliability	and	transcripts	of	audio	and	video
data
Kirk	and	Miller’s	argument	for	the	conventionalisation	of	methods	for
recording	field	notes	can	be	applied	to	transcripts.	For	we	need	only	depend
upon	field	notes	in	the	absence	of	audio	or	video	recordings.	The	availability
of	transcripts	of	such	recordings,	using	standard	conventions	(see	the
Appendix),	satisfies	Kirk	and	Miller’s	proper	demand	for	the	documentation
of	procedures.

In	the	case	of	video	recordings,	standard	transcription	conventions	are
gradually	emerging	(see	Chapter	12).	In	addition,	readers	of	printed	papers
can	be	given	prints	of	still	pictures,	so-called	‘frame	grabs’	(see	ten	Have,
1998:	93).	With	the	advent	of	Internet	technologies,	we	may	see	a	quantum



leap	where	readers	and	viewers	have	access	to	audiotapes	and	videotapes
while	reading	the	researcher’s	transcripts.

Although	this	would	go	a	long	way	to	satisfying	the	need	for	low-inference
descriptors,	we	should	not	make	the	assumption	that	it	totally	overcomes
reliability	issues.	For	instance,	video	researchers	still	have	to	make	potentially
fallible	decisions	about	where	to	place	their	camera(s)	and	when	to	stop
filming	(see	Heath	et	al.,	2010).

At	a	more	basic	level,	when	people’s	activities	are	tape	recorded	and
transcribed,	the	reliability	of	the	interpretation	of	transcripts	may	be	gravely
weakened	by	a	failure	to	transcribe	apparently	trivial,	but	often	crucial,	pauses
and	overlaps.	This	was	revealed	when	I	participated	in	a	study	of	medical
consultations	which	sought	to	establish	whether	cancer	patients	had
understood	that	their	condition	was	fatal.

Case	Study

Transcribing	Cancer	Consultations
In	this	study	(Clavarino	et	al.,	1995),	we	attempted	to	examine	the	basis	upon	which	interpretive
judgements	were	made	about	the	content	of	a	series	of	audiotaped	doctor–patient	interviews
between	three	oncologists	and	their	newly	referred	cancer	patients.	It	was	during	this	interview
that	the	patients	were	supposedly	informed	that	their	cancer	was	incurable.
Two	independent	transcriptions	were	performed.	In	the	first,	an	attempt	was	made	to	transcribe
the	talk	‘verbatim’,	that	is	without	grammatical	or	other	‘tidying	up’.	Using	the	first	transcription,
three	independent	coders,	who	had	been	trained	to	be	consistent,	coded	the	same	material.	Inter-
coder	reliability	was	then	estimated.	Inconsistencies	among	the	coders	may	have	reflected	some
ambiguity	in	the	data,	some	overlap	between	coding	categories,	or	simple	coding	errors.

The	second	transcription	was	informed	by	the	analytic	ideas	and	transcription	symbols	of
conversation	analysis	(CA).	This	provided	additional	information	on	how	the	parties	organised
their	talk	and,	we	believe,	represents	a	more	objective,	comprehensive	and	therefore	more	reliable
recording	of	the	data	because	of	the	level	of	detail	given	by	this	method.
By	drawing	upon	the	transcription	symbols	and	concepts	of	CA,	we	sought	to	reveal	subtle
features	in	the	talk,	showing	how	both	doctor	and	patients	produced	and	received	hearable
ambiguities	in	the	patient’s	prognosis.	This	involved	a	shift	of	focus	from	coders’	readings	to	how
participants	demonstrably	monitor	each	other’s	talk.	Once	we	pay	attention	to	such	detail,
judgements	can	be	made	that	are	more	convincingly	valid.	Inevitably,	this	leads	to	a	resolution	of
the	problem	of	inter-coder	reliability.

For	instance,	when	researchers	first	listened	to	tapes	of	relevant	hospital	consultations,	they
sometimes	felt	that	there	was	no	evidence	that	the	patients	had	picked	up	their	doctors’	often
guarded	statements	about	their	prognosis.	However,	when	the	tapes	were	re-transcribed,	it	was
demonstrated	that	patients	used	very	soft	utterances	(like	‘yes’	or,	more	usually,	‘mm’)	to	mark
that	they	were	taking	up	this	information.	Equally,	doctors	would	monitor	patients’	silences	and
rephrase	their	prognosis	statements.
In	CA,	as	discussed	in	Chapter	11,	a	method	similar	to	inter-rater	comparison	is	used	to
strengthen	reliability.	Wherever	possible,	group	data	analysis	sessions	are	held	to	listen	to	(or
watch)	audio	or	video	recordings.	It	is	important	here	that	we	do	not	delude	ourselves	into
seeking	a	‘perfect’	transcript:



Transcripts	can	always	be	improved	and	the	search	for	perfection	is	illusory	and	time
consuming.
The	aim	is	to	arrive	at	an	agreed	transcript,	adequate	for	the	task	at	hand.
A	further	benefit	arising	from	such	group	sessions	is	that	they	usually	lead	to	suggestions
about	promising	lines	of	analysis.

As	already	noted,	the	credibility	of	qualitative	research	studies	rests	not	just	on	the	reliability	of
their	data	and	methods	but	also	on	the	validity	of	their	findings.	I	now	turn,	therefore,	to	the
nature	of	validity	in	qualitative	research	and	the	means	through	which	we	can	approach	it.

4.2.6	Reliability:	a	summary
I	have	suggested	that	both	reliability	and	validity	are	important	issues	in	field
research.	I	went	on	to	suggest	that	reliability	can	be	addressed	by	using
standardised	methods	to	write	field	notes	and	prepare	transcripts.	In	the	case
of	interviews,	focus	groups	and	textual	studies,	I	also	argued	that	reliability
can	be	improved	by	comparing	the	analysis	of	the	same	data	by	several
researchers.	Let	us	now	turn	to	validity.

4.3	Validity

By	validity,	I	mean	…	the	extent	to	which	an	account	accurately
represents	the	social	phenomena	to	which	it	refers.	(Hammersley,	1990:
57)

Proposing	a	purportedly	‘accurate’	statement	involves	the	possibility	of	two
kinds	of	error	which	have	been	clearly	defined	by	Kirk	and	Miller	(1986:	29–
30):

Type	1	error	is	believing	a	statement	to	be	true	when	it	is	not	(in
statistical	terms,	this	means	rejecting	the	‘null	hypothesis’,	i.e.	the
hypothesis	that	there	is	no	relation	between	the	variables).
Type	2	error	is	rejecting	a	statement	which,	in	fact,	is	true	(i.e.	incorrectly
supporting	the	‘null	hypothesis’).

Because	the	idea	of	validity	originated	in	quantitative	research,	I	will	begin	by
considering	what	it	means	in	that	context	and	how	applicable	it	is	to	more
qualitatively	oriented	studies.

4.3.1	Validity	in	quantitative	research
In	quantitative	research,	a	common	form	of	Type	1	error	arises	if	we	accept	a



‘spurious’	correlation.	For	instance,	just	because	X	seems	always	to	be
followed	by	Y,	it	does	not	mean	that	X	necessarily	causes	Y.	There	might	be	a
third	factor,	Z,	which	produces	both	X	and	Y.	Alternatively,	Z	might	be	an
‘intervening	variable’	which	is	caused	by	X	and	then	influences	Y	(see	Selltiz
et	al.,	1964:	424–31	and	my	discussion	of	Procter’s	1993	data	in	Section	1.4).

As	we	saw	in	Chapter	1,	the	quantitative	researcher	can	use	sophisticated
means	to	guard	against	the	possibility	of	spurious	correlations.	However,	the
survey	methods	discussed	there	are	not	without	problems.	As	Fielding	and
Fielding	argue:	‘the	most	advanced	survey	procedures	themselves	only
manipulate	data	that	had	to	be	gained	at	some	point	by	asking	people’	(1986:
12).

As	I	will	suggest	in	Chapter	7,	what	people	say	in	answer	to	interview
questions	does	not	have	a	stable	relationship	to	how	they	behave	in	naturally
occurring	situations.	Second,	as	we	saw	in	Chapter	1,	researchers’	claims	may
sometimes	be	credible	merely	because	they	rely	on	common-sense	knowledge
which	stands	in	need	of	explication	rather	than	passive	acceptance.

Again,	Fielding	and	Fielding	make	the	relevant	point:	‘researchers	who
generalize	from	a	sample	survey	to	a	larger	population	ignore	the	possible
disparity	between	the	discourse	of	actors	about	some	topical	issue	and	the
way	they	respond	to	questions	in	a	formal	context’	(1986:	21).

So	quantitative	methods	offer	no	simple	solution	to	the	question	of	validity:

ultimately	all	methods	of	data	collection	are	analysed	‘qualitatively’,	in
so	far	as	the	act	of	analysis	is	an	interpretation,	and	therefore	of	necessity
a	selective	rendering.	Whether	the	data	collected	are	quantifiable	or
qualitative,	the	issue	of	the	warrant	for	their	inferences	must	be
confronted.	(Fielding	and	Fielding,	1986:	12)

We	shall	now	examine	how	qualitative	researchers	may	claim,	in
Fielding	and	Fielding’s	terms,	that	they	have	a	‘warrant	for	their
inferences’	and	that	their	work	is	valid.

4.3.2	Claims	to	validity	in	qualitative	research
As	I	have	argued,	the	issue	of	validity	is	appropriate	whatever	one’s
theoretical	orientation	or	use	of	quantitative	or	qualitative	data.	Few
contemporary	social	scientists	are	satisfied	by	naturalism’s	assumption	that
credibility	is	guaranteed	provided	one	‘hangs	out’	with	one’s	tribe	or	sub-
cultural	group	and	returns	with	an	‘authentic’	account	of	the	field.



However,	I	shall	not	discuss	here	many	standard	criteria	of	assessing	validity,
either	because	they	are	available	in	other	methodology	texts	or	because	they
are	common-sensical	and/or	inappropriate	to	the	theoretical	logic	of
qualitative	research	as	discussed	in	Section	1.6.	These	criteria	include:

the	impact	of	the	researcher	on	the	setting	(the	so-called	‘halo’	or
‘Hawthorne’	effect)	(see	Landsberger,	1958;	Hammersley,	1990:	80–2)
the	values	of	the	researcher	(see	Weber,	1949,	and	this	volume,	Chapter
12)
the	truth	status	of	a	respondent’s	account	(see	Chapters	6	and	7).

Two	other	forms	of	validation	have	been	suggested	as	particularly	appropriate
to	the	logic	of	qualitative	research:

1.	 Comparing	different	kinds	of	data	(e.g.	quantitative	and	qualitative)	and
different	methods	(e.g.	observation	and	interviews)	to	see	whether	they
corroborate	one	another.	This	form	of	comparison,	called	triangulation,
derives	from	navigation,	where	different	bearings	give	the	correct
position	of	an	object.

2.	 Taking	one’s	findings	back	to	the	subjects	being	studied.	Where	these
people	verify	one’s	findings,	it	is	argued,	one	can	be	more	confident	of
their	validity.	This	method	is	known	as	respondent	validation.

Each	of	these	methods	is	discussed	below.	In	my	discussion,	I	show	why	I
believe	these	methods	are	usually	inappropriate	to	qualitative	research.

Triangulating	data	and	methods
Triangulation	usually	refers	to	combining	multiple	theories,	methods,
observers	and	empirical	materials	to	produce	a	more	accurate,	comprehensive
and	objective	representation	of	the	object	of	study.	The	most	common
application	of	triangulation	in	qualitative	research	is	the	use	of	multiple
methods.	For	instance,	one	may	try	to	combine	interviews	with	observation	or
qualitative	analysis	with	surveys.	The	assumption	is	that,	if	the	findings
obtained	with	all	these	methods	correspond	and	draw	the	same	or	similar
conclusions,	then	the	validity	of	those	findings	and	conclusions	has	been
established	(see	Moisander	and	Valtonen,	2006).

However,	this	is	to	assume	that:

by	looking	at	an	object	from	more	than	one	standpoint,	it	is	possible	to
produce	a	more	true	and	certain	representation	of	the	object.	In	natural



sciences,	particularly	with	concrete	physical	objects,	this	may	well	make
sense.	But	in	cultural	research,	which	focuses	on	social	reality,	the	object
of	knowledge	is	different	from	different	perspectives.	And	the	different
points	of	view	cannot	be	merged,	into	a	single,	‘true’	and	‘certain’
representation	of	the	object.	(Moisander	and	Valtonen,	2006:	45)

A	major	early	advocate	of	the	method	of	triangulation	was	Denzin	(1970)
who	suggested	that	‘method	triangulation’	can	serve	to	overcome	partial
views	and	present	something	like	a	complete	picture.	However,	as	Denzin
elsewhere	notes,	actions	and	accounts	are	‘situated’	in	particular	contexts.
This	implies,	contrary	to	Denzin’s	early	work	about	triangulation,	that
methods,	often	drawn	from	different	theories,	cannot	give	us	an	‘objective’
truth	(Fielding	and	Fielding,	1986:	33).	So:

multiple	theories	and	multiple	methods	are	…	worth	pursuing,	but	not
for	the	reasons	Denzin	cites	…	The	accuracy	of	a	method	comes	from	its
systematic	application,	but	rarely	does	the	inaccuracy	of	one	approach	to
the	data	complement	the	accuracies	of	another.	(Fielding	and	Fielding,
1986:	35)

However,	Fielding	and	Fielding	remind	us	that	it	may	not	be	sensible	to	throw
the	baby	out	with	the	bathwater.	Accordingly,	they	suggest	that	the	use	of
triangulation	should	operate	according	to	ground	rules.	Basically,	these	seem
to	operate	as	follows:

begin	from	a	theoretical	perspective	or	model	(e.g.	naturalism	or
constructionism)
choose	methods	and	data	which	will	give	you	an	account	of	structure	and
meaning	from	within	that	perspective	(e.g.	naturalists	will	want	to
generate	data	which	give	an	authentic	insight	into	people’s	experiences,
while	constructionists	will	prefer	to	reveal	how	particular	social
phenomena	are	put	together	through	particular	interactions).

Yet,	even	when	we	use	a	single	analytical	model,	it	can	be	tricky	to	aggregate
data	in	order	to	arrive	at	an	overall	‘truth’.	As	Hammersley	and	Atkinson
point	out:	‘one	should	not	adopt	a	naively	“optimistic”	view	that	the
aggregation	of	data	from	different	sources	will	unproblematically	add	up	to
produce	a	more	complete	picture’	(1995:	199).

Of	course,	this	does	not	imply	that	the	qualitative	researcher	should	avoid



generating	data	in	multiple	ways.	Even	for	constructionists,	data	triangulation
can	serve	as	an	assembly	of	reminders	about	the	situated	character	of	action.
For	instance,	R.	Dingwall	(personal	correspondence)	has	suggested	that
triangulation	has	some	value	where	it	reveals	the	existence	of	public	and
private	accounts	of	an	agency’s	work.	Here,	‘interview	and	field	data	can	be
combined	…	to	make	better	sense	of	the	other’.	Triangulation,	from	this
perspective,	is	not	a	way	of	obtaining	a	‘true’	reading	but	‘is	best	understood
as	a	strategy	that	adds	rigor,	breadth,	complexity,	richness	and	depth	to	any
inquiry’	(Denzin	and	Lincoln,	2000a:	5).

The	‘mistake’	only	arises	in	using	data	to	adjudicate	between	accounts.	For
this	reduces	the	role	of	the	researcher	to	what	Garfinkel	(1967)	calls	an
‘ironist’,	using	one	account	to	undercut	another,	while	remaining	blind	to	the
sense	of	each	account	in	the	context	in	which	it	arises.

To	conclude:	the	major	problem	with	triangulation	as	a	test	of	validity	is	that,
by	counterposing	different	contexts,	it	ignores	the	context-bound	and	skilful
character	of	social	interaction	and	assumes	that	members	are	‘cultural	dopes’,
who	need	a	social	scientist	to	dispel	their	illusions	(see	Garfinkel,	1967;
Bloor,	1978).

Exercise	4.3
This	exercise	is	concerned	with	method	triangulation.	You	should	select	any	two	of	the	methods
discussed	in	Chapters	7–12	(i.e.	interviews,	focus	groups	transcripts,	observation,	texts	and	visual
images).	Then	you	should	choose	a	research	topic	where	these	two	methods	can	be	applied.	For
example,	you	might	want	to	compare	your	observations	of	a	library	with	interviews	with	library
users	and	staff.	Alternatively,	you	could	obtain	official	documents	about	the	academic	aims	of
your	university	and	compare	these	with	your	observations,	interviews	or	audio	recordings	of	a
teaching	session	(subject	to	everyone’s	agreement).

Now	do	the	following:

1.	 Briefly	analyse	each	of	your	two	sources	of	data.	What	does	each	source	tell	you	about
your	topic?

2.	 Identify	different	themes	emerging	in	the	two	data	sources.	How	far	are	these	differences
relevant	for	an	overall	understanding	of	the	topic?

3.	 Using	your	data,	assess	the	argument	that	evidence	is	only	relevant	in	the	context	of	the
situation	in	which	it	arises.

4.	 In	the	light	of	the	above,	explain	whether,	if	you	had	to	pursue	your	topic	further,	you
would	use	multiple	methods.

Respondent	validation
If	you	privilege	‘experience’	as	‘authentic’,	as	is	Naturalism’s	preference,	you
will	probably	want	to	try	to	validate	your	research	findings	by	taking	them
back	to	the	people	you	have	studied	to	see	whether	the	findings	conform	to
their	own	‘experience’.	Along	these	lines,	Reason	and	Rowan	(1981)	criticise



researchers	who	are	fearful	of	‘contaminating	their	data	with	the	experience
of	the	subject’.	On	the	contrary,	they	argue,	good	research	goes	back	to	the
subjects	with	tentative	results,	and	refines	them	in	the	light	of	the	subjects’
reactions.

Bloor	(1978)	incorporates	Reason	and	Rowan’s	preferred	approach	(item	3	in
the	list	below)	in	his	discussion	of	three	procedures	which	attempt	respondent
validation	(see	also	Frake,	1964):

1.	 The	researcher	seeks	to	predict	members’	classifications	in	actual
situations	of	their	use.

2.	 The	researcher	prepares	hypothetical	cases	and	predicts	respondents’
responses	to	them.

3.	 The	researcher	provides	respondents	with	a	research	report	and	records
their	reactions	to	it.

Bloor	(1978,	1983)	used	the	third	procedure	in	his	study	of	doctors’	decision-
making	in	adeno-tonsillectomy	cases,	hoping	that	doctors	would	validate	his
descriptions	of	their	practice	–	what	he	calls	‘a	sort	of	self-recognition	effect’
(1978:	549).	Although	Bloor	reports	that	he	was	able	to	make	some	useful
modifications	as	a	result	of	the	surgeons’	comments,	he	reports	many
reservations.	These	centre	around	whether	respondents	are	able	to	follow	a
report	written	for	a	sociological	audience	and,	even	if	it	is	presented
intelligibly,	whether	they	will	(or	should)	have	any	interest	in	it	(1978:	550).
A	further	problem,	noted	by	Abrams	(1984:	8),	is	that	‘overt	respondent
validation	is	only	possible	if	the	results	of	the	analysis	are	compatible	with	the
self-image	of	the	respondents’.

However,	Bloor	concludes,	this	need	not	mean	that	attempts	at	respondents’
validation	have	no	value.	They	do	generate	further	data	which,	while	not
validating	the	research	report,	often	suggest	interesting	paths	for	further
analysis	(Bloor,	1983:	172).	This	is	shown	in	the	case	study	which	follows.

Bloor’s	point	has	been	very	effectively	taken	up	by	Fielding	and	Fielding
(1986)	(respondent	validation	is	also	criticised	by	Bryman,	1988:	78–9).	The
Fieldings	concede	that	subjects	being	studied	may	have	additional	knowledge,
especially	about	the	context	of	their	actions.	However:

there	is	no	reason	to	assume	that	members	have	privileged	status	as
commentators	on	their	actions	…	such	feedback	cannot	be	taken	as
direct	validation	or	refutation	of	the	observer’s	inferences.	Rather	such
processes	of	so-called	‘validation’	should	be	treated	as	yet	another	source
of	data	and	insight.	(1986:	43)



Kathy	Charmaz	(personal	correspondence)	has	suggested	that	this	example
displays	a	subtle	version	of	respondent	validation:

In	this	instance,	Alasuutari	offered	his	interpretation	and	pushed	for	a
dialogue	about	it.	He	gained	confirmation	of	his	view	then	pushed
further	later	in	the	same	conversation	…	Interestingly,	Alasuutari	did	not
take	the	men’s	support	for	his	interpretation	at	face	value.	Rather	he	took
it	a	few	analytic	steps	further.	He	located	his	confirmed	idea	in	the
context	of	the	group	culture	and	concluded	that	it	reflected	the	group
members’	contradictory	relationships	with	staff	and	lack	of	trust	in
professionals.

If	we	are	not	fully	convinced	by	either	triangulation	or	members’	validation,
how,	then,	are	we	to	overcome	the	anecdotal	quality	of	much	qualitative
research	in	order	to	claim	validity?	To	answer	this	question,	I	will	review
what	I	believe	to	be	more	appropriate	methods	for	validating	studies	based
largely	or	entirely	upon	qualitative	data.	These	include:

analytic	induction
the	constant	comparative	method
deviant-case	analysis
comprehensive	data	treatment
using	appropriate	tabulations.

Case	Study

Drinkers’	Talk
In	his	ethnographic	study	of	Finnish	drinkers	in	a	bar,	Pertti	Alasuutari	reports	that	he	raised	the
issue	of	why	participants	were	always	so	eager	to	compete	for	the	title	of	heaviest	drinker	and	at
the	same	time	to	belittle	the	drinking	of	others.	This	was	the	conversation:
Extract	4.1	(Alasuutari)

PA:	Somehow	I	feel	there’s	this	feeling	in	this	group	that	there’s	someone	here	who	hasn’t	drunk
as	much	as	the	others	or	who’s	been	down	and	out	for	a	shorter	while	than	others,	that	you	tend	to
belittle	that	person’s	drinking,	that,	you	know	that’s	nothing	really,	I	drank	a	lot	more	than	he	did.
A:	Where’ve	you	heard	that?

PA:	I	have	you	know.
B:	I	see.

PA:	Even	during	these	sessions	right	here.
C:	It’s	always	better	the	sooner	you	have	the	sense	to	go	and	get	help	isn’t	it.

A:	That’s	right.



C:	The	longer	you	drink	the	more	stupid	you	are,	there’s	no	doubt	about	that.

PA:	But	do	you	brag	about	being	more	stupid?
C:	You	tend	to	color	things	a	bit,	like	I’ve	been	drinking	longer	than	you	have.	You’ve	only	been
drinking	for	year	but	I’ve	been	there	two	years.	So	the	one	has	been	drinking	a	year	realizes	that
this	is	the	point	where	I	need	to	go	and	get	help	for	myself.	I’m	so	stupid	that	I	didn’t	have	the
sense	to	come	and	get	help,	I	had	to	carry	on.	So	this	is	how	I	describe	the	situation	so	that	there
you	are,	I’m	a	bit	better,	I	know	these	things,	a	bit	better.	(1995:	170–1)

This	is	Alasuutari’s	account	of	the	conversation:

When	I	raised	this	question	the	members	of	the	group	first	wanted	to	deny	my	interpretation,
even	though	I	had	clear	examples	of	these	sorts	of	situations	in	my	field	notes.	When	at	long
last	it	is	admitted	that	the	phenomenon	really	exists,	member	C	[in	the	italicised	section	of
his	speech]	renders	further	support	to	my	interpretation	that	the	emphasis	on	the	seriousness
of	one’s	earlier	alcohol	problems	is	associated	with	the	respect	that	members	show	for
practical	experience.	(1995:	171)

Analytic	induction	(AI)
As	I	remarked	in	Section	1.6,	qualitative	researchers	need	not	accept	the
assumption	that	their	work	can	only	be	exploratory	or	descriptive.	As	Glaser
and	Strauss	(1967)	argue,	grounded	theory	demands	that	we	often	avoid
prior	hypotheses;	this	does	not	mean	that	we	cannot	(or	should	not)	generate
and	test	hypotheses	‘grounded’	in	our	data.	This	is	done	through	analytic
induction.

Using	AI	in	qualitative	research,	we	seek	to	identify	some	‘phenomenon’	and
to	generate	a	provisional	hypothesis.	We	can	then	go	on	to	take	a	small	body
of	data	(a	‘case’)	and	examine	it	as	follows:

one	case	is	…	studied	to	see	whether	the	hypothesis	relates	to	it.	If	not,
the	hypothesis	is	reformulated	(or	the	phenomenon	redefined	to	exclude
the	case).	While	a	small	number	of	cases	support	practical	certainty,
negative	cases	disprove	the	explanation,	which	is	then	reformulated.
Examination	of	cases,	redefinition	of	the	phenomenon	and	reformulation
of	hypotheses	is	repeated	until	a	universal	relationship	is	shown.
(Fielding,	1988:	7–8)

AI	is	the	equivalent	to	the	statistical	testing	of	quantitative	associations	to	see
if	they	are	greater	than	might	be	expected	at	random	(random	error).
However,	‘in	qualitative	analysis	…	there	is	no	random	error	variance.	all
exceptions	are	eliminated	by	revising	hypotheses	until	all	the	data	fit.	The
result	of	this	procedure	is	that	statistical	tests	are	actually	unnecessary	once
the	negative	cases	are	removed’	(Fielding	and	Fielding,	1986:	89).



Definition

The	purpose	of	analytic	induction	is	to	uncover	causal	relations	through	identification	of	the
essential	characteristics	of	the	phenomenon	studied.	To	this	end,	the	method	starts	not	with	a
hypothesis	but	with	a	limited	set	of	cases	from	which	an	initial	explanatory	hypothesis	is
then	derived.	If	the	initial	hypothesis	fails	to	be	confirmed	by	one	case,	it	is	revised.
Additional	cases	of	the	same	class	of	phenomena	are	then	selected.	If	the	hypothesis	is	not
confirmed	by	these	further	cases,	the	conceptual	definition	of	the	phenomenon	is	revised.
The	process	continues	until	the	hypothesis	is	no	longer	refuted	and	further	study	tells	the
researcher	nothing	new.	(Gobo,	2009:	198)

Case	Study

Decision-Making	in	the	Clinic



An	example	of	AI	being	used	in	a	field	research	study	will	be	helpful.	In	Bloor’s	study	of
surgeons,	already	discussed,	he	tried	‘to	inductively	reconstruct	each	specialist’s	own	standard
“decision	rules”	which	he	normally	used	to	decide	on	a	disposal’	(Bloor,	1978:	545).	These	rules
were	then	compared	with	each	doctor’s	procedures	for	searching	through	relevant	information.

Bloor	draws	upon	the	distinction	between	‘necessary’	and	‘sufficient’	conditions	for	an	outcome.
‘Necessary’	conditions	are	conditions	without	which	a	particular	outcome	is	impossible.
‘Sufficient’	conditions	are	conditions	which	totally	explain	the	outcome	in	question.	For	instance,
a	necessary	condition	for	me	to	give	a	lecture	is	that	I	should	be	present	at	a	particular	time	and
place.	Sufficient	conditions	may	include	me	knowing	about	the	subject,	having	my	notes	with	me,
finding	an	audience	awaiting	me,	and	so	on.	This	is	how	Bloor	reports	his	inductive	method:

1.	 For	each	specialist,	cases	were	provisionally	classified	according	to	the	disposal-category
into	which	they	fell.

2.	 The	data	on	all	a	specialist’s	cases	in	a	particular	disposal-category	were	scrutinized	in
order	to	attempt	a	provisional	list	of	those	case-features	common	to	the	cases	in	that
category.

3.	 The	‘deviant	cases’	(i.e.	those	cases	where	features	common	to	many	of	the	cases	in	the
disposal-category	were	lacking)	were	scrutinized	in	order	to	ascertain	whether	(a)	the
provisional	list	of	case-features	common	to	a	particular	category	could	be	modified	as	to
allow	the	inclusion	of	the	deviant	cases;	or,	(b)	the	classificatory	system	could	be	so
modified	as	to	allow	the	inclusion	of	the	deviant	cases	within	a	modified	category.

4.	 Having	thus	produced	a	list	of	case-features	common	to	all	cases	in	a	particular	category,
cases	in	alternative	categories	were	scrutinized	to	discover	which	case-features	were	shared
with	cases	outside	the	first	category	considered.	Such	shared	case-features	were	thus
judged	necessary	rather	than	sufficient	for	the	achievement	of	a	particular	disposal.

5.	 From	the	necessary	and	sufficient	case-features	associated	with	a	particular	category	of
cases	sharing	a	common	disposal,	the	specialist’s	relevant	decision	rules	were	derived.
(1978:	546)

This	case	study	provides	a	shortened	version	of	Bloor’s	list.	He	adds	two	further	stages	where
cases	are	re-scrutinised	for	each	decision	rule	and	then	the	whole	process	is	re-enacted	in	order	to
account	for	the	disposals	obtained	by	all	the	specialists	in	the	study.
Bloor	recognises	that	his	procedure	was	not	wholly	inductive.	Before	beginning	the	analysis,	he
already	had	general	impressions,	gained	from	contact	in	the	field	(1978:	547).	We	might	also	add
that	no	hypothesis-testing	can	or	should	be	theory-free.	Necessarily,	then,	AI	depends	upon	both	a
model	of	how	social	life	works	and	a	set	of	concepts	specific	to	that	model.

AI	may	appear	to	be	rather	complicated.	However,	it	boils	down	to	two	simple	techniques	which	I
shall	now	consider:

the	use	of	the	constant	comparative	method
the	search	for	deviant	cases.

The	constant	comparative	method
The	comparative	method	means	that	the	qualitative	researcher	should	always
attempt	to	find	another	case	through	which	to	test	out	a	provisional
hypothesis.	In	an	early	study	of	the	changing	perspectives	of	medical	students
during	their	training,	Becker	and	Geer	(1960)	found	that	they	could	test	their
emerging	hypothesis	about	the	influence	of	career	stages	upon	perceptions	by
comparing	different	groups	at	one	time	and	also	comparing	one	cohort	of
students	with	another	over	the	course	of	training.	For	instance,	it	could	only
be	claimed	with	confidence	that	beginning	medical	students	tended	to	be



idealists	if	several	cohorts	of	first-year	students	all	shared	this	perspective.

Similarly,	when	I	was	studying	what	happened	to	Down’s	syndrome	children
in	a	heart	hospital,	I	tested	out	my	findings	with	tape	recordings	of
consultations	from	the	same	clinic	involving	children	without	the	congenital
abnormality	(see	later	in	this	section).	And,	of	course,	my	attempt	to	analyse
the	ceremonial	order	of	private	medical	practice	(Chapter	5)	was	highly
dependent	on	comparative	data	on	public	clinics.

In	the	case	study	that	follows,	the	great	ethnographer	Howard	Becker	reflects
on	what	the	comparative	method	can	offer	us.

Case	Study

The	Comparative	Method
Comparison	has	always	been	the	backbone,	acknowledged	or	not,	of	good	sociological	thinking.
Finding	two	or	more	things	that	are	alike	in	some	important	way	yet	differ	in	other	ways,	looking
for	the	further	differences	that	create	those	you	first	noticed,	looking	for	the	deeper	processes
these	surface	differences	embody	–	these	operations	create	sociological	knowledge	of	the	world
and	give	us	the	more	abstract	theories	that	tell	us	what	to	look	for	the	next	time	out.
Finding	things	that	are	alike	sounds	easier	than	it	is.	There	are	traps.	Most	commonly,	we	think
two	things	are	alike	because	they	have	the	same	name:	all	things	called	schools	must	be	alike,	all
things	called	families	are	the	same	in	all	important	respects.	Why	else	would	we	call	them	by	the
same	name?	But,	in	fact,	schools	differ	in	crucial	ways	and	most	especially	in	what	they	actually
do.	Some	may	be	engaged	in	an	activity	that	could	charitably	called	‘education,’	but	many	others
are	far	more	custodial	in	their	operation.	And	other	organizations	which	go	by	different	names	–
prisons,	for	example	–	can	easily	be	seen	to	do	a	great	deal	of	educating,	both	the	kind	prison
officials	organize	to	teach	inmates	a	useful	trade	and	the	kind	inmates	organize	to	teach	each	other
potentially	more	useful	trades.	I	leave	to	you	the	similar	exercise	to	be	done	about	families.

If	we	can	not	take	names	at	face	value,	how	do	we	find	similar	things	to	compare?	We	can	do
what	Goffman	did	–	in	Asylums	[Goffman,	1961a]:	choose	a	trait	that	defines	the	category	to
investigate	and	stick	with	it,	no	matter	how	counter-intuitive	the	collection	of	cases	it	produces.
But	the	same	problem	arises:	how	to	find	a	trait	that	identifies	a	category	about	which	we	can
make	sociological	interesting	remarks.	Goffman’s	example	tells	us	to	choose	a	trait	that	constrains
social	interaction:	total	institutions,	on	his	definition,	prevent	the	interaction	between	inmates	and
staff	who	live	and	work	in	them	from	interacting	with	the	outside	world,	and	strictly	regulate	and
minimize	interaction	between	these	two	categories	of	inhabitants.	These	characteristics	are	easy
to	discover	and	‘measure,’	and	provoke	no	definitional	arguments.
Why	not?	Because	they	do	not	coincide	with	our	conventional	categories	of	moral	judgment,
which	make	sure	to	place	‘incongruous	cases’	in	their	morally	relevant	slot.	We	routinely	make
moral	judgments,	one	way	or	another,	about	prisons	and	mental	hospitals,	which	we
conventionally	know	to	be	wicked	places	filled	with	wicked	people	(whether	we	mean	the
inmates	or	the	custodians),	and	about	places	like	convents	or	military	training	centers,	which	we
conventionally	know	to	be	respectable	organizations.	But	we	have	no	such	ready-made	judgments
about	a	category	which	contains	those	four	organizations,	as	well	as	submarines,	ships	at	sea	and
all	the	other	varied	phenomena	Goffman’s	definition	assembles.	The	morally	disparate	character
(from	a	conventional	point	of	view)	of	these	organizations	which	are	so	clearly	alike	in	their
limitation	of	interaction	frees	analysis	from	having	to	conform	to	conventional	ideas	of	good	and
bad.

Having	found	a	category	whose	interactional	similarities	promise	to	produce	sociological	insight,



we	then	look	for	other	interactionally	interesting	differences	between	them.	And	we	look	for	the
conditions	of	such	differences	and	for	their	consequences.	(Becker,	2010:	1)
However,	beginning	researchers	are	unlikely	to	have	the	resources	to	study	different	cases.	Yet
this	does	not	mean	that	comparison	is	impossible	(see	Chapter	3).	The	constant	comparative
method	involves	simply	inspecting	and	comparing	all	the	data	fragments	that	arise	in	a	single	case
(Glaser	and	Strauss,	1967).
While	such	a	method	may	seem	attractive,	beginning	researchers	may	worry	about	two	practical
difficulties	involved	in	implementing	it.	First,	they	may	lack	the	resources	to	assemble	all	their
data	in	an	analysable	form.	For	instance,	transcribing	a	whole	data	set	may	be	impossibly	time
consuming	–	as	well	as	diverting	you	from	data	analysis!	Second,	how	are	you	to	compare	data
when	you	may	have	not	yet	generated	a	provisional	hypothesis	or	even	an	initial	set	of	categories?

Fortunately,	these	objections	can	be	readily	overcome.	In	practice,	it	usually	makes	sense	to	begin
analysis	on	a	relatively	small	part	of	your	data.	Then,	having	generated	a	set	of	categories,	you
can	test	out	emerging	hypotheses	by	steadily	expanding	your	data	corpus.	This	point	has	been
clearly	made	by	Peräkylä	using	the	example	of	studies	based	on	tape-recorded	data:

There	is	a	limit	to	how	much	data	a	single	researcher	or	a	research	team	can	transcribe	and
analyse.	But	on	the	other	hand,	a	large	database	has	definite	advantages	…	a	large	portion	of
the	data	can	be	kept	as	a	resource	that	is	used	only	when	the	analysis	has	progressed	so	far
that	the	phenomena	under	study	have	been	specified.	At	that	later	stage,	short	sections	from
the	data	in	reserve	can	be	transcribed,	and	thereby,	the	full	variation	of	the	phenomenon	can
be	observed’.	(Peräkylä,	2004a:	288)

I	employed	this	constant	comparative	method,	moving	from	small	to	larger	data	sets,	in	my	study
of	AIDS	counselling	(Silverman,	1997).	For	instance,	having	isolated	an	instance	of	how	a	client
resisted	a	counsellor’s	advice,	I	trawled	through	my	data	to	obtain	a	larger	sample	of	cases	where
advice-resistance	was	present.

Deviant-case	analysis
The	comparative	method	implies	actively	seeking	out	and	addressing	deviant
cases.	Mehan	makes	the	point:

The	method	begins	with	a	small	batch	of	data.	A	provisional	analytic
scheme	is	generated.	The	scheme	is	then	compared	to	other	data,	and
modifications	made	in	the	scheme	as	necessary.	The	provisional	analytic
scheme	is	constantly	confronted	by	‘negative’	or	‘discrepant’	cases	until
the	researcher	has	derived	a	small	set	of	recursive	rules	that	incorporate
all	the	data	in	the	analysis.	(Mehan,	1979:	21)

Mehan	notes	that	this	is	very	different	from	the	sense	of	‘deviant-case
analysis’	in	quantitative,	survey	research.	Here	you	turn	to	deviant	cases	in
two	circumstances:

when	the	existing	variables	will	not	produce	sufficiently	high	statistical



correlations
when	good	correlations	are	found	but	you	suspect	these	might	be
‘spurious’.

By	contrast,	the	qualitative	researcher	should	not	be	satisfied	by	explanations
which	appear	to	explain	nearly	all	the	variance	in	their	data.	Instead,	as	I	have
already	argued,	in	qualitative	research,	every	piece	of	data	has	to	be	used	until
it	can	be	accounted	for.

It	is	important	to	stress	that	‘deviant	cases’	are	properly	identified	on	the	basis
of	concepts	deriving	from	a	particular	model.	Thus	pieces	of	data	are	never
intrinsically	‘deviant’	but	rather	become	so	in	relation	to	the	approach	used.
This	theoretically	defined	approach	to	analysis	should	also	properly	apply	to
the	compilation	and	inspection	of	data	in	tabulated	form.

However,	deviant-case	analysis	in	the	context	of	the	constant	comparative
method,	because	it	involves	a	repeated	to	and	fro	between	different	parts	of
your	data,	implies	something	much	bigger.	All	parts	of	your	data	must,	at
some	point,	be	inspected	and	analysed.	This	is	part	of	what	is	meant	by
‘comprehensive	data	treatment’.

Comprehensive	data	treatment
Ten	Have	notes	the	complaint	that,	in	CA,	like	other	kinds	of	qualitative
research,	‘findings	…	are	based	on	a	subjectively	selected,	and	probably
biased,	“sample”	of	cases	that	happen	to	fit	the	analytic	argument’	(ten	Have,
1998:	8).

This	complaint,	which	amounts	to	a	charge	of	anecdotalism,	can	be	addressed
by	what	ten	Have,	following	Mehan	(1979),	calls	‘comprehensive	data
treatment’.	This	comprehensiveness	arises	because,	in	qualitative	research,
‘all	cases	of	data	…	[are]	incorporated	in	the	analysis’	(Mehan,	1979:	21).

Such	comprehensiveness	goes	beyond	what	is	normally	demanded	in	many
quantitative	methods.	For	instance,	in	survey	research	one	is	usually	satisfied
by	achieving	significant,	non-spurious,	correlations.	So,	if	nearly	all	your	data
support	your	hypothesis,	your	job	is	largely	done.

By	contrast,	in	qualitative	research,	working	with	smaller	data	sets	open	to
repeated	inspection,	you	should	not	be	satisfied	until	your	generalisation	is
able	to	apply	to	every	single	gobbet	of	relevant	data	you	have	collected.

The	outcome	is	a	generalisation	which	can	be	every	bit	as	valid	as	a	statistical
correlation.	As	Mehan	puts	it:	‘The	result	is	an	integrated,	precise	model	that
comprehensively	describes	a	specific	phenomena	[sic],	instead	of	a	simple



correlational	statement	about	antecedent	and	consequent	conditions’	(1979:
21).	Such	comprehensive	data	treatment	can	be	aided	by	the	use	of
appropriate	tabulations,	where	the	categories	counted	are	derived	from
theoretically	defined	concepts.

Using	appropriate	tabulations

By	our	pragmatic	view,	qualitative	research	does	imply	a	commitment	to
field	activities.	It	does	not	imply	a	commitment	to	innumeracy.	(Kirk	and
Miller,	1986:	10)

There	are	at	least	two	ways	in	which	qualitative	researchers	can	make	use	of
quantitative	measures:

through	mixed	method	studies	in	which	a	qualitative	case	study	is
combined	with	some	kind	of	quantitative	survey
by	using	simple	tabulations	in	an	otherwise	purely	qualitative	study.

Mixed	method	studies	have	already	been	discussed	in	this	book	(see	Section
2.5).	In	this	part	of	the	chapter,	I	will	discuss	the	second	approach	of	using
appropriate	tabulations	of	qualitative	data.	I	shall	try	to	show	that	simple
counting	techniques	can	offer	a	means	to	survey	the	whole	corpus	of	data
ordinarily	lost	in	intensive,	qualitative	research.	Instead	of	taking	the
researcher’s	word	for	it,	the	reader	has	a	chance	to	gain	a	sense	of	the	flavour
of	the	data	as	a	whole.	In	turn,	researchers	are	able	to	engage	in
comprehensive	data	treatment	by	testing	and	revising	their	generalisations.	In
this	way,	the	proper	use	of	simple	tabulations	can	remove	the	researcher’s
(and	reader’s)	nagging	doubts	about	the	accuracy	of	their	impressions	about
the	data.

There	are	two	broad	ways	in	which	simple	counting	techniques	have	been
used	as	an	aid	to	validity	in	qualitative	research:

as	an	initial	means	of	obtaining	a	sense	of	the	variance	in	the	data	(Type
1)
at	a	later	stage,	after	having	identified	some	phenomenon,	checking	its
prevalence	(Type	2).

A	second	example	of	Type	1	tabulations	(as	an	initial	means	of	obtaining	a
sense	of	variance)	is	provided	in	the	next	case	study.



These	case	studies	show	that	there	is	no	reason	why	qualitative	researchers
should	not,	where	appropriate,	use	quantitative	measures.	Simple	counting
techniques,	theoretically	derived	and	ideally	based	on	participants’	own
categories,	can	offer	a	means	to	survey	the	whole	corpus	of	data	ordinarily
lost	in	intensive,	qualitative	research.	Instead	of	taking	the	researcher’s	word
for	it,	the	reader	has	a	chance	to	gain	a	sense	of	the	flavour	of	the	data	as	a
whole.	In	turn,	researchers	are	able	to	test	and	to	revise	their	generalisations,
removing	nagging	doubts	about	the	accuracy	of	their	impressions	about	the
data.	In	Table	4.3,	this	type	of	tabulation	is	called	‘autonomous’	counting.	By
contrast,	when	we	simply	document	our	data	sources,	we	engage	in
‘credentialling’	counting.

Source:	Hannah	and	Lautsch	(2011:	3)

Case	Study
As	an	example	of	Type	1	tabulations,	I	will	take	a	study	of	calls	to	a	child	protection	hotline.
Hepburn	and	Potter	(2004)	discovered	that	callers	to	this	helpline	tended	to	preface	their	reports
with	a	reference	to	their	‘concerns’.	So	a	typical	call	would	begin	‘I’m	concerned	about	X’.
In	order	to	check	the	prevalence	of	this	phenomenon,	the	researchers	did	a	range	of	simple	counts
as	an	aid	to	understanding	the	patterning	of	the	way	constructions	using	the	terms	‘concerned’	and
‘concern’	were	used.	This	is	how	Hepburn	and	Potter	explain	their	approach:

it	was	interesting	to	consider	how	specific	to	the	NSPCC	data	concern	constructions	were.
To	check	this	we	did	something	very	simple,	which	was	to	compare	prevalence	in	the
NSPCC	calls	with	a	corpus	of	everyday	phone	calls.	The	terms	‘concern’	and	‘concerned’
appear	an	average	of	7	times	per	call	in	our	material,	but	only	0.3	times	per	call	in	the



(everyday)	corpus.	At	a	more	specific	level	we	were	interested	in	the	prevalence	of	concerns
constructions	in	the	call	openings,	and	also	how	many	were	initiated	by	the	caller	and	how
many	the	CPO.	About	60%	of	openings	use	concerned	constructions,	about	two	thirds	of
these	were	initiated	by	the	caller,	and	about	a	third	by	the	CPO.	(2004:	189)

Case	Study

Selling	Ideas	to	Top	Management
Dutton	et	al.	(2001)	used	simple	tabulations	in	their	study	of	how	managers	attempted	to
influence	organisational	change	by	‘selling’	certain	issues	to	top	management.	They	identified	a
number	of	issue-selling	approaches,	and	for	each	one,	they	counted	the	number	of	times	managers
mentioned	that	approach	in	the	context	of	successful	issue-selling	episodes	and	unsuccessful
episodes.	When	certain	approaches	appeared	considerably	more	often	in	successful	episodes,	it
was	seen	as	evidence	that	managers	believed	that	those	approaches	were	important	to	successful
issue	selling.

The	kind	of	tabulations	described	in	these	two	case	studies	can	only	be	suggestive.	They	are	not
the	endpoint	but	a	signpost	to	further	work.	As	Hepburn	and	Potter	put	it:

These	counts	were	certainly	interesting,	and	highlighted	some	things	to	follow	up.	But	their
implications	are	not	conclusive	on	their	own.	Indeed,	they	are	most	unclear	without
considering	the	specifics	of	the	interaction	and	how	it	unfolds.	The	course	of	analysis	works
through	developing	ideas	about	what	is	going	on	in	some	materials	(‘hypotheses’	in	rather
grander	methods	speak)	and	exploring	them,	seeing	how	far	they	make	sense.	(2004:	189)

What	I	have	called	Type	2	tabulations	are	used	at	a	later	stage	of	the	research	after	a	clear
phenomenon	has	been	identified.	In	this	context,	quantification	can	neatly	tie	in	with	the	logic	of
qualitative	research	when,	instead	of	conducting	surveys	or	experiments,	we	count	participants’
own	categories	as	used	in	naturally	occurring	places.	The	next	case	study	gives	you	an	example	of
this.

Case	Study

Understanding	Medical	Decision-Making
In	the	early	1980s	(see	Silverman,	1987:	Chs	1–6),	I	was	directing	a	group	of	researchers	studying
a	paediatric	cardiology	(child	heart)	unit.	Much	of	our	data	derived	from	tape	recordings	of	an
outpatient	clinic	that	was	held	every	Wednesday.

We	soon	became	interested	in	how	decisions	(or	‘disposals’)	were	organised	and	announced.	It
seemed	likely	that	the	doctor’s	way	of	announcing	decisions	was	systematically	related	not	only
to	clinical	factors	(like	the	child’s	heart	condition)	but	to	social	factors	(such	as	what	parents
would	be	told	at	various	stages	of	treatment).	For	instance,	at	a	first	outpatients’	consultation,
doctors	would	not	normally	announce	to	parents	the	discovery	of	a	major	heart	abnormality	and
the	necessity	for	life-threatening	surgery.	Instead,	they	would	suggest	the	need	for	more	tests	and
only	hint	that	major	surgery	might	be	needed.	They	would	also	collaborate	with	parents	who
produced	examples	of	their	child’s	apparent	‘wellness’.	This	step-by-step	method	of	information-
giving	was	avoided	in	only	two	cases.	If	a	child	was	diagnosed	as	‘healthy’	by	the	cardiologist,
the	doctor	would	give	all	the	information	in	one	go	and	would	engage	in	what	we	called	a	‘search
and	destroy’	operation,	based	on	eliciting	any	remaining	worries	of	the	parent(s)	and	proving	that
they	were	mistaken.
By	contrast,	in	the	case	of	a	group	of	children	with	the	additional	handicap	of	Down’s	syndrome,



as	well	as	suspected	cardiac	disease,	the	doctor	would	present	all	the	clinical	information	at	one
sitting,	avoiding	a	step-by-step	method.	Moreover,	atypically,	the	doctor	would	allow	parents	to
make	the	choice	about	further	treatment,	while	encouraging	them	to	dwell	on	non-clinical	matters
like	their	child’s	‘enjoyment	of	life’	or	friendly	personality.

This	medical	focus	on	the	child’s	social	characteristics	was	seen	right	at	the	outset	of	each
consultation.	I	was	able	to	construct	a	table,	based	on	a	comparison	of	Down’s	and	non-Down’s
consultations,	showing	the	different	forms	of	the	doctor’s	questions	to	parents	and	the	parents’
answers.	This	tabulation	showed	a	strong	tendency	with	Down’s	children	for	both	the	doctor	and
parents	to	avoid	using	the	word	‘well’	about	the	child	and	this	absence	of	reference	to	‘wellness’
proved	to	be	crucial	to	understanding	the	subsequent	shape	of	the	clinic	consultation.
Moreover,	the	categories	in	the	table	were	not	my	own.	I	simply	tabulated	the	different	questions
and	answers	as	actually	given	(just	as	Hepburn	and	Potter	tabulated	the	participants’	use	of	the
word	‘concern’).

At	my	heart	clinic,	the	most	common	question	that	the	doctor	asked	parents	was:	‘A	well	child?’
However,	parents	of	Down’s	syndrome	children	were	rarely	asked	this	question.	Instead,	the	most
common	question	was:	‘How	is	he	(she)?’
This	avoidance	of	the	term	‘well’	proved	to	be	crucial	to	understanding	the	direction	which	the
consultations	with	Down’s	syndrome	families	subsequently	took.

TIP



Try	not	to	take	a	principled	stand	against	all	forms	of	quantification.	Providing	a	study	is
theoretically	well	grounded,	tabulating	data	often	makes	sense.	While	all	scientific	work	is
concerned	with	the	problem	of	how	to	generate	adequate	descriptions	of	what	it	observes,
qualitative	research	is	especially	interested	in	how	ordinary	people	observe	and	describe
their	world.	Many	of	the	procedures	I	have	discussed	here	aim	to	offer	adequate
(researcher’s)	descriptions	of	(lay)	descriptions.	Once	this	is	recognised	as	the	central
problematic	of	much	qualitative	research	(at	least	that	informed	by	a	constructionist	model),
then	these	procedures	can	be	extended	to	a	broad	range	of	social	contexts.

Exercise	4.4
This	exercise	is	meant	to	accustom	you	to	the	advantages	and	limitations	of	simple	tabulations.
Choose	an	accessible	setting	(e.g.	a	room	in	a	library,	a	café).



Now	follow	these	steps:

1.	 Count	whatever	seems	to	be	countable	in	this	setting	(e.g.	the	number	of	people	entering
and	leaving	or	engaging	in	certain	activities).

2.	 Assess	what	these	quantitative	data	tell	you	about	social	life	in	this	setting.	How	far	can
what	you	have	counted	be	related	to	any	one	social	science	theory	or	concept	with	which
you	are	familiar?

3.	 Beginning	from	the	theory	or	concept	selected	in	step	2,	indicate	how	you	might	count	in
terms	of	it	rather	than	in	terms	of	common-sense	categories.

4.	 Attempt	to	count	again	on	this	basis.	What	associations	can	you	establish?
5.	 Identify	deviant	cases	(i.e.	items	that	do	not	support	the	associations	that	you	have

established).	How	might	you	further	analyse	these	deviant	cases,	using	either	quantitative
or	qualitative	techniques?	What	light	might	that	throw	on	the	associations	which	you	have
identified?

4.3.3	Validity:	a	summary
Let	me	summarise	what	I	have	been	saying	about	validity:

The	criterion	of	falsifiability	is	an	excellent	way	to	test	the	validity	of
any	research	finding.
Quantitative	researchers	have	a	sophisticated	armoury	of	weapons	to
assess	the	validity	of	the	correlations	which	they	generate.
We	should	not	assume	that	techniques	used	in	quantitative	research	are
the	only	way	of	establishing	the	validity	of	findings	from	qualitative	or
field	research.

This	third	point	means	that	a	number	of	practices	which	originate	from
quantitative	studies	may	be	inappropriate	to	field	research.	The	following
three	assumptions	are	highly	dubious	in	qualitative	research:

No	social	science	research	can	be	valid	if	it	is	not	based	on	experimental
data,	official	statistics	or	the	random	sampling	of	populations.
Quantified	data	are	the	only	valid	or	generalisable	social	facts.
A	cumulative	view	of	data	is	drawn	from	different	contexts,	so	that,	as	in
trigonometry,	we	can	triangulate	the	‘true’	state	of	affairs	by	examining
where	the	different	data	intersect.

All	three	assumptions	have	a	number	of	defects.	Following	the	same	order	as
in	the	list	above,	I	note	that:

Experiments,	official	statistics	and	survey	data	may	simply	be
inappropriate	to	some	of	the	tasks	of	social	science.	For	instance,	they
exclude	the	observation	of	naturally	occurring	data	by	ethnographic
case	studies	(see	Chapter	9)	or	by	conversation	and	discourse	analysis
(see	Chapter	11).



While	quantification	may	sometimes	be	useful,	it	can	both	conceal	and
reveal	basic	social	processes.	Consider	the	problem	of	counting	attitudes
in	surveys.	Do	we	all	have	coherent	attitudes	on	any	topics	which	await
the	researcher’s	questions?	And	how	do	‘attitudes’	relate	to	what	we
actually	do	–	our	practices?	Or	think	of	official	statistics	on	cause	of
death	compared	with	studies	of	the	officially	organised	‘death	work’	of
nurses	and	orderlies	(Sudnow,	1968a)	and	of	pathologists	(Prior,	1987).
Note	that	this	is	not	to	argue	that	such	statistics	may	be	biased.	Instead,	it
is	to	suggest	that	there	are	areas	of	social	reality	which	such	statistics
cannot	measure.
Triangulation	of	data	seeks	to	overcome	the	context-boundedness	of	our
materials	at	the	cost	of	analysing	their	sense	in	context.	For	purposes	of
social	research,	it	may	simply	not	be	useful	to	conceive	of	an
overarching	reality	to	which	data,	gathered	in	different	contexts,
approximate.

So	my	support	for	credible	qualitative	research	which	takes	seriously	issues	of
validity	is	not	based	on	an	uncritical	acceptance	of	the	standard	recipes	of
conventional	methodology	texts	or	the	standard	practices	of	purely
quantitative	research.	I	further	suggested	that	data	triangulation	and	member
validation	are	usually	inappropriate	to	validate	field	research.	Instead,	I	have
suggested	five	ways	of	validating	such	research:

1.	 analytic	induction
2.	 the	constant	comparative	method
3.	 deviant-case	analysis
4.	 comprehensive	data	treatment
5.	 using	appropriate	tabulations.

4.4	Conclusion
Unless	you	can	convince	your	audience(s)	that	the	procedures	you	used	to
ensure	that	your	methods	were	reliable	and	that	your	conclusions	were	valid,
there	is	little	point	in	aiming	to	conclude	a	research	study.	Having	good
intentions,	or	the	correct	political	attitude,	is,	unfortunately,	never	the	point.
Short	of	reliable	methods	and	valid	conclusions,	research	descends	into	a
bedlam	where	the	only	battles	that	are	won	are	by	those	who	shout	the
loudest.

More	than	half	a	century	ago,	Becker	and	Geer	(1960)	recognised	that
adequate	sociological	description	of	social	processes	needs	to	look	beyond
purely	qualitative	methods.	Everything	depends,	however,	on	the	relation



between	the	quantitative	measures	being	used	and	the	analytic	issue	being
addressed.	As	Hindess	puts	it:	‘The	usefulness	of	…	statistics	is	a	function	of
the	theoretical	problematic	in	which	they	are	to	be	used	and	on	the	use	to
which	they	are	to	be	put	within	it’	(1973:	45).

However,	I	have	also	shown	that	quantitative	measures	are	not	the	only	way
to	test	the	validity	of	our	propositions.	Theoretical	sampling	and	analytic
induction,	based	upon	deviant-case	analysis	and	the	constant	comparative
method,	offer	powerful	tools	through	which	to	overcome	the	danger	of	purely
‘anecdotal’	quantitative	research.

The	time	for	wholesale	critiques	of	quantitative	research	has	passed.	What	we
need	to	do	now	is	to	show	the	ways	in	which	qualitative	research	can	be	every
bit	as	credible	as	the	best	quantitative	work.	Part	of	that	will	involve
recognising	that	good-quality	research	depends	upon	craft	skills	that
ultimately	transcend	the	kinds	of	lists	of	factors	that	we	have	been	reviewing
in	this	chapter.	As	Seale	has	put	it:

I	believe	there	is	a	lot	to	be	said	for	a	more	local	conception	of	social
research	as	a	craft	skill	…	good	quality	work	results	from	doing	a
research	project,	learning	from	the	things	that	did	and	did	not	work,	and
then	doing	another,	better	one,	that	more	fully	integrates	the	creativity
and	craft	skills	of	the	researcher,	and	so	on	until	a	fully	confident
research	style	is	developed.	The	issue	of	constructing	abstract,
universally	applicable	criteria	for	judging	whether	work	is	of	good
quality	can	happily	remain	unresolved	for	such	a	craftsperson,	who	is
nevertheless	continually	preoccupied	with	issues	of	quality	more	locally
conceived,	relevant	to	the	particular	research	project	at	hand.	(2004a:
410)

Tip



Even	student	reports	cannot	just	rely	on	the	intrinsic	interest	of	their	data.	Caelli	et	al.	(2003)
argue	that	research	reports	aiming	for	credibility	must	address	the	following	three	key	areas:

1.	 the	theoretical	positioning	of	the	researcher	(e.g.	the	concepts	you	are	drawing	from
your	discipline	and	the	research	model	you	are	using)

2.	 the	congruence	between	methodology	and	methods	(e.g.	are	your	methods	appropriate
to	your	research	model?)

3.	 the	strategies	to	establish	rigour	(e.g.	are	your	findings	credible?).

Tip



Try	not	to	be	defensive	if	your	data	are	limited	to	one	or	two	‘cases’.	Instead,	seek	to
understand	the	logic	behind	such	an	approach	and	work	out	what	you	can	gain	by	intensive
analysis	of	limited	but	rich	data.

Key	Points
Social	science	is	credible	to	the	extent	that	it	uses	appropriate	methods
and	is	rigorous,	critical	and	objective	in	its	handling	of	data.
Qualitative	research	can	be	made	credible	if	we	make	every	effort	to
falsify	our	initial	assumptions	about	our	data.



High	reliability	in	qualitative	research	is	associated	with	what	Seale
(1999:	148)	calls	low-inference	descriptors.
Appropriate	methods	for	validating	studies	based	largely	or	entirely	upon
qualitative	data	include:	analytic	induction,	the	constant	comparative
method,	deviant-case	analysis,	comprehensive	data	treatment	and	the	use
of	appropriate	tabulations.

Study	Questions
1.	 What	is	credibility?	Why	does	it	matter?
2.	 What	criteria	can	be	used	to	assess	the	credibility	of	qualitative	research	studies?
3.	 What	questions	can	we	ask	about	researchers’	choice	of	data	extracts?
4.	 What	is	meant	by	‘anecdotalism’?
5.	 What	is	meant	by	‘critical	rationalism’?
6.	 What	is	meant	by	‘reliability’?	How	can	we	assess	the	reliability	of	any	one	kind	of

qualitative	data?
7.	 What	is	meant	by	‘validity’?	Describe	two	methods	you	can	use	to	assess	the	validity	of

qualitative	research	studies.
8.	 When	and	how	does	it	make	sense	to	quantify	qualitative	data?
9.	 In	what	sense(s)	can	we	generalise	from	qualitative	research?
10.	 What	is	meant	by	‘purposive’	and	‘theoretical’	sampling?

RECOMMENDED	READING
Clive	Seale’s	book	The	Quality	of	Qualitative	Research	(1999)	offers	an
excellent	overall	treatment	of	the	issues	discussed	in	this	chapter.	Shorter	but
useful	discussions	are	Gobo	(2004)	and	Peräkylä	(2011).

For	a	detailed	discussion	of	analytic	induction	(AI)	see	Becker	(1998:	197–
212).	For	further	discussion	of	AI,	using	Bloor’s	study	as	an	exemplar,	see
Abrams	(1984).
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

feel	confident	as	you	first	confront	your	data
be	familiar	with	three	ways	of	analysing	qualitative	data:	content	analysis,	grounded	theory
and	narrative	analysis
know	what	is	shared	by	all	effective	methods	for	analysing	data.

If	you	are	new	to	qualitative	research,	data	analysis	can	be	something	of	a
mystery.	You	have	gathered	your	interviews,	selected	your	documents	or
made	some	observations.	Now	what	do	you	do?

It	appears	to	be	so	much	easier	in	quantitative	research.	Your	data	usually
present	themselves	as	sets	of	numbers	and	there	are	readily	available
statistical	tests	which	you	can	apply	to	see	what	your	numbers	‘mean’.	This
does	not	imply	that	your	data	analysis	will	be	foolproof	–	you	may	use	an
inappropriate	statistical	test,	misinterpret	your	findings	and	your	primary	data
may	be	suspect.	But	at	least	you	know	where	to	begin.

By	contrast,	beginning	qualitative	data	analysis	can	seem	like	exploring	a	new
territory	without	an	easy-to-read	map.	When	you	consult	guidebooks,	you
find	a	host	of	competing	approaches	rather	than	what	appears	to	be	the	settled
consensus	about	what	constitutes	good	quantitative	research.

This	means	that,	before	you	begin	data	analysis,	it	is	crucial	to	be	aware	of	the
key	approaches	that	have	been	used	in	qualitative	research.	Indeed,
knowledge	of	such	approaches	is	crucial	in	how	you	go	about	defining	your
research	problem	and	reviewing	the	literature.

Explanations	of	three	widely	used	approaches	–	content	analysis,	grounded
theory	and	narrative	analysis	–	will	follow	shortly,	illustrated	by	case	studies.
However,	before	I	bog	you	down	with	detail,	I	want	to	provide	a	short,
simplified	piece	of	advice,	aimed	at	the	novice.	This	advice	does	not	directly
draw	upon	any	one	approach	or	even	very	much	of	what	has	been	written	in
previous	textbooks.	Instead,	it	is	based	on	what	I	have	learned	through
supervising	students	grappling	with	qualitative	data.	For	simplicity’s	sake,	my
advice	is	formulated	as	a	set	of	rules.

5.1	Some	rules	for	data	analysis
Here	are	six	simple	rules:

1.	 Get	down	to	analysis	as	early	as	possible	and	avoid	‘busy’	work.
2.	 Try	out	different	theoretical	approaches;	see	what	works	for	you	(and	for

your	data).



3.	 Avoid	establishing	early	hypotheses	and	seek	to	see	where	your	analysis
is	leading	in	order	to	establish	a	hypothesis.

4.	 Do	not	look	for	telling	examples	but	analyse	your	data	thoroughly	and
fairly.

5.	 Initially,	focus	on	a	small	part	of	your	data	and	analyse	it	intensively;
there	will	be	time	later	to	test	out	your	findings	on	your	data	set	as	a
whole.

6.	 Try	to	focus	on	sequences	(of	talk,	written	material	or	interaction).

I	will	say	some	more	about	each	of	these	rules.

5.1.1	Early	analysis
It	is	a	commonplace	observation	that	people	under	stress	may	often	postpone
important	or	difficult	tasks.	Gathering	qualitative	data	gives	you	several	alibis
which	mask	the	fact	that	you	have	succumbed	to	such	a	temptation:

Getting	access	to	your	data	can	take	ages	because	of	the	time	it	takes	to
satisfy	ethics	committee	and/or	to	get	access	to	appropriate	subjects	or
settings.
Gathering	your	data	can	be	very	time	consuming.
Once	you	have	your	data,	transcribing	them	all	so	that	they	are	ready	for
analysis	can	take	years.

The	sad	consequence	of	taking	these	issues	too	seriously	is	that	you	have	very
little,	if	any,	time	for	data	analysis	itself.	This	applies	even	to	PhD	students
with	three	or	more	years	to	write	their	dissertation.	So	imagine	how	it	leaves
you	as	an	undergraduate	or	MA	student	where	start	to	finish	time	will,	at	best,
be	counted	in	months!

In	fact,	if	you	think	sensibly	from	the	start,	each	of	these	problems	can	be
avoided:

When	you	are	designing	your	study,	go	for	data	which	offer	easy	access
and	are	quick	to	gather.	Certain	kinds	of	documents	or	Internet	data	are
examples.	Secondary	analysis	of	other	people’s	data	is	now	much	easier
with	online	databanks	in	use	(go	to:	www.data-archive.ac.uk/home).
Never	think	of	transcribing	all	your	material	at	the	start.	This	is	a	sure
way	to	delay	data	analysis.	Instead,	transcribe	one	or	two	examples	and
analyse	those.	You	will	then	be	in	a	far	better	position	to	decide	how
much	of	your	material	needs	to	be	transcribed	in	full	and	how	much	can
be	transcribed	at	particular	points	of	interest.

http://www.data-archive.ac.uk/home


Exercise	5.1
Pick	out	any	research	topic	that	interests	you.	Then:

Work	out	how	you	could	obtain	relevant	data	quickly	and	easily.
Consider	whether	such	data	could	satisfactorily	address	your	original	topic.

5.1.2	Try	out	different	theoretical	approaches
In	reading	qualitative	research	studies,	you	will	speedily	discover	that	authors
routinely	reference	one	or	another	theoretical	approach	as	their	point	of
departure.	As	Rapley	puts	it:

Anyone	new	to	qualitative	analysis	will	be	faced	with	a	quandary:	what
should	I	do	with	all	this	data?	You	look	at	various	journal	articles,	and
often	see	the	same	key	phrases	again	and	again.	People	keep	telling	you
they	did	‘grounded	theory’,	or	conducted	a	‘phenomenological	analysis’
and	then	give	you	various	levels	of	details	about	what	that	did.	Some	are
quite	rich	descriptions	of	things	done	to	and	with	‘raw	data’;	others	just
use	a	couple	of	phrases	and	a	single	reference	(often	to	the	same	small
array	of	texts).	Above	all,	whatever	you	read,	you	realise	that	it	is	de
rigeur	to	have	some	kind	of	tag.	You	need	the	right	kind	of	label	in	your
methods	section,	ideally	one	that	positions	you	as	competent,	so	that
your	work	can	be	nicely	categorised.	(2011:	273)

Rapley	rightly	injects	a	cynical	note	into	his	comments	about	theoretical
orientations.	Too	often,	labelling	your	research	can	be	simply	a	kind	of
window	dressing	to	obtain	status	among	your	peers.	It	is	one	thing	to	‘tag’
your	work;	it	is	quite	another	to	use	theory	thoroughly	and	well.

So	why	do	you	need	theory	when	you	do	data	analysis?	The	simple	answer	is
that	any	analysis	depends	on	the	use	of	certain	theory-dependent	concepts.
For	instance,	even	if	you	claim	to	be	merely	reporting	how	your	respondents
‘see’	things	or	how	things	‘are’	in	the	field,	I	guarantee	that	you	will	tacitly	be
using	an	unacknowledged	theoretical	position	about	what	kinds	of	entities	are
out	there	in	the	‘field’.	As	we	saw	in	Chapter	1,	qualitative	researchers	have
two	divergent	ways	of	looking	at	‘reality’:

as	based	on	people’s	‘perceptions’,	‘meanings’	or	‘lived	experience’
(naturalism)
as	deriving	from	how	people	re-present	or	construct	versions	of	the
world	(constructionism).



So	there	is	no	escape	from	theoretically	defined	conceptual	description.	As
Harvey	Sacks	has	pointed	out,	in	everyday	life	we	determine	what	is	a	‘fact’
by	first	seeing	if	there	is	some	convincing	explanation	around.	For	instance,
coroners	may	not	deliver	a	verdict	of	suicide	unless	there	is	some	evidence
that	the	deceased	person	had	a	reason	to	take	their	own	life	(Sacks,	1992,	I:
123).	In	that	sense,	in	everyday	life,	only	those	‘facts’	occur	for	which	there	is
an	explanation	(I:	121).

Sacks	made	this	observation	by	using	a	particular	theoretical	position	deriving
from	ethnomethodology	(see	Section	1.8).	Whatever	theory	you	use,
concepts	will	shape	your	research.	Rapley,	once	again,	makes	the	point:

all	[methods	of	data	analysis]	start	with	a	close	inspection	of	a	sample	of
data	about	a	specific	issue.	This	close	inspection	is	used	to	discover,
explore	and	generate	an	increasingly	refined	conceptual	description	of
the	phenomena.	The	resulting	conceptual	description	therefore	emerges
from,	is	based	on,	or	is	grounded	in	the	data	about	the	phenomena.
(2011:	276)

TIP



In	theoretically	defined	data	analysis,	one	shifts	the	focus	from:	what	is	said	by	participants,
what	you’ve	observed	them	doing	or	what	you	read	in	a	text	(the	level	of	description	and
summary)	to:	exploring	and	explaining	what	is	‘underlying’	or	to	‘distil’	essence,	meaning,
norms,	orders,	patterns,	rules,	structures	etcetera	(the	level	of	concepts	and	themes).	(Rapley,
2011:	276)

5.1.3	Avoid	early	hypotheses
A	quick	glance	at	a	sample	of	quantitative	research	articles	will	show	that
they	commonly	contain	a	section	entitled	‘hypotheses	tested’.	Beginning	with
a	hypothesis	related	to	predefined	variables	makes	a	great	deal	of	sense	when



you	are	using	a	statistical	logic.	By	doing	so,	you	avoid	potentially	‘sloppy’
exploratory	research	and	end	up	with	credible	correlations	which	shed	light
on	your	research	problem.

By	contrast,	qualitative	researchers	usually	need	to	explore	the	‘field’	in	depth
before	they	can	start	to	speculate	about	what	elements	are	most	relevant	and
how	they	might	be	related.	This	does	not	mean	that	the	early	stages	of	their
research	are	purely	descriptive	(see	Section	5.1.2).	Even	conceptually	driven
research	needs	close	familiarity	with	what	is	going	before	it	can	construct
hypotheses	to	be	tested.

Take	my	research	on	HIV-test	counselling	(Silverman,	1997).	I	collected	tapes
of	counselling	sessions	in	a	number	of	centres.	In	the	context	of	the	AIDS
pandemic,	it	would	have	been	tempting	to	test	an	early	hypothesis	about
which	centres	and	what	counselling	methods	were	most	effective	in
preventing	HIV	transmission	among	their	clients.	However,	this	would	have
ignored	tricky	questions	about	what	was	actually	happening	in	these
counselling	interviews.	Such	questions	could	not	be	answered	by	consulting
the	centres’	officially	stated	philosophy	or	even	the	practices	in	which	their
counsellors	were	trained	(see	Silverman,	2013a:	126–32).	Instead,	the
hypotheses	I	eventually	generated	and	then	tested	were	based	on	detailed
analysis	of	how	counsellors	and	their	clients	actually	communicated	with
each	other.

Case	Study

Hiv-Test	Counselling
In	a	study	of	HIV-test	counselling	(Silverman,	1997),	I	examined	the	relationship	between	the
different	formats	used	by	counsellors	to	give	advice	and	how	the	advice	was	received	by	their
clients.	Based	on	50	advice	sequences,	I	showed	how	personalised	advice,	offered	after	clients
had	been	asked	to	specify	their	concerns,	was	associated	with	a	‘marked	acknowledgement’	(e.g.
a	comment	on	the	advice	or	a	further	question	from	the	client).	Conversely,	counsellors	who	gave
generalised	advice,	without	first	getting	their	clients	to	specify	a	particular	problem,	generally
received	only	‘unmarked	acknowledgements’	(e.g.	‘mm’,	‘right’,	‘yes’).
However,	the	availability	of	detailed	transcripts	meant	that	I	could	go	beyond	this	predictable
finding.	The	problem	was	that,	if	asked,	many	counsellors	would	have	recognised	that	generalised
advice-giving	is	likely	to	be	ineffective.	So	I	generated	and	tested	hypotheses	about	two	functions
of	generalised	advice-giving	in	HIV-test	counselling:

managing	potentially	disruptive	minimal	client	uptakes	by	marking	them	as	appropriate
receipts	to	information-giving	rather	than	advice-delivery
speeding	up	the	interview	since	advice	did	not	need	to	be	based	on	prior	elicitation	of
clients’	perspectives.

I	sought,	thereby,	to	make	a	constructive	input	into	policy	debates	by	examining	the	functions	of
communication	sequences	in	a	particular	institutional	context.



5.1.4	Avoid	telling	examples
An	all	too	common	way	of	reporting	qualitative	research	findings	is	to	present
a	slab	of	data	(for	instance,	an	interview	transcript)	prefaced	with	a	comment
like	‘an	interesting	example	of	this	is	…’.	To	my	mind,	such	use	of	materials
works	far	better	in,	say,	journalism	than	in	scientific	research.	This	is	because
journalists	want	to	write	lively	stories	with	telling	examples.	They	do	not
usually	have	the	time,	the	space	or	the	incentive	to	worry	about	whether	their
interpretation	fits	all	their	material.

By	contrast,	scientific	research,	whether	quantitative	or	qualitative,	must
convince	readers	that	the	claims	being	made	fit	all	the	data	and	that	negative
instances	have	not	been	discounted.	This	involves	actively	searching	for
deviant	cases	to	test	emerging	hypotheses	and	the	use	of	the	constant
comparative	method	(see	Chapter	4).

So,	rather	than	using	a	few	telling	examples,	one	must	seek	to	demonstrate
that	one’s	findings	are	robust	even	when	subjected	to	the	hardest	of	tests.	This
involves	procedures	described	in	Sections	5.1.5	and	5.1.6.



5.1.5	Focus	initially	on	a	small	part	of	your	data
As	we	saw	in	Section	5.1.1,	early	data	analysis	tends	to	be	associated	with
good	qualitative	research.	Because	it	usually	needs	to	be	carried	out	before	all
your	data	are	available,	this	generally	means	that	you	will	be	seeking	to
analyse	only	a	small	part	of	your	eventual	data	corpus.

However,	even	if	you	have	all	your	data	to	hand	(perhaps	because	you	are
doing	secondary	analysis	of	someone	else’s	data),	it	makes	sense	to	begin	by
trying	to	develop	a	detailed	analysis	of	a	very	limited	amount	of	data
(intensive	analysis).	This	should	provide	a	good	initial	grasp	of	the
phenomena	with	which	you	are	concerned.	These	can	then	be	tested	by
looking	at	relevant	features	of	your	whole	data	set	(extensive	analysis).

My	counselling	research	followed	exactly	this	pattern	(Silverman,	1997):

At	the	start,	I	transcribed	just	a	few	counselling	interviews	which	were
analysed	in	depth.
From	such	intensive	analysis,	I	developed	some	provisional	hypotheses
about	the	patterns	of	communication	between	counsellors	and	their
clients.
I	then	transcribed	parts	of	the	other	interviews	that	were	relevant	to	these
hypotheses.
This	material	was	then	examined	and	my	initial	hypotheses	revised
accordingly.

5.1.6	Try	to	focus	on	sequences
One	further	reason	why	brief	data	extracts	are	usually	unreliable	is	that	they
tend	to	pull	out	material	from	the	sequences	of	actions	in	which	they	are
embedded.	So,	for	instance,	it	should	be	unacceptable	for	interview
researchers	to	offer	only	an	interviewee’s	comment	without	prefacing	it	with
the	interviewer’s	question,	comment	or	response	token	(e.g.	‘mm,	mm’)	that
preceded	it,	followed	up	with	some	attention	to	how	the	former	shaped	the
latter.	Just	this	issue	arises	later	in	this	chapter	when	I	compare	grounded
theory	with	narrative	analysis.

In	everyday	life,	we	constantly	attend	to	where	an	utterance	is	positioned	in
order	to	find	its	sense.	For	example,	try	saying	‘hello’	to	someone	half-way
through	a	conversation!	These	are	exactly	the	kinds	of	things	that	qualitative
research	has	shown	and	it	is	incumbent	upon	good	researchers	to	locate	the
sequences	in	which	utterances	and	actions	are	embedded.



Two	final	comments	about	sequence	are	in	order.	The	specialised	approach	of
conversation	analysis	(CA)	has	been	central	to	this	argument	about	the
relevance	of	sequence	to	action	(see	Section	11.5).	However,	this	is	not	a
veiled	recommendation	that	the	only	way	to	do	credible	qualitative	research	is
via	CA.	On	the	contrary,	a	range	of	qualitative	approaches	take	on	board	the
idea	of	sequence.	And,	long	before	CA,	linguists	recognised	how	meaning	is
always	tied	to	the	order	in	which	things	happen	or	are	presented.	For	instance,
think	of	how,	when	you	are	ordering	a	meal	in	a	Western	restaurant,	the	waiter
will	not	expect	you	to	order	your	dessert	before	your	soup	(see	my	discussion
of	Saussure	in	Section	12.4).

The	second	comment	is	that,	of	course,	you	must,	at	some	point	elect	to
narrow	down	the	sequence	on	which	you	focus	–	otherwise	you	could	only
make	observations	about,	say,	one	whole	interview	or	document.	However,	at
least	try	to	retain	the	immediate	surroundings	of	whatever	data	you	are
analysing.	And	bear	in	mind	that	there	may	well	be	evidence	that	the
participants	indicate	to	another	where	one	part	of	their	interaction	is
concluded	and	another	is	about	to	begin	(in	conversation,	think	of	how	we	use
such	markers	as	‘turning	to	(another	topic)’	to	move	the	agenda	on,	or	‘as	you
say’	to	link	our	talk	to	what	has	preceded	it).

What	Rapley	calls	‘a	qualitative	analytic	attitude’	is,	in	the	final	instance,
more	important	than	any	set	of	rules.	So	use	the	rules	I	have	just	offered	as	a
kind	of	ladder	to	give	you	access	to	the	level	at	which	qualitative	researchers
operate.	Once	you	start	to	write	up	your	research	and	become	confident	in
what	you	are	arguing,	you	can	throw	the	ladder	away.

As	we	have	seen,	there	is	no	such	thing	as	theory-free	research.	In	the	rest	of
this	chapter,	I	want	to	explore	three	ways	of	exploring	qualitative	data:

content	analysis
grounded	theory
narrative	analysis.

These	are	just	examples	of	how	to	analyse	qualitative	data.	Later	on	in	this
book,	I	will	discuss	others	(discourse	analysis	and	conversation	analysis	in
Chapter	11	and	semiotics	in	Chapter	12).

I	have	deliberately	not	attempted	to	cover	every	approach	as	this	would	have
produced	a	very	long,	indigestible	chapter.	At	this	stage,	it	is	more	important
that	you	get	some	sense	of	the	ways	in	which	we	can	analyse	qualitative	data.

TIP



Ultimately,	the	most	satisfactory	way	to	develop	good	research	skills	is	through	writing	(see
Chapter	13).	As	Rapley	puts	it:

The	practices	of	good	(or	even	adequate)	qualitative	data	analysis	can	never	be
adequately	summed	up	by	using	a	neat	tag.	They	can	also	never	be	summed	up	by	a	list
of	specific	steps	or	procedures	that	have	been	undertaken.	Above	all,	you	need	to
develop	a	working,	hands-on,	empirical,	tacit	knowledge	of	analysis.	This	should
enable	you	to	develop,	what	I	can	only	think	to	call,	‘a	qualitative	analytic	attitude’.
(2011:	274)

5.2Content	analysis



Content	analysis	involves	establishing	categories	and	then	counting	the
number	of	instances	when	those	categories	are	used	in	a	particular	item	of
text,	for	instance	a	newspaper	report.	Because	it	is	a	very	familiar	method	in
quantitative	research,	it	is	important	to	distinguish	how	content	analysis	is
used	in	qualitative	studies.

Content	analysis	is	an	accepted	method	of	textual	investigation,	particularly
in	the	field	of	mass	communications.	In	content	analysis,	researchers	establish
a	set	of	categories	and	then	count	the	number	of	instances	that	fall	into	each
category.	The	crucial	requirement	is	that	the	categories	are	sufficiently	precise
to	enable	different	coders	to	arrive	at	the	same	results	when	the	same	body	of
material	(e.g.	newspaper	headlines)	is	examined	(see	Berelson,	1952).	In	this
way,	content	analysis	pays	particular	attention	to	the	issue	of	the	reliability	of
its	measures	–	ensuring	that	different	researchers	use	them	in	the	same	way	–
and	to	the	validity	of	its	findings	–	through	precise	counts	of	word	use	(see
Selltiz	et	al.,	1964:	335–42).

An	example	of	content	analysis	using	newspaper	material	follows.

Source:	adapted	from	Bauer	(2000:	149);	and	Marvasti	(2004:	94)



Source:	Marvasti	(2004:	92)

Marvasti	comments	that	his	study

serves	as	an	example	of	a	very	simple	content	analysis	project	aimed	at
revealing	public	opinion	about	a	particular	issue	by	summarizing	related
texts	into	explanatory	categories.	Using	a	small	sample,	it	shows	seven
ways	in	which	South	Floridians	accounted	for	their	desire	to	make	the
area	officially	monolingual.	(2004:	92)

Marvasti’s	newspaper	study	involved	simple	tabulations	of	instances	of
particular	categories.	Undoubtedly,	content	analysis	has	advantages	for
qualitative	researchers.	As	Marvasti	points	out,	the	method	offers
‘convenience	…	in	simplifying	and	reducing	large	amounts	of	data	into
organized	segments’	(2004:	91).	But	these	advantages	are	gained	at	a	cost:

By	categorising	single	words,	content	analysis	risks	losing	sight	of	the
place	where	these	words	are	used	and	what	precedes	or	follows	them.	So
content	analysis	pays	little	attention	to	sequence	(Section	5.1.6).
Instead	of	examining	the	participants’	deployment	of	categories	within
their	interactions,	it	uses	pre-designed	categories	prior	to	data	analysis.
This	seems	to	tie	it	back	inexorably	to	the	theoretical	approach	of
quantitative	research,	following	the	latter’s	dependence	upon	operational
definitions	at	the	beginning	stage	of	a	piece	of	research	(see	Chapter	2).



So,	the	theoretical	basis	of	qualitative	content	analysis	is	at	best	unclear	and
this	means	that,	unfortunately,	its	conclusions	can	often	seem	trite.	As
Atkinson	points	out,	one	of	the	disadvantages	of	the	coding	schemes	used	in
such	enterprises	as	content	analysis	is	that,	because	they	are	based	upon	a
given	set	of	categories,	they	furnish	‘a	powerful	conceptual	grid’	(Atkinson,
1992:	459)	from	which	it	is	difficult	to	escape.	While	this	‘grid’	is	very
helpful	in	organising	the	data	analysis,	it	also	deflects	attention	away	from
uncategorised	activities	(see	my	discussion	of	field	notes	in	Section	9.2.6).

In	part,	Atkinson’s	critique	vitiates	the	claims	of	many	quantitative
researchers	who	attempt	to	produce	reliable	evidence	about	a	large	sample	of
texts.	The	meat	of	the	problem	with	content	analysis	(and	its	relatives)	is	not
simply	Atkinson’s	point	about	overlooked	categories	but	how	analysts	usually
simply	trade	off	their	tacit	everyday	knowledge	in	coining	and	applying
whatever	categories	they	do	use.

Case	Study

Counting	Misery
A	content	analysis	of	more	than	five	million	books	digitised	by	Google	looked	at	how	frequently
words	denoting	‘moods’	were	used.	‘Mood’	words	were	divided	into	six	categories	(anger,
disgust,	fear,	joy,	sadness	and	surprise)	and	a	‘literary	misery’	index	was	compiled.	The	index	is	at
its	highest	in	the	1940s	followed	by	the	1980s.	The	researchers	argue	that	literary	misery	is
correlated	with	economic	misery	in	the	preceding	decade,	e.g.	mass	unemployment	in	the	1930s,
inflation	after	the	oil	crisis	in	the	1970s.	Table	5.1	shows	the	sequence	of	steps	involved	in
quantitative	content	analysis	of	this	kind.
Source:	adapted	from	Alison	Flood	‘The	Week	in	Books’,	Guardian,	11	January	2014.

Case	Study

Bilingualism	in	Florida
Amir	Marvasti	gives	an	example	of	the	use	of	this	kind	of	content	analysis	in	his	study	of
newspaper	content	(2004:	91–2).	He	was	interested	in	South	Floridians’	attitudes	towards
bilingualism,	which	in	this	case	referred	to	the	official	recognition	and	use	of	the	Spanish
language	in	addition	to	English.	In	1980,	a	conservative	political	group	in	Dade	County	(a	large
municipality	in	South	Florida	with	a	sizeable	Hispanic	population)	organised	a	referendum	vote
to	declare	the	county	officially	monolingual.	This	‘English-only’	proposal,	which	was	eventually
voted	into	law,	was	intended	to	reverse	earlier	legislation	that	had	declared	the	area	officially
bilingual	in	1973.
Marvasti’s	research	question	was:	What	is	the	public’s	rationale	for	supporting	the	anti-bilingual
initiative?	To	collect	data	for	his	analysis,	he	went	through	the	archives	of	a	local	newspaper,	The
Miami	Herald,	in	search	of	editorials,	letters	to	the	editor	and	articles	that	argued	in	favour	of	the
proposed	law.	In	doing	so,	he	unearthed	the	following	kind	of	letter:

The	ordinance	is	not	a	hate	thing	…	The	American,	the	English-speaking	people	would	like
to	have	this	community	back	the	way	it	was.	They	would	like	to	have	their	language	back.



(South	Florida	resident,	in	Marvasti,	2004:	91)

Thirty-five	letters	to	the	editor	were	then	analysed	in	search	of	themes	that	Marvasti	thought
served	as	rhetorical	explanations	for	supporting	anti-bilingualism.	These	themes	are	displayed	in
Table	5.2.

Exercise	5.2
Look	at	the	letters	page	of	any	newspaper	(select	one	topic	about	which	there	are	at	least	two
letters)	or	at	today’s	comments	on	any	Internet	chat	room.	Now:

Identify	the	main	categories	that	are	used.
Count	the	frequency	with	which	these	categories	are	used.
Consider	what	conclusions	you	can	draw	from	your	findings.

5.3	Grounded	theory
As	we	have	seen,	one	of	the	problems	with	content	analysis	is	that	it	appears
to	fit	most	neatly	into	a	quantitative	version	of	how	to	analyse	data.	By
contrast,	grounded	theory	is	firmly	rooted	in	an	assumption	common	to
qualitative	researchers:	do	not	begin	with	a	prior	hypothesis	but	induce	your
hypotheses	from	close	data	analysis.	As	Charmaz	and	Bryant	put	it:

Grounded	theory	is	a	method	of	qualitative	inquiry	in	which	researchers
develop	inductive	theoretical	analyses	from	their	collected	data	and
subsequently	gather	further	data	to	check	these	analyses.	The	purpose	of
grounded	theory	is	theory	construction,	rather	than	description	or
application	of	existing	theories.	(2011:	292)

This	leads	to	a	number	of	practical	questions:

In	the	midst	of	a	field	setting,	how	do	you	go	about	codifying	your
observations?
How	can	you	develop	hypotheses	from	your	observations?
How	can	you	go	on	to	build	a	theory?

In	the	rest	of	this	section,	I	examine	three	crucial	aspects	of	grounded	theory:

coding	through	memo-writing
theoretical	sampling
generating	theories	grounded	in	your	data.

5.3.1	Coding	through	memo-writing



Doing	grounded	theory	involves	close	inspection	of	data	leading	to	memos
using	tentative	codes	which	may	form	the	basis	of	a	later	theory.	As	Charmaz
puts	it:

As	grounded	theorists,	we	study	our	early	data	and	begin	to	separate,
sort,	and	synthesize	them	through	qualitative	coding.	Coding	means	that
we	attach	labels	to	bits	of	data	to	distil	it	and	give	us	a	handle	for
comparing	data.	Our	nascent	ideas	point	to	areas	to	explore	during
subsequent	data-collecting.	(2006:	3)

What	are	the	practicalities	of	coding?

You	can	highlight	a	word,	line,	sentence	or	paragraph	and	then	give	it	a
label.
Your	labels	can	range	from	the	quite	descriptive	to	the	abstract	and
conceptual.
You	can	pick	out	single	‘key	words’	that	do	some	nice	summing	up,	or
can	select	a	few	words,	phrases	or	even	sentences.
These	labels	can	emerge	from	using	the	specific	words	that	people	use,
as	well	as	modifying,	somewhat,	those	phrases.	This	is	often	referred	to
as	‘	in	vivo	coding’	and	is	used	at	any	early	stage	of	analysis.	(Adapted
from	Rapley,	2011:	282)

The	following	case	study	is	an	example	of	how	Kathy	Charmaz	started	to
code	an	interview	with	Bessie,	a	handicapped	woman	in	a	wheelchair.

Kathy	reflected	upon	what	she	had	heard	and	seen	during	her	interview	with
Bessie.	Afterwards,	she	wrote	a	memo	in	which	she	picked	out	the	categories
used	by	Bessie	and	her	daughter	and	started	to	build	a	grounded	theory	from
them.

Writing	memos	like	this	involves	walking	a	particular	kind	of	tightrope.	At
one	extreme,	you	could	simply	list	the	categories	used	by	the	participant	(‘	in
vivo’	coding).	While	this	might	be	useful	at	an	early	stage,	if	you	do	nothing
else,	then	it	will	start	to	look	like	mere	content	analysis	and	any	link	to	theory
generation	will	be	uncertain.

Tim	Rapley	offers	some	wise	words	of	advice	about	this:

Despite	repeated	warnings	in	the	literature	to	retain	‘the	participant’s
voice’,	when	it	comes	to	the	words	you	choose	for	your	labels	you	really



don’t	have	to	take	this	too	far.	Don’t	feel	that	you	need	to	stick	to	exactly
the	phrase	used,	that	to	modify	it,	say	by	changing	the	tense	or	taking	out
an	utterance,	you	are	somehow	being	disrespectful	to	that	person’s	‘lived
experience’.	This	can	lose	the	point	of	good	analysis	and	can	cause
confusion.	First,	you	need	to	remember	that	creating	a	list	of	key
verbatim	descriptions	is	not	the	end	stage	of	analysis,	it	is	the	start.
Second,	it	confuses	the	analytic	phase	with	the	phase	of	presentation	of
your	argument	to	others.	In	notes	to	yourself	and	in	publications,	you
will	probably	end	up	using	verbatim	quotes,	and	so	give	others	access	to
these	‘voices’.	(2011:	282)

By	contrast,	it	is	tempting	to	code	in	terms	of	technical	concepts	drawn	from
your	discipline.	However,	if	this	is	done	too	early,	you	may	lose	touch	with
the	fine	detail	of	what	you	are	hearing	and	seeing.	In	this	case,	you	tend	to
exclude	the	possibility	of	being	surprised	by	the	complexities	of	your	data	and
the	sophistication	of	participants’	skills	in	doing	whatever	they	are	doing.
Again,	Rapley	puts	it	nicely:

grouping	relatively	large	chunks	of	text	together,	using	large	theoretical
labels	like	‘power’	or	‘identity	work’	is	rarely	a	good	way	to	start.	Such
grand,	off-the-shelf,	labels	are	clearly	the	mainstay	of	a	lot	of	academic
writing	and	discussion,	and	such	issues	may	be	present,	shaping,	or
clearly	visible	in	your	data.	However,	this	can	easily	close	down	the
analysis	far	too	quickly,	in	the	sense	that	you’ve	already	decided	that	the
specific	focus	is	on	issues	such	as	this,	and	that	these	are	the	key
examples	that	inform	you	about	its	properties	or	essential	make-up.	As
such	it	can	overly-determine	the	shape	and	possibilities	of	your	data.
Such	broad	concepts	are	actually	the	end-point	of	a	careful	process	of
analytic	work.	By	starting	with	and	only	working	with	such	theory
driven	macro-labels,	you	often	fail	to	grasp	the	specifics	of	the
phenomena.	The	point	is	to	try	to	make	sense	of	how,	when	and	why
specific	processes,	practices,	and	structures	happen.	(2011:	282).

So	did	Charmaz	introduce	the	concept	of	‘moral	status’	too	early	into	her
analysis?	Here	is	her	response	to	Rapley’s	implied	criticism	of	using	labels
too	eagerly:

As	Rapley	might	have	put	it,	there	are	numerous	off	the	shelf	analyses	of
stigma	in	medical	sociology	and	disabilities	studies.	Like	his	example	of



using	‘identity	work’,	I	long	thought	stigma	too	general,	too	easy,	to
paste	the	concept	of	stigma	on	data	and	call	it	an	analysis.	The	memo
that	I	wrote	on	suffering	as	a	moral	status	was	only	partly	based	on	the
interview	with	Bessie.	More	of	my	earliest	framing	of	it	consisted	of	an
analysis	of	an	interview	with	Christine	Danforth.	I	didn’t	pick	out
categories	used	by	Bessie	but	did	try	to	interpret	and	conceptualize	what
she	said.	For	many	years	before	the	specific	interview	with	Christine
Danforth,	I	had	many	codes	about	interviewees’	descriptions	of	being
devalued	and	stories	and	codes	about	loss.	It	was	apparent	that	the	stories
spoke	to	interviewees’	accounts	of	feeling	diminished,	but	it	was	while
doing	line-by-line	coding	of	this	particular	interview	with	Christine	(I
had	interviewed	her	three	or	four	times	before)	that	I	came	up	with	the
code	of	‘suffering	as	a	moral	status’,	and	begin	to	trace	out	its
implications.	The	interview	with	Bessie	provided	more	comparative	data
for	the	code	and	for	my	larger	category	of	a	‘hierarchy	of	moral	status	in
suffering’.	(K.	Charmaz,	personal	correspondence)

Charmaz’s	use	of	a	code	like	‘suffering	as	a	moral	status’	can	be	seen	as	an
example	of	thematic	analysis	where	subject’s	categories	are	pulled	out	from
their	talk	and	coded	in	terms	of	a	social	science	category	(in	this	case	‘moral
status’).	For	further	discussion	of	thematic	analysis	see	Section	8.2.2.

Case	Study

Becoming	Aware	of	your	Fate
Glaser	and	Strauss’s	(1967)	famous	account	of	grounded	theory	sought	to	provide	answers	to
such	questions	and,	by	doing	so,	has	become	by	far	the	most	influential	approach	to	methodology
in	qualitative	work.	The	approach	emerged	after	the	authors’	study	of	dying	on	a	hospital	ward
(Glaser	and	Strauss,	1968).	This	revealed	the	different	contexts	in	which	terminal	patients	became
aware	of	their	fate.	As	Glaser	and	Strauss	recognised,	such	‘awareness	contexts’	must	be	a	more
general	phenomenon	which	extend	beyond	hospital	wards	and	into	a	range	of	settings	(from
schools	and	universities	to	prisons)	where	people	learn	what	is	expected	of	them.

Case	Study

Bessie	and	her	Daughter
Bessie	sat	bent	over	in	her	wheelchair	at	the	kitchen	table	and	tells	me	of	her	rapid	descent	into
life-threatening	illness.	When	she	began	her	tale	of	her	risky	surgery,	her	middle-aged	daughter,
Thelma,	who	had	been	tidying	kitchen	counters	in	the	adjoining	room,	stops	and	joins	us.	Bessie
tells	of	her	near-death	experience	when	her	heart	stopped.	Thelma	listened	with	rapt	attention	and
awe.	Though	she	had	heard	the	tale	many	times	before,	it	transformed	the	moment	anew.	Bessie
told	of	being	in	the	long	dark	tunnel,	then	seeing	a	beautiful	bright	light.	Bessie	believed	that	the
light	emanated	from	the	face	of	God.	As	Thelma	heard	her	mother’s	tale	again,	she	gazed	upon
her	with	reverence.	Afterwards,	Thelma	emphasized	how	this	event	had	lifted	Bessie’s	spirits	and



improved	her	attitude	toward	her	illness.	(Charmaz,	2006:	74)

Writing	a	memo

Suffering	as	a	Moral	Status
Suffering	is	a	profoundly	moral	status	as	well	as	a	physical	experience.	Stories	of	suffering
reflect	and	redefine	that	moral	status.

With	suffering	come	moral	rights	and	entitlements	as	well	as	moral	definitions	–	when
suffering	is	deemed	legitimate.	Thus,	the	person	can	make	certain	moral	claims	and	have
certain	moral	judgments	conferred	upon	him	or	her.

Deserving
Dependent
In	need

Suffering	can	bring	a	person	an	elevated	moral	status.	Here,	suffering	takes	on	a	sacred
status.	This	is	a	person	who	has	been	in	sacred	places,	who	has	seen	and	known	what
ordinary	people	have	not.	Their	stories	are	greeted	with	awe	and	wonder.	The	self	also	has
elevated	status.	This	person	is	special;	the	compelling	story	casts	an	aura	of	compelling
qualities	on	the	story-teller.	This	is	a	person	who	has	been	in	sacred	places,	who	has	seen
and	known	what	ordinary	people	have	not.	Their	stories	are	greeted	with	awe	and	wonder.
(Charmaz,	2006:	73–4)

5.3.2	Theoretical	sampling
A	defining	strategy	of	grounded	theory	is	theoretical	sampling	(see	Section
3.2).	In	quantitative	research,	we	sample	in	order	to	achieve	numbers	that
appropriately	represent	various	demographic	characteristics	of	the	population
(e.g.	gender,	age,	health	status).	By	contrast,	in	grounded	theory,	we	use
theoretical	sampling	in	order	to	flesh	out	the	properties	of	a	tentative	category.
As	Charmaz	and	Bryant	put	it:

Theoretical	sampling	involves	gathering	new	data	to	check	hunches	and
to	confirm	that	the	properties	of	the	grounded	theorist’s	theoretical
category	are	filled	out.	Researchers	may	also	use	it	to	define	variation	in
a	studied	process	or	phenomenon	or	to	establish	the	boundaries	of	a
theoretical	category.	When	these	properties	are	saturated	with	data,	the
grounded	theorist	ends	data	collection	and	integrates	the	analysis.	(2011:
292)

Returning	to	Charmaz’s	memo	about	Bess	and	her	daughter,	we	can	ask
questions	which	provide	answers	about	how	theoretical	sampling	might
develop	Charmaz’s	categories.	For	instance:



If	suffering	is	viewed	as	a	moral	status,	in	what	other	settings	might
‘suffering’	be	displayed?	This	suggests	sampling,	say,	pain	clinics,
daytime	television	talk	shows	or	popular	autobiographies.
How	can	we	use	lateral	thinking	to	develop	the	concepts	of	‘suffering’
and	‘morality’?	As	Charmaz	points	out	(2006:	76),	she	attempted	to
move	on	from	her	memos	describing	Bessie’s	and	Thelma’s	accounts	to
build	a	grounded	theory	based	on	Erving	Goffman’s	ideas	about	how	we
present	ourselves	and	Emile	Durkheim’s	older	account	of	the	place	of	the
‘sacred’	and	‘profane’	in	the	moral	order.	Using	Goffman,	we	might
theoretically	sample	from	among	the	many	situations	in	which	people
present	versions	of	who	they	are,	for	example	job	selection	interviews.
Using	Durkheim,	we	might	look	at	settings	where	‘sacredness’	was	made
an	issue,	for	example	not	just	religious	sermons	but	also	political
speeches	as	politicians	define	the	limits	of	the	acceptable.

5.3.3	Developing	grounded	theories
Theoretical	sampling	helps	develop	grounded	theories	based	on	situations	and
concepts	which	are	progressively	widened	by:

including	social	situations	very	different	from	those	with	which	one
began
linking	concepts	to	broader	theories.

This	reflects	two	key	features	of	the	grounded	theory	approach:

the	constant	comparative	method	as	the	analyst	seeks	out	settings	which
may	modify	or	broaden	their	initial	categories
a	continual	movement	between	data,	memos	and	theory	so	that	data
analysis	is	theoretically	based	and	theory	is	grounded	in	data.

As	Charmaz	and	Bryant	put	it:

Grounded	theorists	engage	in	data	collection	and	analysis	simultaneously
in	an	iterative	process	that	uses	comparative	methods.	They	compare
data	with	data,	data	with	codes,	codes	with	codes,	codes	with	tentative
categories,	and	categories	with	categories.	This	method	fosters	analyzing
actions	and	processes	rather	than	themes	and	topics.	Grounded	theorists
code	their	data	for	actions	and	study	how	these	actions	might	contribute
to	fundamental	processes	occurring	in	the	research	site	or	in	the	research
participants’	lives.	Through	comparing	data	with	codes	and	codes	with



codes,	grounded	theorists	can	decide	which	codes	to	treat	and	test	as
tentative	theoretical	categories.	(2011:	292)

The	constant	movement	between	data,	coding	and	theory	can	be	quite
daunting	to	the	apprentice	researcher.	The	simplified	model	in	Table	5.3
breaks	down	the	process	into	a	number	of	easy-to-understand	steps.

Source:	Rapley	(2011:	274–5)

How	does	this	back	and	forth	movement	between	data	and	theory	ever	end?
When	should	you	stop	gathering	data	or	developing	theories	from	it?	The
answer	to	these	questions	is	suggested	by	the	grounded	theory	concept	of
theoretical	saturation.	When	fresh	data	or	new	settings	no	longer	produce
new	insights,	your	research	circle	is	finally	closed.	As	Charmaz	puts	it:
‘Categories	are	saturated	when	gathering	fresh	data	no	longer	sparks	fresh
theoretical	insights,	nor	reveals	new	properties	of	your	core	theoretical
categories’	(2006:	113).	As	we	have	seen,	Glaser	and	Strauss	use	their
research	on	death	and	dying	as	an	example.	They	show	how	they	developed
the	category	of	‘awareness	contexts’	to	refer	to	the	kinds	of	situations	in
which	people	were	informed	of	their	likely	fate.	They	call	this	a	grounded
substantive	theory.	The	category	was	then	saturated	and	finally	related	to
non-medical	settings	where	people	learn	about	how	others	define	them	(e.g.
schools).	This	is	now	called	a	grounded	formal	theory.

Case	Study

Representations	of	Hilary	Clinton
Using	grounded	theory	methodology,	Tucker-McLaughlin	and	Campbell	(2012)	analysed
30	television	news	stories	or	segments	(approximately	three	hours	of	news	stories)



collected	around	important	dates	in	Hillary	Clinton’s	public	life	between	the	years	of	1993
and	2008,	which	included	her	tenure	as	a	First	Lady,	US	senator	and	presidential	primary
candidate.
As	examples	of	substantive	theory,they	considerwhat	themes	are	represented	in	major
network	television	news	stories	about	Hillary	Clinton	during	the	most	public	times	in	her
life	between	1993	and	2008.
Two	primary	representations	emerge:	Clinton	as	an	innovator	and	Clinton	as	voiceless.
Voiceless	is	an	inherently	negative	representation,	and	although	innovator	is	a	positive
theme,	the	news	media	tended	to	focus	on	representations	of	Clinton	in	negative	stories.
They	also	seek	to	contribute	to	the	development	of	formal	theories	addressing	the
representation	of	female	politicians	seeking	high	political	office

TIP



Theoretical	Saturation
Boredom	can	be	your	friend	…	you	are	seeing	the	same	issues	again	and	again	and	certain
labels	seem	to	be	emerging	as	dominant.	Discovering	repetition	can	be	a	good	thing.
Qualitative	research	is	in	part	about	finding	and	describing	patterns	and	structures,	observing
routines.	When	you’ve	seen	the	same	thing,	again	and	again,	you	may	be	onto	something.	In
the	early	stages	of	analysis,	seeing	repetition	can	be	useful.	However,	in	these	early	stages,	it
can	also	mean	that	your	labels	are	just	too	large,	that	you	are	not	thinking	with	your	data	at
an	adequate	level	of	detail.	In	the	later	stages,	when	you’re	trying	to	verify	your	ideas,	being
bored	can	be	quite	useful	as	it	may	signify	that	you’ve	potentially	hit	gold.	(Rapley,	2011:
284–5)



5.3.4	Summary
A	simplified	model	of	the	grounded	theory	approach	is	set	out	in	Table	5.4.

Source:	adapted	from	Strauss	and	Corbin	(1990:	61,	96,	116);	Dey	(2004:	80–1);	Charmaz	and
Mitchell	(2001:	162)

5.3.5	Conclusion
At	its	best,	grounded	theory	offers	an	approximation	of	the	creative	activity	of
theory-building	found	in	good	qualitative	work,	compared	with	the	dire
abstracted	empiricism	present	in	the	most	wooden	statistical	studies.
Grounded	theory	has	been	criticised	for	its	failure	to	acknowledge	implicit
theories	which	guide	work	at	an	early	stage.	It	is	also	clearer	about	the
generation	of	theories	than	about	their	test.	Used	unintelligently,	it	can
degenerate	into	simplistic	interview	research	based	on	a	fairly	empty	building
of	categories	(aided	by	some	computer	programs)	or	into	a	mere	smokescreen
used	to	legitimise	purely	empiricist	research	(see	Bryman,	1988:	83–7;
Silverman,	2013a:	310–14).

One	way	to	save	‘grounded	theory’	from	being	a	trite	and	mistaken	technique
is	to	treat	it	as	a	way	of	building	theories	from	a	particular	model	of	social
reality.	As	Charmaz	(2006)	has	pointed	out,	a	constructionist	will	use
grounded	theory	in	a	very	different	way	to	those	ethnographers	who	believe
that	their	categories	simply	reproduce	nature.	In	Charmaz’s	terms:	a
‘constructivist	would	emphasize	eliciting	the	participant’s	definitions	of
terms,	situations,	and	events	and	try	to	tap	his	or	her	assumptions,	implicit



meanings,	and	tacit	rules.	An	objectivist	would	be	concerned	with	obtaining
information	about	chronology,	events,	settings,	and	behaviors’	(2006:	32).

While	Charmaz’s	point	about	how	models	shape	analysis	is	welcome,	her
version	of	constructionism	focuses	only	on	people’s	perceptions	of	reality.
This	suits	her	emphasis	on	analysing	interview	data	which,	as	she	comments,
fit	‘grounded	theory	methods	particularly	well’	(2006:	28).	Whether	grounded
theory	can	adequately	cope	with	the	analysis	of	naturally	occurring	data
remains	unclear	(for	a	recent	exception	based	on	a	study	of	children’s	use	of
school	rules,	see	Thornberg,	2008).	A	useful	start	would	be	to	abandon
Charmaz’s	assumption	about	which	topics	fit	within	the	‘objectivist’	realm
and	allow	constructionists	to	study	what	she	calls	‘chronology,	events,
settings	and	behaviour’	(see	Gubrium,	2010).

Links



www.groundedtheory.com/
http://sbs.ucsf.edu/medsoc/anselmstrauss

Exercise	5.3
This	is	part	of	the	life	story	of	a	Finnish	man	attending	an	alcohol	clinic:

When	I	was	a	child,	the	discipline	was	very	strict.	I	still	remember	when	my	younger	brother
broke	a	sugar	cup	and	I	was	spanked.	When	my	father	died,	my	mother	remarried.	The	new
husband	did	not	accept	my	youngest	brother.	When	I	was	in	the	army,	my	wife	was
unfaithful	to	me.	After	leaving	the	army,	I	didn’t	come	home	for	two	days.	I	started	to	drink.
And	I	began	to	use	other	women	sexually.	I	drank	and	I	brawled,	because	I	was	pissed	off

http://www.groundedtheory.com/
http://sbs.ucsf.edu/medsoc/anselmstrauss


and	because	her	treacherousness	was	in	my	mind.

When	I	came	to	the	alcohol	clinic,	it	made	me	think.	I	abstained	for	a	year.	There	was	some
progress	but	also	bad	times.	I	grew	up	somewhat.	When	the	therapist	changed,	I	was	pissed
off	and	gave	it	all	up.

Source:	adapted	from	Alasuutari	(1990)
Following	what	you	have	read	about	grounded	theory:

Code	the	terms	through	which	this	person	tells	his	story.
Try	to	turn	your	codes	into	categories.
What	other	situations	might	you	sample	in	order	to	build	a	grounded	theory	(about	what?)?

5.4	Narrative	analysis
We	have	just	seen	how	Kathy	Charmaz	sought	to	develop	a	theory	by
beginning	from	the	way	Bess,	a	disabled	woman,	described	her	situation.
Bess’s	account	was	in	the	form	of	a	story.	Narrative	analysis	(NA)	offers	a
way	to	describe	the	structures	of	stories.	Like	grounded	theory,	many	of	these
stories	are	elicited	by	interviews	(see	my	discussion	below	of	Catherine
Riessman’s	demonstration	of	how	stories	work).

For	NA,	Charmaz’s	version	of	grounded	theory	analysis	of	interview	data	is
deficient	in	three	ways:

1.	 Although	Charmaz	acknowledges	the	importance	of	pauses	and	overlaps
in	the	interview,	her	analysis	pays	little	attention	either	to	such	features
of	talk	or	to	how	interviewees’	comments	are	tied	to	the	utterances	of	the
interviewer.

2.	 What	interviewees	say	tends	to	be	treated	as	offering	a	more	or	less
transparent	picture	of	their	internal	meanings.	This	ignores	the	way	in
which	talk	performs	a	range	of	actions	which	can	be	comprehended
without	reference	to	speakers’	inner	states	[see	Chapter	11].

3.	 In	her	pursuit	of	categories	which	can	build	formal	theories,	Charmaz
may	lose	some	of	the	fine	details	of	particular	cases.	If	GT	[Grounded
Theory]	is	category-based,	NA	is	case-based.	(Riessman,	2009:	391–2)

As	the	following	case	study	shows,	we	do	not	necessarily	need	to	interview
people	in	order	to	discover	stories.

The	Polish	Peasant	was	based	on	letters.	Around	the	same	time,	V.I.	Propp
was	using	published	stories,	another	kind	of	naturally	occurring	document,	to
show	how	we	can	analyse	the	structure	of	folk	tales.

Propp	argues	that	the	fairy	tale	establishes	a	narrative	form	which	is	central	to
all	story-telling.	The	fairy	tale	is	structured	not	by	the	nature	of	the	characters



that	appear	in	it,	but	by	the	function	they	play	in	the	plot.	Despite	its	great
detail	and	many	characters,	Propp	suggests	that	‘the	number	of	functions	is
extremely	small’	(1968:	20).	This	allows	him	to	attend	to	a	distinction	drawn
from	structural	anthropology	between	appearances	(massive	detail	and
complexity)	and	reality	(a	simple	underlying	structure	repeated	in	different
ways).

Propp	suggests	that	fairy	tales	in	many	cultures	share	similar	themes,	for
example	‘a	dragon	kidnaps	the	king’s	daughter’.	These	themes	can	be	broken
into	four	elements,	each	of	which	can	be	replaced	without	altering	the	basic
structure	of	the	story.	This	is	because	each	element	has	a	certain	function.
This	is	shown	in	Table	5.5.

Following	this	example,	we	could	rewrite	‘A	dragon	kidnaps	the	king’s
daughter’	as	‘A	witch	makes	the	chief’s	wife	vanish’,	while	retaining	the
same	function	of	each	element.	Thus	a	function	can	be	taken	by	many
different	roles.	This	is	because	the	function	of	a	role	arises	in	its	significance
for	the	structure	of	the	tale	as	a	whole.

Using	a	group	of	100	tales,	Propp	isolates	31	‘functions’	(actions	like
‘prohibition’,	‘violation’	or,	as	we	have	seen	above,	‘disappearance’).	These
functions	are	played	out	in	seven	‘spheres	of	action’:	the	villain,	the	provider,
the	helper,	the	princess	and	her	father,	the	dispatcher,	the	hero	and	the	false
hero.

Source:	adapted	from	Culler	(1976:	207–8)

Functions	and	‘spheres	of	action’	constitute	an	ordered	set.	Their	presence	or
absence	in	any	particular	tale	allows	their	plots	to	be	classified.	Thus	plots
take	four	forms:

1.	 Development	through	struggle	and	victory
2.	 Development	through	the	accomplishment	of	a	difficult	task
3.	 Development	through	both	1	and	2
4.	 Development	through	neither.



Thus,	although	any	one	character	may	be	involved	in	any	sphere	of	action,
and	several	characters	may	be	involved	in	the	same	sphere,	we	are	dealing
with	a	finite	sequence:	‘the	important	thing	is	to	notice	the	number	of	spheres
of	action	occurring	in	the	fairy	tale	is	infinite:	we	are	dealing	with	discernible
and	repeated	structures’	(Hawkes,	1977:	69).	Greimas	agrees	with	Propp
about	the	need	to	locate	narrative	form	in	a	finite	number	of	elements
disposed	in	a	finite	number	of	ways.	However,	he	modifies	Propp’s	list	of
each	elements	(Greimas,	1966).	This	is	set	out	below.

1.	 Propp’s	list	of	seven	spheres	of	action	can	be	reduced	into	three	sets	of
structural	relations:	subject	versus	object	(this	assumes	‘hero’	and
‘princess’	or	‘sought-for	person’);	sender	versus	receiver	(includes
‘father’	and	‘dispatcher’);	and	helper	versus	opponent	(includes	‘donor’,
‘helper’	and	‘villain’).	This	reveals	the	simple	structure	of	many	love
stories,	that	is	involving	relations	between	both	subject	and	objects	and
receivers	and	senders.

2.	 Propp’s	31	functions	may	be	considerably	reduced	if	one	examines	how
they	combine	together.	For	instance,	although	Propp	separates
‘prohibition’	and	‘violation’,	Greimas	shows	that	a	‘violation’	presumes
a	‘prohibition’.	Hence	they	may	be	combined	in	one	function:
‘prohibition	versus	violation’.	Hawkes	points	out	that	this	allows
Greimas	to	isolate	several	distinctive	structures	of	the	folk	narrative.
These	include:

contractual	structures	(relating	to	establishing	and	breaking
contracts)
performative	structures	(involving	trials	and	struggles)
disjunctive	structures	(involving	movement,	leaving,	arriving,	etc.).

This	summarised	presentation	of	the	work	of	Propp	and	Greimas	has
underlined	two	useful	arguments.	First,	the	structuralist	method	reminds	us
that	‘meaning	never	resides	in	a	single	term’	(Culler,	1976)	and	consequently
that	understanding	the	articulation	of	elements	is	our	primary	task.	Second,
more	specifically,	it	shows	some	aspects	of	how	narrative	structure	works.

When	one	reflects	how	much	of	qualitative	data	(interviews,	documents,
conversations)	takes	a	narrative	form,	as	indeed	do	research	reports
themselves,	then	the	analysis	of	the	fairy	tale	stops	to	look	like	an	odd	literary
pursuit.

Catherine	Riessman	further	develops	the	approach	by	analysing	stories	not
only	for	the	way	plots	depict	social	life,	but	for	how	distinctive	themes	and
the	internal	shape	of	accounts	construct	experience.	Her	book	Divorce	Talk
(1990)	shows	how	‘women	and	men	make	sense	of	personal	relationships’,	in



this	case	divorce,	through	story-telling.	As	the	back	cover	of	the	book	points
out:

To	explain	divorce,	women	and	men	construct	gendered	visions	of	what
marriage	should	provide,	and	at	the	same	time	they	mourn	gender
divisions	and	blame	their	divorces	on	them.	Riessman	examines	the
stories	people	tell	about	their	marriages	–	the	protagonists,	inciting
conditions,	and	culminating	events	–	and	how	these	narrative	structures
provide	ways	to	persuade	both	teller	and	listener	that	divorce	was
justified.

As	Gubrium	and	Holstein	note:

the	reference	to	‘narrative	structures’	echoes	Propp’s	pioneering
functional	analysis	of	Russian	folk	tales	…	Whether	it	is	the	function	of
a	witch	or	a	dragon,	the	true-to-life	representation	of	a	social	world,	or
the	construction	of	a	form	of	experience	by	those	differentially
positioned	in	it,	the	internal	features	of	stories	have	generalizable
characteristics	that	move	us	beyond	the	idiosyncrasies	of	individual
accounts.	Fairy	tales	and	reports	of	neighborhood	experience	have
discernable	narrative	contours,	in	other	words,	suggesting	that	narrativity
can	be	examined	on	its	own	terms	for	the	manner	it	shapes	what	is
known	about	its	subject	matter.	(2008:	245).

The	second	case	study	from	a	medical	encounter	demonstrates	the	kind	of
features	which	Riessman’s	focus	on	narrative	can	reveal.	However,	it	should
be	emphasised	that	this	excerpt	is	not	from	Riessman’s	own	data,	but	from	a
corpus	of	medical	interviews	collected	and	analysed	by	Clark	and	Mishler
(1992).

This	case	study	shows	how,	in	answering	someone’s	questions	about
something	that	happened	to	us,	we	construct	a	version	of	ourselves	full	of
moral	claims.	Moreover,	such	questions	are	always	situated	in	some	social
context	–	from	everyday	conversation	to	some	institutional	setting	(here	a
doctor–patient	interview).

There	appear	to	be	similarities	with	Charmaz’s	account	of	Bessie	and	her
daughter.	Both	are	concerned	with	how	people	present	their	identities	and
both	use	a	constructionist	model.



Yet	Riessman	claims	that	there	are	differences	between	narrative	analysis
(NA)	and	constructionist	grounded	theory	(GT).	In	particular:

GT	is	primarily	concerned	with	perception	and	focuses	on	how
‘meaning’	is	constructed	in	talk.	By	contrast,	NA	is	concerned	with
action	and	examines	the	activities	that	are	performed	when	people	talk
with	one	another.
GT	wants	to	move	beyond	particular	cases	to	make	broader
generalisations	about	social	processes.	By	contrast,	NA	seeks	to	preserve
and	interrogate	particular	instances.	In	GT	terms,	NA	does	not	aim	to
construct	formal	theories	which	move	beyond	particular	cases.	As
Charmaz	puts	it:	‘narrative	analyses	emphasize	stories	and	their
structure,	grounded	theory	emphasizes	processes	and	actions.	Grounded
theorists	use	stories	in	service	of	analyzing	processes’	(C.	Riessman,
personal	correspondence).
NA	is	more	concerned	than	GT	with	the	local	context	of	a	narrative.	So,
in	the	case	study	just	cited,	it	is	important	to	understand	the	way	in
which	the	patient	and	doctor	shape	their	remarks	to	the	context	of	a
medical	setting.
In	research	interviews	all	the	speakers	(participant,	listener/questioner)
shape	the	interaction	to	suit	the	setting	and	their	perceptions	of	the
evolving	research	relationship.
NA	examines	how	stories	make	use	of	cultural	discourses	and
accounting	practices.	This	is	illustrated	in	the	following	case	study.

5.4.1	Summary
I	conclude	my	discussion	of	NA	by	summarising	some	key	questions	it
suggests	we	ask	about	narratives:

In	what	kind	of	a	story	does	a	narrator	place	herself?
How	does	she	position	herself	to	the	audience,	and	vice	versa?
How	does	she	position	characters	in	relation	to	one	another,	and	in
relation	to	herself?
How	does	she	position	herself	to	herself,	that	is,	make	identity	claims?
(Bamberg,	1997,	quoted	by	Riessman,	2011)

Riessman	offers	a	number	of	suggestions	about	how	we	should	answer	these
questions	and	I	have	set	these	out	in	Table	5.6.



Source:	adapted	from	Riessman	(2011:	328–9)

Case	Study
Thomas	and	Znaniecki’s	(1927	[1918–20])	study	of	the	immigration	experience	of	Polish
Americans	in	Chicago,	titled	The	Polish	Peasant	in	Europe	and	America,	is	largely	based	on
letters	that	the	authors	collected	from	Polish	family	members	written	to	each	other	between
Europe	and	America.	The	authors	show	how	the	letter	writers’	identities	are	displayed	as	they
reflect	on	who	they	were	in	Europe	and	what	they	have	become	in	the	New	World.	Like	Charmaz,
this	kind	of	NA	uses	a	constructionist	approach	to	demonstrate	how	we	actively	construct	a
version	of	who	we	are.

Exercise	5.4
Return	to	the	interview	with	the	Finnish	man	in	Exercise	5.3.

Using	what	you	have	read	about	Propp	and	Greimas,	identify	the	following	elements	in	this
story:

1.	 functions	(e.g.	‘prohibition’	or	‘violation’)
2.	 spheres	of	action	(e.g.	the	villain,	the	provider,	the	helper,	the	princess	and	her

father,	the	dispatcher,	the	hero	and	the	false	hero)
3.	 structures	(e.g.	subject	versus	object	(this	includes	‘hero’	and	‘princess’	or	‘sought-

for	person’);	sender	versus	receiver	(includes	‘father’	and	‘dispatcher’);	and	helper
versus	opponent	(includes	‘donor’,	‘helper’	and	‘villain’).

What	can	be	said	about	the	sequence	of	actions	reported?
Having	done	this	analysis,	what	features	would	you	look	for	in	other	life	stories?

Case	Study

Feminist	NA	of	an	Ancestry	Website
Using	direct-to-consumer	genetic	ancestry	services	as	a	case	study,	Venla	Oikkonen	(2013)
discusses	the	potential	of	narrative	analysis	in	interrogating	complex	cultural	phenomena:

The	analysis	focuses	on	the	commercial	website	of	the	UK-based	genetics	company
Oxford	Ancestors,	which	the	author	situates	at	the	intersection	of	the	cultural	narratives	of
commercialisation,	scientific	advance	and	personal	quest.
By	showing	the	relationships	between	these	narratives,	the	research	demonstrates	how
narrative	analysis	moves	across	structure	and	context	capturing	the	processes	through
which	facts	about	gender	come	into	being.
Oikkonen	suggests	that	this	focus	on	the	tension	between	the	abstract	and	the	specific	in
cultural	phenomena	is	what	makes	narrative	analysis	a	particularly	effective	tool	for
feminist	cultural	analysis.



Case	Study

Stories	in	the	Clinic
A	middle-aged	African-American	man	with	a	seizure	disorder	comes	to	a	scheduled	appointment
with	a	primary	care	physician,	a	third	year	male	resident	in	an	outpatient	clinic	of	a	large	public
teaching	hospital	in	the	northeastern	US.	In	the	conversation	the	patient	and	doctor	each	try	to
make	coherent	sense	of	a	recent	seizure.	The	physician’s	pause	during	his	opening	question
(‘Okay	so	you	said	you	ha:	d	a-seizure	…	yesterday?’,	line	1),	which	he	follows	with	‘Hmm’	(2),
a	long	pause	and	then	another	question:	‘At	work?’	(5).	This	opening	invites	the	story.	The	patient
then	begins	with	an	abstract	–	he	is	not	‘really	worried’	because	it	is	another	instance	of	‘gettin
upset	and	aggravated’	(9–10)	–	a	precipitant	apparently	leading	to	seizures	that	the	parties	share.
The	patient	then	develops	a	detailed	account	of	a	challenging	brake	job	on	an	Audi	that	required
several	days	to	complete	–	‘you	get	right	up	on	the	caliper’.	(21–2)	He	hit	his	eye	on	the	caliper,
got	a	black	eye	and	headache,	his	boss	failed	to	secure	the	necessary	parts	and	the	next	day	he	had
to	move	onto	a	second	car.	The	repeated	frustrations	(‘It	never	took	me	that	long	before	to	finish
up	a	brake	job’,	32–3)	led	to	aggravation	to	the	point	of	having	a	seizure.	(Riessman,	2011:	318)

1.	 R:	Okay	so	you	said	you	ha:	d	a-seizure	yesterday?
2.	 [pause]
3.	 P:	Uh	u	yesterday	yesterday	about
4.	 about	eleven	o’clock	yeah
5.	 R:	Hmm.	.	At	work?
6.	 P:	(h)um	hum
7.	 R:	Okay,	uh
8.	 [pause]
9.	 P:	Well	I’m	not	really	worried	itz	same	thing	you	told	me	not	gettin
10.	 ya-know	not	upset	and	aggravated	and	.	I	couldn’t	have-ta	uhm	my
11.	 [pause]
12.	 ?:	hh.hh
13.	 boss	give	me	a	car	Tuesday	right?	…	.	and	I	workin-on	it	was	an
14.	 Audi	I	never	did	brakes	on	an	Audi	before,	ya-know	front	wheel	drive?
15.	 [pause]
16.	 /?:	hh.hh
17.	 R:	Yeah
18.	 P:	And	it	was	a	problem,	ya-know	and	I	was	down	all	day	long	you	know
19.	 w	–	back	like	this-here.	Like	the	car’s	on	a	lift,
20.	 R:	Yeah
21.	 P:	But	it’s	two	bolts	ya-know	ya	just	can’t	get	to-em	unless	you	get	right	up
22.	 on	the	caliper	and	ah	twis-	jus	can	twist	a	little	bit	with	a
23.	 screwdriver.	And	I	was	going	like	(gangbust)	when	(it)	ya	see	I	got	a
24.	 black	e(h)ye	.hhuh
25.	 R:	(O-)Oh	from	the	“seizure
26.	 P:	No.	From	the	caliper.	One	of	em	fell,	to	the	eye
27.	 ?:	Oh	I	see
28.	 [pause]
29.	 P:	And	it	hit	me	there	so	Tuesday	night	and	I	had	this	terrible
30.	 headache	and	all.	So	I	slept	with	a	ya-know	with	a	ice	pack
31.	 over-it	all	night	to	keep-	tryin	to	keep	it	from	swelling	and	all.
32.	 .	.	And	then	I	went	back	in	yesterday	to	try	to	finish	it	up.	It
33.	 never	took	me	that	long	before	to	finish	up	a	brake	job
34.	 R:	hhhh.
35.	 P:	And	my	boss	hadn’t	got	all	the	parts	for	it	so	I	start	working
36.	 on	another	car-ya-know?	That’s	when	I	ended	up	having	the	seizure.
37.	 R:	Okay	uhm	.hh	so:	did	your	boss	or	someone	else	see	the	seizure	happen



Source:	Clark	and	Mishler	(1992:	349),	as	cited	by	Riessman	(2011)	(I	have	simplified	the
transcription	and	added	line	numbers).

Here	are	Riessman’s	observations	on	how	this	narrative	is	constructed	between	the	doctor	and
patient:

The	story	is	invited	and	interactionally	built,	becoming	a	situated	interactional
accomplishment.	The	physician’s	long	pauses	cede	the	floor	to	the	patient,	creating	the
space	to	narrate.	The	patient	then	takes	up	the	active	role,	developing	a	plot	sequence
embedded	in	his	life	world	as	an	auto	mechanic.	(2011:	317)
The	conversation	allows	the	patient	[to]	make	an	identity	claim,	developing	the	theme	of
his	personal	responsibility.	More	than	merely	a	report	of	a	seizure,	the	patient	can	position
himself	in	a	story	as	the	diligent	and	responsible	worker	who	was	frustrated	in	his	attempt
to	meet	a	challenge	at	work.	His	experience	becomes	the	center	of	attention;	the	story
functions,	as	personal	stories	often	do,	to	make	an	explanatory	argument	and	presentation
of	‘self’.	He	can	construct	a	positive	identity	in	the	face	of	what	might	have	been	a
stigmatizing	illness	episode	on	the	job.	He	can	ward	off	the	stigma	of	epilepsy	and	any
possible	blame	for	precipitating	the	seizure	by	his	behavior.
For	the	physician,	the	story	provides	something	different:	the	historically	connected	facts
needed	to	evaluate	a	clinical	problem	in	a	way	that	takes	account	of	the	life	world	of	the
patient.
Shaped	by	the	constraints	of	the	medical	setting,	the	story	is	recipient-designed;	it	provides
the	detail	and	specificity	needed	to	make	clinical	sense	of	a	problem.	(2011:	318)

Case	Study

Entrepreneurial	Identity
Larty	and	Hamilton	(2011)	argue	that	entrepreneurial	identity	is	a	particularly	fruitful	area	for
narrative	research	because	historically	these	identities	have	been	dominated	by	discourses	of
individuality,	heroics	and	masculinity.	Entrepreneurship	research	needs	to	examine	its	practice
and	construction	of	gendered	and	individualised	storylines.	Researchers	can	consider:

how	readers	connect	to	an	individualised,	‘heroic’,	masculine	entrepreneur
how	entrepreneurs	may	draw	on	a	variety	of	discursive	resources	and	institutionalised
myths,	including	family	and	ethnicity	and	not	just	entrepreneurial	discourses
how	entrepreneurial	goals	might	reflect	communal,	contextual	and	moral	dimensions	even
as	ideologically	determined	notions	of	entrepreneurial	identity	appear	to	mask	the	role	of
women	in	family	businesses.

Larty	and	Hamilton’s	interest	in	entrepreneurial	activity	fits	Gubrium’s	call	for	the	study	of
narrative	practice	in	organisational	settings:

As	plentiful	and	detailed	as	stories	might	be,	they	are	always	more	than	accounts;	they	are
accounts	that	have	been	conveyed	and	stand	to	be	reconveyed	in	concrete	circumstances,
Stories	are	constructed	with	an	audience	in	view	and,	for	that	reason,	are	eventful.	Their
eventfulness	draws	attention	to	the	actual,	not	just	the	reported,	sites	of	their	social	lives	…
Organizational	researchers,	from	those	in	management	studies	to	those	in	organizational
sociology,	have	seen	the	analytic	importance	of	turning	narrative	inquiry	to	the	sites	of
narrative	practice	(Boje,	1991;	Czarniawska,	1997;	Gabriel,	2000).	Sites	of	narrative	practice
are	not	confined	to	the	formally	established,	like	schools	and	businesses,	but	now	extend	to
sites	in	transition	or	under	construction,	such	as	storytelling	in	times	of	social	crises	or	in
political	protests	…	In	fact,	it’s	the	business	of	some	organizations	to	offer	guidelines,	if	not
directives,	for	fashioning	one’s	story	in	a	particular	way.	The	question	of	narrative	ownership
is	pertinent	here	and	is	hardly	just	a	matter	of	personal	property.	In	practice,	ownership
extends	to	the	myriad	and	diverse	sources	of	narrative	construction.	In	a	complex	world	of



stories,	it	is	useful	to	imagine	that	the	little	stories	we	hear	day-in	and	day-out	relate	to
bigger	stories,	some	of	which	may	be	the	big	story	of	the	experience	in	view,	bringing	on
board	issues	of	discourse,	power,	influence,	and	globalization.	(Gubrium,	2010:	390–1)

TIP

If	you	want	to	do	NA,	the	following	questions	are	useful	to	ask	(see	Cortazzi,	2001,	and	also
Riessman,	1993):

What	is	the	content	of	the	story	you	are	examining?
Who	are	the	principal	agents?
How	is	the	story	told	(structure	and	sequence)?
What	purposes	does	the	story	serve	(functions)?



In	what	place	or	setting	is	the	story	told	(context)?
Does	the	story	have	a	clear	culmination	with	a	moral,	as	in	a	fairy	tale,	or	does	it
follow	a	different	pattern	(issues	of	genre)?

Link

Summary	and	review	of	Riessman	(2008);	R.	Lyle	Duque	(2010)	‘Forum:	Qualitative	Social
Research’:
www.qualitative-research.net/index.php/fqs/article/view/1418

Exercise	5.5
Return	again	to	the	interview	with	the	Finnish	man	in	Exercise	5.2	and	answer	these	questions:

http://www.qualitative-research.net/index.php/fqs/article/view/1418


In	what	kind	of	a	story	does	the	narrator	place	himself?
How	does	he	position	himself	to	the	audience,	and	vice	versa?
How	does	he	position	characters	in	relation	to	one	another,	and	in	relation	to	himself?
How	does	he	position	himself	to	himself,	that	is,	make	identity	claims?	(Bamberg,	1997,
quoted	by	Riessman,	2011)

5.5	Conclusion
I	appreciate	that	my	presentation	of	three	different	ways	of	doing	data
analysis	may	have	been	difficult	to	digest	if	you	are	new	to	the	field.	In	fact,
as	Table	5.7	shows,	there	are	many	more	than	three	ways	to	do	qualitative
analysis	some	of	which	are	discussed	in	later	chapters.

Do	not	worry	if	you	did	not	follow	every	nuance	of	each	approach.	You	will
only	fully	understand	these	approaches	when	you	try	them	out	yourselves	on
some	data.	My	main	concern	has	been	to	give	you	a	taste	of	how	we	can
rigorously	analyse	data.	And,	as	I	tried	to	show	at	the	start	of	this	chapter,	all
effective	ways	of	working	have	much	in	common.

Tim	Rapley	has	offered	some	wise	advice	about	what	this	involves	and	his
suggestions	are	reproduced	in	Table	5.8.



Source:	adapted	from	Rapley	(2011:	277–8)

One	final	word:	just	as	you	will	only	really	understand	any	approach	by	trying
it	out	yourself,	so	you	will	only	start	to	do	qualitative	analysis	when	you	start
to	write	it	up	in	your	own	words.	You	may	think	you	have	made	great	mental
leaps	but	data	analysis	can	only	take	off	when	you	commit	yourself	to	print
(see	Chapter	13).

TIP



Qualitative	data	analysis	can	seem	very	complex.	Here	are	some	ideas	which	simplify
matters:

The	constant	comparative	method	is	a	feature	of	all	good	research	and	comparison	can
be	made	between	the	elements	in	a	single	case.	Therefore,	you	do	not	necessarily	need
data	from	more	than	one	setting.
Constructionist	qualitative	researchers	reject	the	assumption	that	there	is	some	total
picture	of	any	phenomenon	which	can	be	obtained	by	multiple	data	sets	and	multiple
methods.	Since,	according	to	this	view,	there	are	only	hyphenated	phenomena,	just
make	what	you	can	of	what	you	have.
It	follows	that	the	navigational	logic	of	triangulation	(where	you	compare	different
readings	to	get	at	the	truth)	does	not	apply.	Rather	than,	say,	comparing	interviewees’
responses	with	their	actions,	look	at	one	aspect	or	the	other	and	marvel	at	what	they



achieve.

Key	Points
Get	down	to	analysis	as	early	as	possible	and	avoid	‘busy’	work.
Try	out	different	theoretical	approaches;	see	what	works	for	you	(and	for
your	data).
The	theoretical	basis	of	qualitative	content	analysis	is	at	best	unclear	and
this	means	that,	unfortunately,	its	conclusions	can	often	seem	trite.
Grounded	theory	involves	coding	through	memo-writing,	theoretical
sampling	and	generating	theories	grounded	in	your	data
Narrative	analysis	usually	adopts	a	constructionist	framework	and	uses
an	appropriate	narrative	vocabulary;	consider	the	way	a	segment	of	data
is	organised	(and	why)	and	examine	the	local	context	in	which	the	data
arise.

Study	Questions
1.	 Why	is	it	usually	important	to	avoid	formulating	an	early	hypothesis?
2.	 What	considerations	arise	in	deciding	how	much	data	to	transcribe	before	you	begin

analysis?
3.	 What	is	meant	by	‘telling	examples’	and	why	should	you	generally	avoid	them	in	writing

up	your	research?
4.	 What	is	meant	by	‘content	analysis’?	What	are	its	advantages	and	limitations?
5.	 What	is	meant	by	‘grounded	theory’?	What	are	its	advantages	and	limitations?
6.	 What	is	meant	by	‘narrative	analysis’?	What	are	its	advantages	and	limitations?
7.	 What	does	Rapley	mean	by	‘close,	detailed	reading’	of	data?

Recommended	Reading
This	chapter	draws	heavily	on	work	by	Kathy	Charmaz	(on	grounded	theory),
Catherine	Riessman	(on	narrative	analysis)	and	Tim	Rapley	(on	doing
qualitative	data	analysis)	in	my	edited	collection	Qualitative	Research	(third
edition,	2011).	I	strongly	recommend	reading	these	chapters.	You	might	also
look	at	Charmaz’s	Constructing	Grounded	Theory	(2006,	and	2014,	second
edition)	and	Riessman’s	Narrative	Methods	for	the	Human	Sciences	(2008).
Gubrium	and	Holstein’s	Analyzing	Narrative	Reality	(2009)	offers	an
approach	to	analysing	actively	constructed	narratives,	including	those
produced	by	interviewing.	Gubrium’s	‘A	turn	to	narrative	practice’	(2010)	is	a
marvellous	brief	introduction	to	how	narrative	analysis	can	go	beyond	the
contents	of	stories	to	analyse	the	resources	and	contexts	upon	which	story-
tellers	draw.

I	discuss	qualitative	data	analysis	for	PhD	students	in	my	book	Doing



Qualitative	Research	(2013a).	I	consider	further	the	importance	of	looking	at
sequences	in	data	in	Chapter	3	of	A	Very	Short,	Fairly	Interesting,	Reasonably
Cheap	Book	about	Qualitative	Research	(2013b).
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

understand	why	ethics	matter
recognise	the	pitfalls	that	confront	the	ethical	researcher
understand	key	guidelines	to	ethical	practice
recognise	the	limits	of	these	guidelines	in	the	varying	contexts	of	social	research	including
the	Internet.

Beginners	as	well	as	some	experienced	researchers	sometimes	view	getting
ethical	approval	as	just	another	box	that	has	to	be	ticked.	For	them,	the	real
business	of	social	research	is	research	design	and	data	analysis.	This	chapter
will	try	to	show	you	why	such	a	view	is	mistaken.

If	we	ignore	ethical	issues	or	treat	them	simply	as	a	matter	of	routine	form-
filling,	we	start	to	go	down	a	slippery	slope	where	‘doing	a	good	job’	is	all
that	matters.	For	instance,	we	should	remember	that	this	was	the	defence	of
the	doctors	who	conducted	horrific	‘experiments’	in	the	Nazi	concentration
camps.	To	think	of	ourselves	as	mere	‘technicians’	disconnects	us	from	two
sets	of	crucial	questions:

Why	are	we	researching	this	topic?	Will	our	findings	contribute	in	some
way	to	what	we	value	as	the	common	good	(even	if	this	is	‘basic
research’	and	that	good	is,	at	the	moment,	unclear)?	Or	are	we	just
interested	in	furthering	our	educational	or	research	career?
Do	we	want	to	help	and,	at	the	very	least,	protect	the	people	we	study?
Or	are	we	using	them	simply	as	research	fodder?

In	a	lecture	delivered	in	the	early	years	of	the	twentieth	century,	the	German
sociologist	Max	Weber	addressed	both	sets	of	questions.	Weber	(1946)
pointed	out	that	all	research	is	influenced	to	some	extent	by	the	values	of	the
researcher.	Only	through	those	values	do	certain	problems	get	identified	and
studied	in	particular	ways.	Even	the	commitment	to	scientific	(or	rigorous)
method	is	itself,	as	Weber	emphasises,	a	value.	Finally,	the	conclusions	and
implications	to	be	drawn	from	a	study	are,	Weber	stresses,	largely	grounded
in	the	moral	and	political	beliefs	of	the	researcher.

From	an	ethical	point	of	view,	Weber	was	fortunate	in	that	much	of	his
empirical	research	was	based	on	documents	and	texts	that	were	already	in	the
public	sphere.	In	many	other	kinds	of	social	science	research,	ethical	issues
are	much	more	to	the	fore.	When	you	are	studying	people’s	behaviour	or
asking	them	questions,	not	only	the	values	of	the	researcher	but	also	the
researcher’s	responsibilities	to	those	studied	have	to	be	faced.	Ryen	shows
how	complex	these	responsibilities	can	be:



At	times	we	come	across	delicate	situations	that	involve	hidden	or
problematic	information	that	someone	may	be	harmed	or	put	at	risk	(like
crimes	being	planned),	or	that	certain	findings	may	be	discomforting
(like	job	evaluations	or	health	information)	or	even	dangerous	to	some
subjects	(like	some	kinds	of	illegal	activities).	These	issues	call	for
decisions	on	whether	we	should	do	such	projects	(alone	or	with
someone)	or	not	at	all,	when	to	decide	there	are	data	we	do	not	want	to
get	(is	it	ok	just	to	turn	off	the	tape	recorder,	to	get	the	conversation	on	to
another	track	or	do	we	need	more	explicit	strategies?)	or	if	we	simply
need	to	shut	down	the	whole	project.	(2011:	420)

The	possible	decisions	that	Anne	Ryen	mentions	derive	from	a	recognition
that,	when	we	involve	people	in	our	research,	we	enter	a	relationship	with
them.	As	Marvasti	has	noted:

The	ethics	of	social	research	have	to	do	with	the	nature	of	the
researcher’s	responsibilities	in	this	relationship,	or	the	things	that	should
or	should	not	be	done	regarding	the	people	being	observed	and	written
about.	This	is	not	significantly	different	from	what	we	do	in	other
relationships.	We	try	to	be	polite,	treat	people	with	respect,	and	don’t	do
or	say	anything	that	will	harm	them.	Good	manners	are	a	good
beginning,	but	actual	research	scenarios	may	require	guidelines	that	go
beyond	common	courtesy.	(2004:	133)

The	following	case	study,	drawn	from	Amir	Marvasti’s	own	PhD	research,
serves	to	give	us	an	initial	example	of	how	ethical	issues	can	confront	you	in
fieldwork.

This	chapter	is	organised	into	three	interlinked	sections	which	discuss:

ethical	pitfalls	in	qualitative	research
ethical	safeguards
ethical	complications	which	show	that	guidelines	always	need	to	be
interpreted	within	particular	contexts.

Case	Study

Ethics	in	Fieldwork
My	own	fieldwork	at	a	homeless	shelter	presented	a	number	of	ethical	dilemmas.	Gregory	was	a
middle-aged	white	man	who	lived	on	the	streets	near	the	shelter.	Gregory	was	a	talented	poet	and



author	who	suffered	from	alcoholism.	As	we	became	more	familiar	with	each	other,	he	began
asking	me	to	buy	him	beer.	So	as	a	matter	of	courtesy,	from	time	to	time	I	paid	for	his	bar	tab.
Unfortunately,	Gregory’s	drinking	became	worse	and	his	requests	for	money	to	support	his	habit
became	more	frequent	and	direct.	He	started	leaving	messages	on	my	home	answering	machine
begging	me	to	meet	him	at	a	bar	to	pay	his	tab.	I	finally	decided	that	it	was	unethical	for	me	to
support	his	addiction	and	stopped	helping	him.	The	next	phone	call	I	received	from	Gregory	was
from	a	local	jail	where	he	was	being	held	for	shoplifting	a	bottle	of	beer	from	a	convenience
store.	He	wanted	me	to	make	arrangements	for	his	legal	defence.	I	went	to	visit	Gregory	at	the	jail
and	told	him	there	was	very	little	I	could	do	for	him.	Several	weeks	later	he	was	released	and
subsequently	left	for	New	York	City.	I	did	not	hear	from	him	again.	(Marvasti,	2004:	132–3)

Exercise	6.1
Marvasti	comments	about	the	example	of	his	dealings	with	Gregory:	‘Thinking	about	these
stories	may	cause	you	to	wonder	if	you	would	have	handled	these	situations	differently.	Perhaps	I
was	too	involved	with	Gregory	and	should	have	severed	my	ties	with	him	much	earlier’	(2004:
133).

Do	you	agree	with	Marvasti’s	self-criticism?
Was	the	only	choice,	as	Marvasti	suggests,	to	break	off	contact	earlier?

6.1	Ethical	pitfalls
In	this	section,	I	will	review	a	number	of	ethical	pitfalls	that	are	a	particular
feature	of	qualitative	research:

exploitation
deception
researching	vulnerable	people
revealing	people’s	identities	when	they	might	not	want	it	or	not	revealing
people’s	identities	when	they	expect	it
fraternising	with	groups	we	dislike
participating	in	dubious	bargains.

I	will	consider	each	issue	in	turn,	illustrating	my	argument	with	case	studies.

6.1.1	Exploitative	social	research
It	is	really	only	in	the	past	two	decades	that	researchers	have	seriously	faced
up	to	the	ethical	dimensions	of	their	research.	As	Marvasti	has	noted,	until	the
1970s,	highly	unethical	social	and	medical	studies	were	common.	Marvasti
gives	the	frightening	example	set	out	in	the	case	study	below.

Another	US	study	has,	somewhat	unfairly,	achieved	even	more	notoriety	than
this	case.	In	the	1960s,	Milgram	(1963)	conducted	a	laboratory	experiment
using	university	students.	The	students	were	divided	into	interviewers	and
interviewees.	The	interviewers	were	told	that	it	was	important	that	people



answered	their	questions	correctly.	When	an	interviewee	failed	in	his
performance,	the	supervisor	was	instructed	to	press	a	switch	which	he	was
told	would	administer	a	slight	electric	shock	to	the	under-performing
interviewee.	Milgram	reported	that	interviewers	obeyed	this	instruction	and
were	prepared	to	increase	the	shock	up	to	quite	high	levels.

In	fact,	the	student	interviewers	had	been	deceived.	The	interviewees	were	not
students	but	Milgram’s	confederates.	Nor	were	they	actually	exposed	to
electric	shocks	(they	just	pretended	to	be	in	pain	when	appropriate).

Although	Milgram’s	study	appears	to	exploit	the	student	interviewers,	it
reveals	an	important	point.	Like	the	Nazi	concentration	camp	guards,	ordinary
people	may	be	prepared	to	obey	horrific	orders	if	the	order	appears	to
emanate	from	a	‘legitimate’	source	(in	this	case,	a	university	professor).
Similarly,	in	1971	a	planned	two-week	investigation	into	the	psychology	of
prison	life	had	to	be	ended	prematurely	after	only	six	days	because	of	what
the	situation	was	doing	to	the	college	students	who	participated.	In	only	a	few
days,	the	guards	became	sadistic	and	the	prisoners	became	depressed	and
showed	signs	of	extreme	stress.

Case	Study

Not	Treating	Syphilis
In	what	Marvasti	refers	to	as	‘one	of	the	most	troubling	examples	of	unscrupulous	research’,	a
group	of	399	African	American	men	afflicted	with	syphilis	unknowingly	became	participants	in	a
medical	experiment:

From	the	1930s	to	1970s,	the	physicians	assigned	to	these	men	deliberately	did	not	treat
them	for	their	ailment,	even	after	penicillin	was	developed	and	could	have	been	used	as	a
cure.	Instead,	the	patients	were	secretly	experimented	on	to	examine	the	effects	of	untreated
syphilis.	By	the	time	this	US	Public	Health	Service	study	was	exposed	and	subsequently
terminated,	many	of	the	patients	whose	condition	had	gone	untreated	for	years	had	either
died	horribly	or	become	more	severely	ill.	(Marvasti,	2004:	135)

Link



For	details	of	this	study,	go	to:
www.prisonexp.org/

6.1.2	Deception
Deception	in	research	is	most	likely	to	be	a	problem	when	it	causes	the
subjects	to	unknowingly	expose	themselves	to	harm.	A	key	problem	with
Milgram’s	study	is	that	subjects	were	essentially	lied	to	about	a	situation	that
could	have	been	emotionally	damaging	to	them	(A.	Marvasti,	personal
correspondence).

http://www.prisonexp.org/


Covert	observation,	where	the	observer	does	not	inform	subjects	about	the
study,	can	lead	to	severe	ethical	problems	about	the	lack	of	consent	that	such
people	have	given	to	being	observed.	It	can	also	lead	to	physical	danger	to	the
researcher.	For	example,	Fielding	(1982)	obtained	permission	to	research	a
far-right	British	political	party	but	still	felt	it	necessary	to	supplement	official
access	with	covert	observation.	In	this	new	situation,	he	put	himself	at	some
potential	risk	as	well	as	creating	ethical	dilemmas	relating	to	how	much	he
revealed	to	his	subjects	and	to	outside	authorities.

One	famous	observational	study	of	gay	men,	discussed	by	Amir	Marvasti,
involved	a	clear	invasion	of	personal	privacy.	It	is	described	in	the	case	study
below.

However,	we	should	not	assume	that	‘covert’	access	always	involves	possible
offence.	For	instance,	on	a	course	I	used	to	teach,	students	were	asked	to
engage	in	a	small	exercise	where	they	observed	people	exchanging	glances	in
an	everyday	setting	(see	Sacks,	1992,	I:	81–94).	Providing	the	students	were
reasonably	sensitive	about	this	and	refrained	from	staring	at	others,	I	did	not
envisage	any	problems	arising.

Case	Study

Tearoom	Trade
Laud	Humphreys’	book	Tearoom	Trade	(1970)	reports	research	on	anonymous	homosexual
encounters	in	semi-public	places.	After	positioning	himself	in	a	restroom	in	a	city	park,
Humphreys	gained	the	trust	of	the	men	who	frequented	it	by	acting	as	a	lookout	for	them	while
they	engaged	in	sexual	activities.	Humphreys	secretly	recorded	their	license	plate	numbers,	and
with	the	help	of	the	police	discovered	who	they	were	and	where	they	lived.	Months	later,	he
visited	the	men	in	their	homes	disguised	as	a	survey	researcher.	He	gathered	additional
information	about	these	men	and	their	families	and	subsequently	published	his	research	in	a	book
that	was	widely	praised	before	questions	were	raised	about	its	ethics.
Humphreys	was	interested	in	the	background	of	men	who	had	sex	with	other	men	in	public
restrooms.	He	found	that	many	of	the	men	in	his	study	were	married	and	of	middle	class
background.	However,	this	finding	was	at	the	cost	of	deception	and	achieved	through	the	covert
invasion	of	the	subjects’	privacy.	(Marvasti,	2004:	135)

6.1.3	Researching	vulnerable	groups
A	more	obvious	case	of	exploitation	can	arise	when	we	carry	out	studies	of
vulnerable	people	(‘underdogs’).	Despite	the	physical	and	ethical	dangers	that
may	arise	in	studying	groups	who	may	be	defined	as	on	the	edge	of	the	law,
the	researcher	must	remember	that	relatively	easy	access	to	such	groups	also
suggests	their	vulnerability	(even	if	they	may	welcome	our	interest).	The
behaviour	of	‘underdog’	groups	like	these	is	sometimes	open	to	inspection	by
closed	circuit	television	(CCTV)	and	other	forms	of	official	surveillance.	This



is	hardly	the	case	with	the	activities	of	‘top	dogs’	(unless,	like	President
Nixon,	they	are	foolish	enough	to	preserve	audio	recordings	of	their
conversations!).	So	the	ethnographer	who	studies	sub-cultures	may
unthinkingly	be	preying	upon	groups	who	are	least	able	to	protect	themselves.

Issues	of	consent	become	even	more	complicated	when	you	want	to	study
vulnerable	people	such	as	children	or	adults	with	disabilities.	A	set	of
complex	issues	arise:

How	can	young	children	or	people	with	limited	mental	capacity
realistically	give	informed	consent	to	your	research?
Is	it	satisfactory	for	parents,	other	family	members	or	carers	to	give
consent?

Here	is	the	guidance	of	a	British	research	council.

The	ESRC’s	advice	shows	how	difficult	ethical	practice	can	be	if	one	wants	to
research	vulnerable	people.	For	instance,	the	idea	of	a	‘dialogue	with	both
children	and	their	parents’	may	be	unattainable	or	even	unfair	to	all	parties.
The	next	case	study	illustrates	the	complexities	of	researching	vulnerable
older	people.

Research	Ethics	and	Vulnerable	People
In	cases	where	research	involves	vulnerable	groups	such	as	children,	older	persons	or	adults
with	learning	difficulties,	every	effort	should	be	made	to	secure	their	informed	consent.
However,	in	cases	where	this	is	seen	as	impossible	or	where	the	research	subjects	are
considered	not	competent	to	give	their	assent	to	the	research,	the	issue	of	honesty	and
consent	may	need	to	be	managed	via	proxies,	who	should	be	either	those	with	a	duty	of	care
or	who	can	provide	disinterested	independent	approval	depending	on	the	individual
circumstances.	In	the	case	of	research	on	children,	one	cannot	expect	parents	alone	to
provide	disinterested	approval	on	their	children’s	behalf.	In	such	cases,	every	effort	should
be	made	to	deal	with	consent	through	dialogue	with	both	children	and	their	parents	(or	legal
equivalent).	Again,	there	may	be	circumstances	where	this	could	jeopardise	the	research
(again	in	some	areas	of	deviance,	such	as	research	into	teenage	sexuality	or	teenage
pregnancy).	In	such	circumstances,	researchers	will	need	to	regard	the	potential	risk	to	the
principal	subjects	of	the	research	as	a	priority.	(Research	Ethics	Framework	(Economic	and
Social	Research	Council,	July	2005),	pp.	23–5)

Case	Study
I	welcomed	the	idea	that	colleagues	should	research	the	old	people’s	home	where	I	do	voluntary
work.	They	wanted	to	video	my	singing	sessions	with	residents	with	Alzheimer’s	disease.
However,	the	ethical	issues	involved	in	studying	people	with	dementia	are	vast	and	apparently
intractable,	particularly	if	you	want	to	use	video	data.	Families,	carers	and	care	managers	will	all
have	to	be	consulted.	But	what	happens	when	the	camera	accidentally	includes	a	resident	or	carer
for	whom	you	have	no	permission	to	record?	Moreover,	how	satisfactory	is	it	to	use	family
permission	to	record	intimate	details	of	somebody’s	daily	life?



6.1.4	Identification	of	subjects
When	we	report	our	observations	or	interviews,	it	is	common-sense	to	protect
the	identities	of	the	people	we	have	researched	and	to	ensure	that	they
understand	and	consent	to	our	research.	Such	protection	is	required	even
when,	unlike	Laud	Humphreys’	research,	we	are	not	dealing	with	matters	that
seem,	on	the	face	of	things,	to	be	particularly	delicate	or	intimate.	The
following	case	study	illustrates	how	upset	somebody	can	be	when	they	read
about	themselves	in	a	research	report.

However,	as	always,	social	context	is	crucial.	Certain	people,	in	particular
contexts,	may	actually	want	to	be	identified	in	your	research	report	and	feel
let	down	if	their	identity	is	concealed.	In	my	research	on	HIV-test	counselling
(Silverman,	1997),	some	of	the	counsellors	told	me	that	they	not	only	wanted
to	be	identified	but	expected	to	be	listed	as	a	co-author	of	some	of	my
publications.	Working	in	a	medical	setting	linked	to	a	university,	these	people
recognised	that	(certain	kinds	of)	social	research	could	help	their	careers.

Moreover,	this	desire	to	be	identified	may	not	be	confined	to	highly	educated
Western	professionals.	Ryen	notes	that	in	African	countries	such	as	Tanzania:

there	is	an	established	and	well-accepted	procedure	that	interviewees’
names	and	titles	are	given	in	the	appendix	…	To	deviate	from	this
procedure	may	be	perceived	as	either	confusing	or	arrogant.	This
dilemma	partly	stems	from	experiences	with	donor	projects	like	Western
projects	in	local	villages	whose	aim	it	is	to	alleviate	poverty	by	offering
grants	or	loans.	To	be	selected	for	funding	demands	that	your	name	is
put	on	a	list.	(2004:	233)

Case	Study

Unmasking	Emotions
The	ethnographer	Sue	Estroff	received	a	phone	call	at	3	a.m.	from	an	irate	woman,	who	had	just
read	what	Estroff	had	written	about	her	many	years	before.	The	informant	felt	‘wounded	by	the
images	of	herself	in	the	past	…	exploited	…	misunderstood	…	unmasked.’	The	ethnographer’s
gift	of	the	book	–	the	final	product	of	intensive	fieldwork	among	a	group	of	chronic	mental
patients	–	had	opened	up	unspeakable	pain	for	one	informant:	she	recognized	herself	and	was
deeply	troubled	by	the	representation.	Estroff	uses	the	incident	to	raise	a	series	of	compelling
questions	about	ethnographic	authority,	voice,	and	responsibility	in	field	research.	She	asks:	‘Was
it	possible	for	this	person	to	consent	to	a	process	whose	product	[ethnography]	she	could	not
imagine?’	(Estroff,	1995:	98,	reported	by	Riessman,	2004:	5)

Riessman’s	report	makes	it	clear	that	we	should	never	assume	that	people	have	understood	our
research	sufficiently	in	order	to	give	truly	informed	consent	to	describing	their	accounts	or
behaviour	in	our	reports.



TIP

You	should	not	make	assumptions	about	what	your	research	subjects	expect	or	want.
Moreover,	as	Ryen’s	comments	suggest,	thinking	about	the	social	contexts	which	people
inhabit	is	not	only	the	basis	of	good	ethical	practice	but	also	the	basis	of	good	research.

6.1.5	Fraternising	with	groups	we	dislike
Social	research	can	take	you	to	what	appear	to	be	strange	places	and	place
you	among	people	whose	values	clash	with	yours.	For	instance,	like	Fielding
(1982),	Les	Back	researched	members	of	an	extreme	right-wing	British



political	party.	As	Back	asks:

There	has	been	some	concern	to	connect	sociology	to	the	process	of
empowering	research	participants	but	how	is	this	different	when	you	are
studying	people	who	use	ideologies	like	racism	to	empower	themselves?
Also	…	what	should	we	do	as	researchers	when	we	encounter	views	that
are	politically	and	morally	offensive?	How	are	our	own	biographies	and
social	positions	implicated	in	the	research	act	and	in	the	process	of
understanding	and	analysis?	(2004:	263)

Back	gives	us	a	vivid	account	of	interviewing	Nick	Griffin,	the	leader	of	the
British	National	Party,	and	subsequently	attending	his	trial.	Simple	acts,	such
as	a	handshake	or	small	talk	over	a	meal,	become	imbued	with	layers	of
meaning.	Back	raises	two	important	questions	about	interactions	with	people
whose	views	you	may	find	repellent:

How	are	the	ethics	of	investigating	racial	power	implicated	in	these
strange	acquaintances	–	necessitated	by	the	research	act	itself	–	and	the
desire	to	understand	the	advocates	of	intolerance	and	racism?	What
issues	does	this	extreme	case	where	one	is	almost	literally	researching
political	opponents	raise	in	relation	to	wider	concern	of	sociological
practice	and	particular	the	place	from	which	we	make	interpretations	and
strive	for	understanding?	(2004:	263–4)

There	are	no	easy	answers	to	Back’s	questions.	They	raise	a	crucial	ethical
dilemma:	do	you	salve	your	conscience	by	avoiding	studying	such	people	or
do	you	enter	a	potential	minefield	and	try	to	do	the	best	you	can	without
compromising	your	beliefs?

Amir	Marvasti	(personal	correspondence)	suggests	that	one	reason	to
fraternise	with	groups	we	dislike	is	to	gain	intellectual	flexibility;	simple	us–
them	dichotomies	are	rarely	intellectually	fruitful	or	useful	for	progressive
social	change.	He	notes	that	research	on	white	identity	shows,	for	example,
that	many	racists	see	themselves	as	‘victims’	rather	than	‘aggressors’.	We	can
learn	a	lot	about	fighting	the	social	ill	of	racism	by	learning	from	the	racists
themselves.	So	‘fraternising	with	groups	we	dislike’	may	be	necessary	for
researchers	and	social	activists.

6.1.6	Participating	in	dubious	bargains



Informed	consent	should	mean	that	you	do	not	pressure	people	into	agreeing
to	participate	in	your	study.	But	what	about	poor	or	disadvantaged	people	who
plea	to	be	rewarded	for	participation?	Catherine	Riessman	points	out	that	it	is
now	common	practice	in	the	United	States	to	pay	respondents	for	their	time
($25–$50).	In	one	case,	financial	incentives	kept	rising	(beyond	$100)	until
the	final	respondents	in	a	panel	study	agreed	to	participate.	This	seems	like
clear	coercion	(C.	Riessman,	personal	correspondence).

Amir	Marvasti	gives	the	example	of	his	research	on	homelessness	where	he
might	give	someone	living	on	the	streets	a	few	dollars	for	an	interview.	He
wonders	whether	this	is	ethical:

Many	would	argue	that	asking	the	poor	to	participate	in	a	study	in
exchange	for	money	is	the	moral	equivalent	of	asking	a	starving	person
to	answer	a	few	questions	in	exchange	for	a	plate	of	food.	What	is	the
solution?	One	possibility	is	to	solicit	interviews	without	any	rewards.
Another	approach	is	to	contact	their	service	providers	and	ask	if	they
know	of	anyone	who	is	willing	to	be	interviewed	for	a	research	project.
(2004:	136)

Marvasti’s	dilemma	is	common	to	researchers	who	work	with	poor	people	in
the	Third	World.	As	Ryen	observes:	‘I	have	frequently	met	expectations	that	I
will	reciprocate	in	one	way	or	another	in	African	settings	…	These	have	been
of	different	kinds,	from	expecting	me	to	cope	with	local	poverty	and	offering
grants,	to	gift	exchanges	and	sexual	offers’	(2004:	238).

In	the	following	case	study	below	(from	Ryen’s	Tanzanian	data	recorded	in
the	aftermath	of	a	research	interview),	we	see	Eke	making	what	may	turn	out
to	be	a	sexual	approach.

This	byplay	between	Eke	and	Anne	shows	that	establishing	‘rapport’	with
research	subjects	can	leak	over	into	delicate	territory.	As	Ryen	comments:

there	is	nothing	sensational	about	this	extract.	The	sensation	rests	with
the	peculiar	situation	that	the	issue	of	delicate	emotions	in	fieldwork	is
conspicuous	in	its	absence	from	methodological	textbooks	or	field
reports.	Why	are	these	fairly	frequent	experiences	treated	as	non-data,
how	do	we	handle	‘field	offers’,	does	the	effort	to	get	close	by	building
rapport	imply	that	we	are	cheating,	and	would	it	be	ethically	acceptable
(and	probably	methodologically	interesting)	to	follow	up	invitations?
(2004:	230)



These	examples	reveal	clearly	the	kind	of	ethical	problems	that	can	confront
the	social	researcher.	Joanna	Brewis	and	Edward	Wray-Bliss	(2008)	have
looked	at	three	different	‘lenses’	through	which	management	researchers	view
ethics.	These	show	that	some	researchers	view	ethical	issues	less	as	a	set	of
pitfalls	(what	they	call	‘hurdles’)	but	more	as	offering	the	opportunity	for	a
positive	involvement	with	research	subjects	(points	2	and	3	below):

1.	 Ethics	as	‘Hurdle’	This	lens	–	for	us	the	research	ethics	orthodoxy	–
represents	ethics	as	a	series	of	barriers	to	be	‘leapt’	at	a	specific	stage	in
any	project.	It	understands	ethics	as	compliance	with	rules	and
emphasizes	the	avoidance	of	harm	to	respondents.	The	most	common
hurdles	that	researchers	are	required	to	clear	here	are	(i)	securing
informed	consent;	(ii)	not	subjecting	respondents	to	duress;	(iii)
implementing	respondent	validation;	and	(iv)	ensuring	confidentiality
and/or	anonymity.

2.	 Ethics	as	Seeking	Out	Silences	This	understanding	of	ethics	retains
avoidance	of	harm	as	its	focus,	but	is	broader	than	the	previous
formulation	in	its	depiction	of	ethical	responsibilities	as	spanning	the
research	process	and	its	emphasis	on	continual	attention	to	the
potentially	silencing	or	colonizing	effects	of	the	resulting	text.

3.	 Ethics	as	Central	Warrant	for	Research	Building	on	lens	2,	this	third
perspective	explores	the	ethics	of	research	in	terms	of	the	potential	for	a
more	explicitly	positive	engagement	with	respondents.	Scholarship	here
becomes	‘relational	research’	acknowledging	and	valuing	connections
between	researcher	and	researched;	and	between	the	academy	and	its
social	context.	A	twofold	challenge	is	envisaged	to	the	subordinate	status
of	participants	in	critical	research	–	as	oppressed	members	of	society	and
pawns	in	the	process	of	knowledge	construction.	(2008:	1525	et	seq.)

In	the	next	section,	I	present	some	guidelines	designed	to	deal	with	hurdles
and	pitfalls.	However,	as	we	shall	see,	since	we	are	dealing	with	real
dilemmas,	technical	answers	(like	ethical	rules)	are	unlikely	always	to	provide
a	clear	answer.

Case	Study

Emotions	in	the	Bush
Extract	6.1	[Ryen,	2004:	230]
Eke:	What	do	you	do	(2.0)	I	mean	(1.0)	do	you	never	do	anything	when	out	travelling?	You’re
always	travelling	alone.

Anne:	I	am	here	to	work.
Eke:	Yeah,	but	you	can’t	be	working	all	the	time.



Anne:	(laughing)	That’s	true.	So,	what	do	you	offer?

Eke:	What	do	you	want?

6.2	Ethical	safeguards
There	are	a	number	of	goals	which	we	aim	to	achieve	in	ethical	research:

ensuring	that	people	participate	voluntarily
making	people’s	comments	and	behaviour	confidential
protecting	people	from	harm
ensuring	mutual	trust	between	researcher	and	people	studied.

Two	ways	of	achieving	such	ethical	goals	will	be	noted:

ethical	guidelines
thoughtful	and	ethically	responsible	research	practice.

6.2.1	Ethical	guidelines
Central	to	most	ethical	guidelines	is	the	idea	of	informed	consent.	A
straightforward	statement	of	this	idea	is	provided	by	Ryen:

Informed	consent	…	means	that	research	subjects	have	the	right	to	know
that	they	are	being	researched,	the	right	to	be	informed	about	the	nature
of	the	research	and	the	right	to	withdraw	at	any	time	…	In	general,
deception	is	only	acceptable	if	discomfort	is	believed	to	vanish	by	itself
or	removed	by	a	debriefing	process	after	the	study.	(2004:	231)

The	right	to	be	informed	means	that	potential	research	subjects	should	be
given	a	detailed	but	non-technical	account	(in	a	format	that	they	can
understand)	of	the	nature	and	aims	of	your	research.	As	Ryen	remarks,	people
should	be	able	to	withdraw	from	your	research	at	any	time.	For	instance,	in
my	research	on	HIV-test	counselling,	both	counsellors	and	their	clients	were
told	that	they	could	ask	for	the	tape	recorder	to	be	turned	off	at	any	time
without	offering	a	reason.

Perhaps	informed	consent	is	seen	best	as	a	process	of	negotiation,	rather	than
a	one-off	action.	Some	investigators	ask	again	for	consent	as	an	interview	is
ending,	others	come	back	to	respondents	with	pieces	of	text	they	want	to	use
to	see	if	the	excerpt	is	sufficiently	disguised	(C.	Riessman,	personal
correspondence).



Ethical	procedures	can	be	clarified	by	consulting	the	ethical	guidelines	of
one’s	professional	association.	All	such	guidelines	stress	the	importance	of
‘informed	consent’	where	possible	(see	Punch,	1994	88–94).	The	nature	of
‘informed	consent’	is	set	out	in	Table	6.1.

Kelly	and	Ali	(2004)	have	suggested	that	an	accessible	way	to	present
information	is	through	providing	answers	to	a	number	of	questions	that
people	might	ask	about	your	research.	These	questions	are	listed	in	Table	6.2.

The	following	case	study	is	an	example	of	a	typical	consent	letter,	sent	to
counsellors	on	a	child	protection	helpline.

Source:	adapted	from	Kent	(1996:	19–20)

Source:	Kelly	and	Ali	(2004:	121);	C.	Riessman	(personal	correspondence)

For	reasons	of	space,	this	permissions	letter	has	been	considerably	shortened.
However,	it	will	give	you	some	idea	of	the	sort	of	information	about	your
research	that	busy	people	will	expect.



However,	maybe	for	once,	the	issue	of	consent	is	less	complicated	than	it
seems.	It	is	important	to	recognise	that	people	want	information	they	can
understand;	they	are	usually	not	interested	in	the	often	technical	and
theoretical	research	questions	you	want	to	address.

It	is	true	that	researchers	who	study	human	subjects	ponder	over	the	dilemma
of	wanting	to	give	full	information	to	the	people	they	study	but	seeking	not	to
‘contaminate’	their	research	by	informing	subjects	too	specifically	about	the
research	question	to	be	studied.	As	Gobo	points	out:

In	some	kinds	of	research	(for	example	with	alcoholics,	drug	addicts,	the
mentally	ill,	the	handicapped,	former	prisoners)	it	is	not	always	possible
to	tell	the	subjects	why	and	how	they	have	been	selected	for	interview.
How	can	we	say	to	someone	‘you	interest	me	because	you’re	an
alcoholic’	or	‘I	want	to	interview	you	because	you’ve	been	in	jail’?	And
if	we	did	say	so,	would	not	this	induce	the	person	to	behave	according	to
the	stereotype	given	to	him	or	her	by	society?	(2008:	138)

There	is	a	further	twist	to	this	problem.	If,	like	Hepburn	and	Potter,	you	are
recording	what	people	say,	initial	consent	may	not	be	enough.	In	such	cases,
it	often	is	proper	to	obtain	further	consent	to	how	the	data	may	be	used,	as	in
the	following	case	study.

However,	as	always,	ethical	guidelines	depend	on	the	context.	Even	the
informed	consent	of	participants	may	not	be	required	in	every	form	of
research.	Marvasti	gives	the	example	of	a	study	where	you	are	observing
people	in	public	places	such	as	malls	or	restaurants.	As	he	asks:

Do	you	need	to	approach	each	patron	for	permission	to	observe	them?
The	general	consensus	is	that	what	people	do	in	public	places	is	by
definition	there	for	all	to	observe.	The	same	guideline	applies	to	public
statements.	If	in	a	published	newspaper	editorial	I	refer	to	my	personal
experiences,	you	don’t	need	my	permission	to	use	words	that	are	already
public	domain	(obviously,	you	have	to	cite	the	author	and	the	source).
What	if	the	interviewee	is	a	child	or	someone	who	is	mentally
incapacitated?	In	these	cases,	the	recommendation	is	to	gain	consent
from	a	parent	or	a	guardian	before	proceeding	with	the	research.	(2004:
136)

Marvasti	raises	some	important	issues	about	when	and	how	consent	to



research	should	be	obtained.	However,	it	would	be	wrong	to	assume	that
ethical	matters	are	confined	to	how	you	deal	with	research	subjects.	As	the
next	section	will	show,	it	is	wise	to	think	about	ethical	issues	at	all	stages	of	a
research	study.

Exercise	6.2
In	my	research	on	HIV-test	counselling	(Silverman,	1997),	despite	my	offer,	no	counsellors	or
clients	ever	asked	for	the	tape	recorder	to	be	switched	off	during	their	interview.

Does	this	mean	that	my	offer	to	them	to	switch	off	was	insufficient?
In	what	other	ways	could	I	offer	them	a	sound	ethical	basis	to	participate	in	my	research?

Case	Study

Sample	Permissions	Letter
I	am	writing	to	ask	if	you	will	help	me	with	my	research.	I	am	a	lecturer	in	psychology	at
Loughborough	University.	I	am	studying	the	process	of	counselling	on	telephone	help	lines	…
My	aim	is	to	highlight	the	rich	and	complex	set	of	discursive	and	conversational	practices	that	are
used	by	both	counsellors	and	young	people.	This	kind	of	study	has	been	especially	useful	in
family	therapy,	social	work	and	relationship	counselling,	and	I	have	good	links	with	some	of	the
key	analysts	in	this	field.	The	research	will	not	involve	extra	work	for	you	or	your	team	in	the
form	of	questionnaires	or	interviews	[explains	the	use	of	tape	recorders	in	the	research]	…

The	research	will	be	conducted	fully	within	BPS	ethical	guidelines	…	I	can	(also)	offer	…	to
share	my	results	with	you	in	the	form	of	a	feedback	report	and	workshop.	(Hepburn	and	Potter,
2004:	184)

Case	Study

A	Sample	Consent	Form	for	Studies	of	Language	Use
As	part	of	this	project,	we	have	made	a	photographic,	audio	and/or	video	recording	of	you	…	We
would	like	you	to	indicate	below	what	uses	of	these	records	you	are	willing	to	consent	to.	This	is
completely	up	to	you.	We	will	only	use	the	records	in	ways	that	you	agree	to.	In	any	use	of	these
records,	names	will	not	be	identified.

The	records	can	be	studied	by	the	research	team	for	use	in	the	research	project.
The	records	can	be	used	for	scientific	publications	and/or	meetings.
The	written	transcript	and/or	records	can	be	used	by	other	researchers.
The	records	can	be	shown	in	public	presentations	to	non-scientific	groups.
The	records	can	be	used	on	television	or	radio.

This	form	has	been	adapted	from	ten	Have	(1998:	Appendix	C)	and	is	based	on	a	form	developed
by	Susan	Ervin-Tripp,	Psychology	Department,	University	of	California	at	Berkeley.

6.2.2	Ethically	responsible	research	practice
In	this	section,	I	consider	three	different	stages	of	research:



framing	your	research	topic
analysing	data
when	the	study	is	completed.

Framing	your	research	topic
Research	topics	rarely	come	out	of	the	blue.	Sometimes	you	will	choose	a
particular	topic	because	it	seems	strange	or	exotic;	sometimes	because	it	is
close	and	familiar.	Practical	matters	such	as	ease	of	access	and	the	speed	with
which	you	can	gather	detail	may	be	important.	Inevitably,	your	personal
biography	will	be	involved	in	topic	selection.

Jennifer	Mason	suggests	that	one	way	to	confront	your	mixed	motives	is	to
try	to	clarify	your	intentions	while	you	are	formulating	your	research
problem.	Table	6.3	contains	her	advice	on	ethical	matters	at	this	early	stage	of
your	research.

Source:	adapted	from	Mason	(1996:	29–30)

Analysing	data
Although	you	may	claim	that	your	study	is	meant	to	improve	public
understanding	of	your	chosen	group’s	situation	and	perspective,	your	motives
can	also	be	criticised.	For	instance,	Dingwall	(1980)	has	noted	how	studying
underdogs	(disadvantaged	people)	‘undoubtedly	furnishes	an	element	of
romance,	radical	chic	even,	to	liven	the	humdrum	routine	of	academic
inquiry’.	He	then	goes	on	to	note	that	a	concern	to	champion	the	‘underdog’	is
‘inimical	to	the	serious	practice	of	ethnography,	whose	claims	to	be
distinguished	from	polemic	or	investigative	journalism	must	rest	on	its	ability
to	comprehend	the	perspectives	of	top	dogs,	bottom	dogs	and,	indeed,	lap
dogs’	(1980:	874).

Dingwall	concludes	that	social	research,	whatever	its	methods,	must	seek	to
produce	valid	generalisations	rather	than	‘synthetic	moral	outrage’	(1980:
874).	So,	when	it	comes	to	data	analysis,	you	need	to	show	your	readers	that
you	have	dealt	even-handedly	with	the	people	whose	lives	and	experiences



you	describe.	To	this	end,	Dingwall	suggests	an	ethic	of	‘fair	dealing’.	This
implies	that	we	should	ask	of	any	study:	‘Does	it	convey	as	much
understanding	of	its	villains	as	its	heroes?	Are	the	privileged	treated	as	having
something	serious	to	say	or	simply	dismissed	as	evil,	corrupt	or	greedy
without	further	enquiry?’	(1992:	172).

After	the	study
When	your	research	is	completed,	ethical	issues	remain.	For	instance,	should
you	be	satisfied	with	the	initial	consent	that	you	may	have	obtained	from
informants?	Or	should	you	ask	them	for	further	permission	before	you	publish
(this	is	known	as	process	consent	according	to	A.	Ryen,	personal
correspondence)?

These	questions	concerned	Sarah	Pink	after	she	had	interviewed	informants	in
their	homes	using	videos	of	their	homes:

(At	the	start)	I	asked	each	informant	to	sign	a	form	agreeing	to	take	part
in	the	study	and	to	the	confidentiality	of	the	materials	I	would	produce.
Later	when	I	produced	visual	projects	about	the	study	I	wrote	to	my
informants	asking	if	they	would	allow	me	to	use	their	images	in	my
visual	projects	and	to	confirm	if	they	would	like	to	re-view	and	approve
the	images	I	selected	before	these	were	screened	publicly.	Working	this
way	I	intended	to	ensure	that	both	my	informants	and	I	were	comfortable
with	the	way	they	were	represented.	(2004:	395)

Pink	reports	that	only	half	of	her	informants	agreed	to	allow	her	to	use	their
video	interviews.	By	asking	them	for	their	views	of	her	research,	Pink
suggests	that	researchers	can	also	gain	vital	new	information	because
‘informants	do	not	always	agree	with	our	analyses	of	them	and	their
comments	can	provide	important	new	insights’	(2004:	395).

Here	Pink	raises	the	issue	of	respondent	validation	discussed	in	Section
4.3.2.	Although	I	question	its	methodological	usefulness,	there	is	no	question
that	attempts	at	some	kind	of	feedback	to	the	people	you	study	is	a	proper
ethical	goal.

For	instance,	following	my	research	on	hospital	clinics	for	children
(Silverman,	1987),	I	gave	a	talk	to	the	parents’	association	at	one	of	the
hospitals	I	had	studied.	In	this	talk,	I	discussed	new	facts	from	my	research
about	doctor–parent	communication.	I	also	examined	the	implications	of	my
findings	for	reform	of	current	hospital	practices.	Subsequently,	I	was	invited



to	write	a	short	piece	on	my	research	for	the	newsletter	of	a	British
organisation	called	the	Patients’	Association.	In	this	article,	I	covered	much
the	same	ground	as	well	as	adding	guidelines	for	how	to	manage	better	or	get
better	service	from	hospitals	that	treat	sick	children.	Finally,	I	spoke	at	a
meeting	of	parents	of	children	with	diabetes.	My	aim	here	was	to	stress	what
my	research	had	revealed	about	the	painful	dilemmas	experienced	by	such
parents.	In	this	way,	I	sought	to	assure	them	that	others	share	their	own
experience	and	that	there	is	no	need	for	them	to	reproach	themselves.

However,	as	I	have	already	implied,	ethical	issues	can	turn	out	to	be	a
minefield	in	which	apparently	clear	guidelines	do	not	straightforwardly	settle
real	dilemmas.	In	the	final	section	of	this	chapter,	I	discuss	ethical
complications.

TIP



Before	you	begin	any	research	study,	it	is	wise	to	think	about	its	ethical	implications.	On	rare
occasions,	this	may	lead	you	to	abandon	the	study.	More	commonly,	it	will	help	you	to
design	a	study	with	proper	ethical	safeguards.
Always	discuss	such	issues	with	your	teachers.	Also	consult	the	guidelines	of	the
professional	association	of	your	discipline.	However,	do	not	assume	that	these	guidelines
will	cover	every	contingency	and	so	be	open	to	the	emerging	ethical	challenges	that	may
confront	you	at	any	stage	of	your	research.

Link



US	Office	of	Human	Subjects	Research:
ohsr.od.nih.gov	(go	to	Regulations	and	Ethical	Guidelines)

Exercise	6.3
Select	any	published	account	of	qualitative	research.	Re-read	it	in	order	to	answer	the	following
questions:

1.	 In	what	way(s),	if	at	all,	did	the	author(s)	address	ethical	matters	arising	in	this	research?
2.	 Were	there	any	unacknowledged	ethical	issues?	If	so,	how	might	they	have	been

addressed?
3.	 In	what	way(s),	if	at	all,	did	the	author(s)	discuss	the	contribution	of	this	research	for	non-

academic	audiences	including	the	people	researched?



4.	 What	unacknowledged	relevance	for	the	wider	community	might	this	research	have?
Explain	this	(in	no	more	than	200	words)	without	using	any	specialist	jargon.

6.3	Some	ethical	complications
Things	do	not	always	work	out	in	the	way	that	ethical	guidelines	would
suggest.	I	discuss	below	a	small	selection	of	issues	that	can	complicate	ethical
decision-making:

the	limitations	of	the	informed	consent	model
researching	‘strange’	cultures
ethics	online
ethics	and	the	unexpected.

6.3.1	The	limitations	of	the	informed	consent	model
Amir	Marvasti	has	observed	that	the	standard	model	of	informed	consent
approach	derives	from	quantitative	survey	research,	where	questions	are
asked	from	a	known	sample	with	very	little	variation	from	one	respondent	to
another.	As	he	comments	about	interview	studies:

The	problem	is	that	in	qualitative	research	sometimes	the	interview
questions	and	the	focus	of	the	project	itself	changes	in	the	course	of	the
study.	Depending	on	the	circumstances,	one	interview	may	be	very
different	from	another.	This	is	especially	true	for	in-depth	interviews	in
which	follow-up	questions	emerge	spontaneously	in	reaction	to
respondent’s	comments.	Since	one	cannot	anticipate	the	exact	direction
the	interview	will	take,	it	is	impossible	to	fully	inform	the	respondent
about	the	focus	of	the	study	in	advance.	(2004:	141)

Similar	problems	arise	in	ethnographic	studies	(see	Chapter	9),	where	in	the
course	of	your	observations,	you	come	into	contact	with	people	in	many
different	settings	and	may	want	to	change	the	focus	of	your	research.	As
Marvasti	notes,	such	challenges	have	led	some	qualitative	researchers	to	raise
fundamental	questions	about	the	feasibility	of	informed	consent.	To	illustrate
these	questions,	Marvasti	reports	a	study	by	Julia	Lawton	of	dying	patients	at
a	hospice	(a	medical/residential	facility	designed	for	the	care	of	the	terminally
ill).	According	to	Marvasti,	Lawton	(2001)	asks:

‘How	informed	is	informed	consent?	…	many	of	the	dying	patients



[Lawton]	studied	were	not	alert	enough	to	fully	understand	the	purpose
of	her	research.	[Lawton	asked	herself]	is	[it]	necessary	to	continually
remind	research	participants	of	the	informed	consent	agreement	since	in
prolonged	studies,	such	as	ethnographies,	the	participants	may	be
observed	many	times	in	many	situations	for	different	purposes?	(2004:
141)

It	may	appear	to	be	unfortunate	that	there	are	no	hard	and	fast	solutions	to
such	dilemmas.	However,	it	reminds	us	that	the	very	act	of	being	alert	to	such
potential	issues	is	a	hallmark	of	the	ethical	researcher.

6.3.2	Researching	‘strange’	cultures
How	we	define	the	‘strangeness’	of	other	cultures	is	highly	problematic.	As	I
remarked	in	Section	2.3.2:

under-theorisation	of	‘experience’	can	…	be	seen	when	a	researcher
follows	an	approach	to	different	cultures	which	is	uncritically	‘touristic’.
I	have	in	mind	the	‘upmarket’	tourist	who	travels	the	world	in	search	of
encounters	with	alien	cultures.	Disdaining	package	tours	and	even	the
label	of	‘tourist’,	such	a	person	has	an	insatiable	thirst	for	the	‘new’	and
‘different’.	The	problem	is	that	there	are	worrying	parallels	between	the
qualitative	researcher	and	this	kind	of	tourist.

The	problematic	analytic	(and	ethical)	character	of	defining	the	Other	also	has
a	purely	practical	side.	As	Ryen	notes,	on	the	basis	of	her	research	in	East
Africa:

For	many	poor	third-world	interviewees,	local	norms	make	it	difficult	to
turn	down	a	request	from	a	visitor	to	be	interviewed	or	they	do	not	know
the	potential	implications	of	participating	in	research.	[This	means	that]
the	general	ethical	correctness	of	informed	consent	irrespective	of	the
location	of	the	field	may	be	questionable	with	reference	to	the	North–
South	dimension	in	Third	World	projects.	(2004:	232)

Riessman	builds	on	Ryen’s	observations	by	reminding	us	of	‘the	inherent	and
practical	risks	associated	with	ethical	universalism	–	the	problematics	of
applying	“universal”	moral	principles	that	have	been	constructed	(that	is,



derived)	in	one	cultural	context	and	exporting	them,	without	modifications,	in
another’	(2004:	24).	The	following	case	study	gives	us	a	sense	of	these	issues.

In	her	research	on	business	in	East	Africa,	Ryen	reports	that,	like	Riessman,
she	sometimes	used	local	people	as	helpers	(in	Ryen’s	case,	she	used	civil
servants	to	find	and	inform	interviewees).	However,	as	she	notes,	this	‘simply
replaces	the	foreign,	Western	authority	with	the	local,	and	thereby	introduces
us	to	another	ethical	dilemma’	(2004:	233).

Another	example	from	Ryen’s	fieldwork	shows	that	these	sort	of	issues	need
not	be	specific	to	the	Western	researcher	in	developing	countries.	Ryen
writes:

In	a	couple	of	interviews	with	poor	female	employees,	the	interviewees
seemed	mentally	stressed.	Rather	then	seeing	the	(oral)	informed	consent
as	a	licence	to	go	on,	I	dropped	the	interviews	and	took	the	role	of	a
friend.	It	is	definitely	easier	for	me	as	a	woman	to	hold	the	hand	of	a
poor	woman	compared	to	a	rich	businessman	(my	interviewees	in
another	project).	Ethical	challenges	do	not	deprive	actions	of	their
symbolic	value.	(2004:	233)

Case	Study

Informed	Consent	and	Ruptured	Understandings
Riessman	conducted	research	in	villages	in	Kerala,	South	India,	between	1993	and	1994.	Her
interest	was	in	the	meaning	and	management	of	infertility	which,	she	remarks,	was	‘an	invisible
problem	in	the	Indian	context’.	Here	is	a	shortened	account	of	how	she	describes	her	ethical
dilemmas:

My	research	proposal	…	included	procedures	for	obtaining	informed	consent	from	childless
women.	But	…	the	very	language	of	Western	research	practice	–	‘obtaining’	informed
consent	–	indicates	who	will	be	in	control.

The	first	hint	of	trouble	happened	shortly	after	I	joined	my	host	institution,	the	research	unit
of	a	small	college	in	Kerala.	[My]	research	assistant,	Liza	–	a	26-year-old	Malayali	graduate
level	social	worker,	educated	in	Kerala	…	was	surprised	…	by	my	consent	form:	‘we	don’t
do	that	here’,	she	told	me	gently	…	I	persisted,	and	asked	her	to	translate	into	Malayalam	the
form	I	had	prepared	according	to	my	University’s	guidelines	…
Because	women	in	Kerala	are	educated	and	literate,	many	informants	read	along	as	we
communicated	the	contents	of	the	consent	form.	Most	women	signed	it.	A	significant
number,	however,	were	reluctant	to	affix	their	names.	They	were	suspicious,	not	about
interviewing	or	taping,	but	about	the	form.	Perhaps	they	thought	it	a	government	document.

Reflecting	now	on	the	refusal	of	some	women,	I	hear	their	worry.	The	consent	form	was	a
government	document	–	an	import	from	the	West,	designed	to	meet	my	University’s
Institutional	Review	Board	requirement	…	Signing	documents	in	the	Indian	context	carries	a
history	of	well-deserved	suspicion:	government	intrusion	into	property	rights,	inheritance,



marriage	customs,	and	reproductive	health.	Strangers	seeking	information	and	bearing	forms
are	not	easily	trusted,	especially	in	rural	villages.	(2004:	8–9)

6.3.3	Ethics	online
Some	of	Ryen’s	research	was	conducted	online	with	Asian	entrepreneurs
operating	in	East	Africa.	The	Internet	has	provided	a	valuable	resource	for
qualitative	researchers	but,	like	any	source	of	data,	it	contains	many	ethical
dilemmas.	Once	again,	Ryen	raises	a	set	of	crucial	questions:

How	do	we	relate	to	research	subjects	without	bodies,	what	about
identities	in	a	world	fit	for	masquerade,	are	real-time	chatrooms	like	the
public	square	or	does	conversational	chat	need	written	consent	to	be	used
in	research,	have	the	research	subjects	now	turned	into	authors,	and	if	so,
what	are	the	ethical	consequences	for	researchers?	(2004:	236)

The	following	case	study	is	an	example	of	how	Ryen	tried	to	handle	ethical
issues	when	using	material	gained	from	e-mail	messages	with	an	East	African
businessman	whom	she	refers	to	as	Sachin.

Online	research	is	not,	however,	limited	to	emails.How	far	are	the	social
media	a	fully	‘public’	space?	At	the	centre	of	this	emergingdialogue	is	the
issue	of	the	adequacy	of	conventional	‘offline’	ethical	guidelinesfor
conducting	research	in	online	contexts.	This	raises	a	number	of	questions:

What	do	the	conventional	notions	of	private	and	public	mean	in	online
research	venues?
Do	blog	researchers	need	to	gain	authorial	permission	from	bloggers
when	recording	their	posts?
Is	blog	material	academic	fair	game	or	is	informed	consent	needed?

There	is	no	consensus	among	social	scientists’	responses	to	the	broader
question	of	what	is	private	and	what	is	public	online.	Hookway	(2008)	has
noted	three	different	positions:

1.	 There	are	researchers	who	argue	that	archived	material	on	the	Internet	is
publicly	available	and	therefore	participant	consent	is	not	necessary.	This
position	often	rests	on	an	analogy	between	online	forums	and	public
space,	where	the	observation	and	recording	of	publicly	accessible
Internet	content	is	treated	like	research	on	television	content,	a	piece	of
art	in	a	public	gallery	or	letters	to	the	editor.

2.	 Some	researchers	claim	that	online	postings,	though	publicly	accessible,



are	written	with	an	expectation	of	privacy	and	should	be	treated	as	such.
3.	 There	are	those	who	argue	that	online	interaction	defies	clear-cut

prescription	as	either	public	or	private;	they	warn	online	researchers	of
mistaking	public	accessibility	of	online	forums	for	the	public	nature	of
the	interactions,	instead	emphasising	how	actors	themselves	construe
their	participation	in	online	environments.

Hookway’s	response	to	these	arguments	is	to	suggest	that:

There	is	a	strong	case	for	blog	researchers	to	adopt	the	‘fair	game–public
domain’	position.	Blogs	are	firmly	located	in	the	public	domain	and	for
this	reason	it	can	be	argued	that	the	necessity	of	consent	should	be
waived.	Further,	blogs	are	public	not	only	in	the	sense	of	being	publicly
accessible	but	also	in	how	they	are	defined	by	users.	Blogging	is	a	public
act	of	writing	for	an	implicit	audience.	The	exception	proves	the	rule:
blogs	that	are	interpreted	by	bloggers	as	‘private’	are	made	‘friends
only’.	Thus,	accessible	blogs	may	be	personal	but	they	are	not	private.
(2008:	104–5).

By	contrast,	some	Internet	researchers	suggest	that	Hookway’s	‘fair	game’
argument	is	potentially	dangerous.	In	the	following	case	study,	it	is	argued
that	even	tweets	on	Twitter	should	not	necessarily	be	regarded	as	fully
‘public’.

Research	on	the	social	construction	of	the	Internet	can	put	us	in	a	better
position	to	arbitrate	between	Lomborg	and	Hookway’s	different	ethical	views.
Clare	Madge	has	argued	that	geography’s	concern	with	space	and	place
makes	it	well	placed	to	carry	out	this	research.	As	she	argues:

Geographers	have	much	to	contribute	in	thinking	through	the	dynamic
spatialities	involved	in	online	research	ethics.	Geographers,	with	their
sensitivities	to	flows	and	inequalities	between	places,	are	well	placed	to
examine	variations	in	the	technologies	of	the	Internet	and	the	ethical
situations	that	arise	from	its	use:

showing	how	Internet	technologies	alter	in	different	sociocultural
settings	according	to	varying	global	relations	of	power,	flows	of	money,
ideas	and	people,	locally	grounded	power	relations	and	often	subtle
variations	(and	similarities)	in	cultural	values.



given	that	the	Internet	has	the	potential	to	‘compress’	physical	distance,
it	directly	challenges	ethical	inquiries	based	on	the	premise	that	distance
reduces	the	feeling	of	responsibility.	Internet-mediated	research	therefore
has	the	potential	to	challenge	the	static	boundaries	of	thinking
geography,	collapsing	local	and	global	in	the	ethical	field,	complicating
both	scale	and	presence	and	absence	by	bringing	together	face-to-face
relationships	immediately,	therefore	potentially	heightening
responsibilities	and	giving	potential	for	global	research	alliances	of
knowledge	and	power.	(Adapted	from	Madge,	2007:	668)

Case	Study

Analysing	Emails
I	suggested	to	Sachin	that	each	e-mail	should	consist	of	two	parts	–	one	private	and	one	interview.
This	worked	perfectly.	Eventually,	also	the	private	sections	of	his	e-mail	responses	turned	out	to
have	wonderful	data.	My	dilemma	was	that	I	had	told	him	that	I	would	publish	from	the	interview
part	only.	However,	in	one	publication	we	ended	up	also	using	‘private’	data	in	our	draft	(Ryen
and	Silverman,	2000).	I	explained	the	situation	to	Sachin,	and	was	very	happy	indeed,	when	close
to	the	deadline	for	a	conference,	I	got	his	consent.	The	question	is	what	I	would	have	done
without	this	consent.	I	had	earlier	asked	Sachin	if	he	wanted	me	to	send	him	copies	of
publications.	He	never	responded.	I	saw	his	non-response	as	a	sign	that	my	invitation	was
irrelevant	to	his	business	focus	and	of	no	interest.	He	was	fully	familiar	with	research	and
publications	as	implicitly	indicated	by	his	response	to	his	pseudonym,	that	of	an	international
cricket	player:	‘…	and	calling	me	“SACHIN”	is	quite	an	honour.!!!!!!!’	(22.02.99).	On	those
bases	I	would	have	drawn	the	conclusion	that	it	was	ethically	acceptable	to	use	the	data	without
Sachin’s	explicit	consent	apart	from	extracts	of	more	private	character.	His	consent	was	implicit
in	the	sense	that	I	earlier	had	made	it	clear	that	I	saw	the	communication	as	part	of	my	research.	I
had	promised	him	that	I	would	be	in	control	of	this	data,	and	being	the	only	one	to	see	and	select
data	in	case	of	co-publications	that	I	invited	to.	None	of	these	conditions	had	been	violated.
(Ryen,	2004:	243)

Case	Study

Studying	Tweets
Lomborg	(2013)	shows	how	the	Internet	complicates	the	basic	question	of	personhood	in	research
ethics.	Does	a	personal	blog	equal	a	human	subject?	Or	is	a	blog	to	be	considered	a	textual
artefact,	that	is,	a	cultural	product	that	may	be	attributed	to	an	author	but	nonetheless	is	somewhat
detached	from	the	person	who	produced	it?	For	instance,	while	it	may	be	clear	that	an	online
newspaper	constitutes	a	public	space,	the	information	posted	on	a	publicly	accessible	Twitter	or
Facebook	profile	of	an	ordinary	user	might	not	always	be	readily	defined	as	public	information.

The	concept	of	perceived	privacy	concerns	the	expectations	that	Internet	users	may	hold
concerning	the	privacy	of	their	online	activities,	their	control	over	personal	information	and	their
protection	from	harm.	Several	scholars	have	pointed	out	that	although	many	forms	of	online
communication	are	publicly	accessible,	and	available	for	anyone	who	cares	to	read	along,
participants	may	perceive	their	postings	as	private.
Lomborg	takes	the	example	of	his	two	qualitative	case	studies	of	the	use	of	personal	blogs	and
Twitter.	He	was	concerned	to	show	how	these	uses	were	incorporated	into	the	rhythm	of	the	users’
everyday	lives,	and	how	blogs	and	Twitter	acquired	significance	and	specific	meanings	in	this



process.	The	problem	was	that	participants	might	understand	Lomborg’s	data	collection	as	a	kind
of	‘eavesdropping’	–	listening	in	on	a	conversation	that	I	was	not	part	of,	and	not	meant	to	be	part
of.	For	this	reason,	he	concluded	that,	to	archive	and	use	their	blogs	and	Twitter	profiles	as	part	of
his	data	material,	he	was	ethically	obliged	to	ask	permission	from	the	authors	of	the	cases	he
wanted	to	include.

So	Lomborg	talked	to	the	participants	about	the	project	aims	of	understanding	social	media
practices	in	the	context	of	everyday	life,	and	their	roles	as	participants	representing	types	in	this
respect.	He	then	asked	the	participants	to	read	and	sign	an	informed	consent	form	before	the	study
began.	The	form:

explained	his	research,	what	data	he	wanted	to	collect	and	how	it	would	be	used
requested	permission	to	archive	the	activity	on	their	blogs	and	Twitter	profiles,	and	to	use
these	data	publicly	in	his	research
stated	their	rights,	including	the	right	to	withdraw	from	the	study	at	any	point	in	the
process,	thereby	also	terminating	his	right	to	use	their	data	in	the	analysis.

6.3.4	The	unexpected
No	set	of	guidelines	or	principles	of	good	practice	can	foresee	every
eventuality.	As	Marvasti	argues:

In	theory,	researchers	should	take	every	reasonable	measure	to	protect
their	subjects	from	harm,	but	in	reality,	it	is	impossible	to	anticipate
every	risk.	One	reason	for	this	is	that	your	study	might	affect
respondents	in	different	ways	…	Even	if	your	respondents	voluntarily
take	part	in	your	study,	they	may	not	be	in	a	position	to	fully	appreciate
the	potential	harm	they	could	suffer	from	their	participation.	(2004:	136–
7)

Marvasti	gives	the	hypothetical	example	of	a	research	study	of	a	support
group	for	people	with	chronic	depression.	In	the	study,	a	researcher	conducts
interviews	where	people	are	asked	about	what	they	think	are	the	sources	of
their	mental	illness:

One	of	the	questions	that	comes	up	during	the	interview	is	whether	or
not	the	respondent	has	been	a	victim	of	child	abuse.	Specifically,	the
researcher	asks,	‘Have	you	been	sexually	or	physically	abused	by	a
relative	or	an	acquaintance?	If	so,	please	describe	how	this	happened	and
when?’	Suppose	the	respondent	tries	to	answer	this	question	and	in	the
process	has	to	recall	a	very	painful	past.	After	the	interview,	the
respondent	becomes	even	more	depressed	and	tries	to	commit	suicide.	Is
the	researcher	to	blame	for	this	unfortunate	event,	given	that	the



participation	was	completely	voluntary?	(Marvasti,	2004:	137)

Although	this	tragic	outcome	could	not	have	been	predicted,	Marvasti
suggests	that	two	additional	precautions	might	have	led	to	a	better	outcome:

The	research	participants	should	have	been	informed	in	advance	about
the	types	of	questions	they	would	be	asked	and	reminded	that	they	have
the	option	not	to	answer	certain	questions	or	to	end	the	interview
whenever	they	wish.
Given	the	sensitive	nature	of	child	abuse,	perhaps	our	researcher	should
have	taken	precautionary	steps	to	terminate	the	interview	if	the
respondent	appeared	overly	emotional.	(2004:	137)

TIP



If	respondents	get	upset	in	interviews,	ask	if	they	want	to	talk	with	someone	further	about
issues/memories	that	came	up,	and	provide	a	list	of	mental	health	practitioners	and/or	clinics.
When	studying	divorce,	Riessman	called	several	respondents	the	day	after	the	interview	to
ask	if	they	had	any	further	thoughts,	indirectly	enquiring	if	they	were	all	right	(C.	Riessman,
personal	correspondence).

LINKS



For	the	ethical	guidelines	provided	by	the	Economic	and	Social	Research	Council	(UK),	go
to:
www.esrc.ac.uk/about-esrc/information/research-ethics.aspx

US	ethical	guidelines	are	provided	by	an	Institutional	Review	Board.	See:
www.fda.gov/oc/ohrt/irbs/default.htm

KEY	POINTS
At	every	stage	of	the	research	process,	from	study	design	to	data
gathering	and	data	analysis	to	writing	your	report,	you	need	to	be	aware

http://www.esrc.ac.uk/about-esrc/information/research-ethics.aspx
http://www.fda.gov/oc/ohrt/irbs/default.htm


of	ethical	issues.
Ethical	guidelines	are	usually	available	from	your	university	department
and	from	the	professional	associations	that	recruit	within	your	discipline.
The	varying	social	contexts	of	action	mean	that	such	guidelines	cannot
cover	every	situation	that	will	arise.	This	means	that	you	should	always
be	alert	to	emerging	ethical	issues	and	confront	them	as	best	you	can.

Study	Questions
1.	 Why	do	research	ethics	matter?
2.	 What	kind	of	ethical	problems	can	arise	in	social	research?
3.	 What	special	ethical	issues	arise	in	researching	vulnerable	people?
4.	 What	safeguards	can	we	put	in	place	to	try	to	maintain	ethical	integrity?
5.	 What	is	informed	consent?	How	can	it	be	achieved	in	practice?
6.	 What	ethical	issues	arise	in	using	online	material	such	as	blogs?

Recommended	Reading
Hay	and	Israel	(2006)	provide	a	valuable	textbook	on	research	ethics.	Ryen’s
(2011)	chapter	‘Ethics	in	qualitative	research’	is	a	key	source	which	includes
fascinating	material	on	her	ethnographic	research	in	East	Africa.	The	special
issue	on	research	ethics	in	Qualitative	Social	Work:	Research	and	Practice,
guest	edited	by	Ryen	(2008)	(http://qsw.sagepub.com/content/vol7/issue4/),
offers	an	overview	article	and	some	good	illustrations	on	ethical	governance,
informed	consent,	trust,	etc.

For	more	details	of	some	of	the	case	studies	discussed	in	this	chapter,	see
Back	(2004)	and	Riessman	(2004).	For	a	discussion	of	the	ethics	of
interviews,	look	at	Gatrell	(2009).	Smith	(1995)	discusses	the	ethics	of	focus
groups.

http://qsw.sagepub.com/content/vol7/issue4/
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

distinguish	the	different	kinds	of	interview
understand	what	skills	are	used	in	doing	an	interview
recognise	the	various	theoretical	bases	of	interview	research
conduct	a	simple	analysis	of	interview	data	in	a	way	which	is	appropriate	to	your	research
problem.

If	you	have	been	thinking	about	doing	a	research	project,	the	likelihood	is	that
the	first	method	you	considered	is	the	open-ended	interview.	In	this	chapter,
we	examine	the	uses	and	pitfalls	of	interview	data.	Working	through	a	number
of	examples,	I	will	show	the	key	role	played	by	basic	theoretical	assumptions
about	how	we	treat	interview	data.

However,	first	we	must	understand	the	method.	The	‘unstructured’	or	‘open-
ended’	interview	is	most	common	in	qualitative	research.	How	does	it	differ
from	other	kinds	of	interview?	And	what	kinds	of	skills	does	it	involve?

7.1	What	is	an	‘open-ended’	interview?
Noaks	and	Wincup	(2004)	have	sketched	out	the	characteristics	of	three
different	interview	formats	and	of	the	focus	group,	in	which	the	researcher
acts	more	as	the	facilitator	of	a	group	discussion	rather	than	as	a	questioner.
Table	7.1	shows	the	skills	expected	in	each	format.

Source:	adapted	from	Noaks	and	Wincup	(2004:	80)

Chapter	8	examines	focus	groups.	I	will	concentrate	here	on	the	open-ended
interview	which,	as	Noaks	and	Wincup	note,	is	commonly	used	to	elicit	life-
histories.	In	such	interviews,	in	order	to	achieve	‘rich	data’,	the	keynote	is
‘active	listening’	in	which	the	interviewer	‘allows	the	interviewee	the	freedom
to	talk	and	ascribe	meanings’	while	bearing	in	mind	the	broader	aims	of	the



project	(Noaks	and	Wincup,	2004:	80).

These	aims	have	been	described	as	‘understanding	the	language	and	culture	of
the	respondents’	(Fontana	and	Frey,	2000:	654).	In	order	to	achieve	such	an
understanding,	according	to	Fontana	and	Frey,	the	open-ended	interviewer
must	resolve	these	problems:

deciding	how	to	present	yourself,	e.g.	as	a	student,	as	a	researcher,	as
woman-to-woman	or	simply	as	a	humble	learner
gaining	and	maintaining	trust,	especially	where	one	has	to	ask	sensitive
questions
establishing	rapport	with	respondents,	i.e.	attempting	to	see	the	world
from	their	viewpoint	without	‘going	native’.	(2000:	655)

Lists	like	these	can	look	pretty	empty	without	any	concrete	illustrations.	Let
us	look	at	how	issues	like	‘rapport’	turn	out	in	practice.

I	conclude	this	section	with	four	observations	that	follow	from	Rapley’s
suggestions:

1.	 No	special	skills	are	required:	‘qualitative	interviewing	does	not	involve
extra-ordinary	skill,	it	involves	just	trying	to	interact	with	that	specific
person,	trying	to	understand	their	experience,	opinion	and	ideas	…	[This
may	involve]	initially	introducing	a	topic	for	discussion	[lines	11–12	of
Extract	7.1];	listening	to	the	answer	and	then	producing	follow-up
questions	[lines	24–6];	asking	them	to	unpack	certain	key-terms	…	And
whilst	listening	going	‘mm’,	‘yeah’,	‘right’	[lines	20,	22,	32	and	35]
alongside	nodding,	laughing,	joking,	smiling,	frowning	(Rapley,	2004:
25–6).	We	do	not	need	to	be	trained	in	these	skills.	The	activities	that
Rapley	describes	are	used	by	all	of	us	all	the	time	in	everyday
conversations.	Even	if	we	are	the	kind	of	person	who,	unlike	the
qualitative	interviewer,	tries	to	monopolise	a	conversation,	we	still	use
these	skills	to	gain	the	floor.

2.	 The	interview	is	collaboratively	produced:	both	interviewer	and
interviewee	use	their	mundane	skills.	The	interviewee	is	not	a	passive
‘vessel	waiting	to	be	tapped’	(Gubrium	and	Holstein,	2004:	151).	For
instance,	look	at	how	Dan,	in	Extract	7.1,	line	27	onwards,	nicely
manages	the	potentially	damaging	implications	of	his	avowed	interest	in
drugs	(line	23).	So	Dan	is	not	passively	‘offering	the	truth	of	his
experience;	in	other	interactions,	with	other	questions,	other	…	truths
would	emerge’	(Rapley,	2004:	21–2).	Later	in	this	chapter,	we	shall	show
how	Rapley	analyses	this	extract	in	detail.	For	the	moment,	it	is	worth
noting	that,	from	this	perspective,	‘the	respondent	is	transformed	from	a



repository	of	opinions	and	reason	or	a	wellspring	of	emotions	into	a
productive	source	of	either	form	of	knowledge’	(Gubrium	and	Holstein,
2004:	150).

3.	 Interviewers	are	active	participants:	while	qualitative	interviewers	do
not	attempt	to	monopolise	the	conversation,	neither	do	they	fade	into	the
background.	So,	in	Extract	7.1,	without	IR’s	‘mm’s,	Dan	might	not	have
expanded	on	his	answers.	As	Gubrium	and	Holstein	put	it:	‘while	the
respondent	…	actively	constructs	and	assembles	answers,	he	or	she	does
not	simply	“break	out”	talking.	Neither	elaborate	narratives,	nor	one-
word	replies	emerge	without	provocation’	(2004:	152).	This	means,	as
Rapley	points	out,	that	interviewing	is	never	just	‘a	conversation’:	the
interview	‘may	be	conversation	al,	but	you	as	the	interviewer	do	have
some	level	of	control.	You	routinely	decide	which	bit	of	talk	to	follow-
up,	you	routinely	decide	when	to	open	and	close	various	topics	and	the
interaction	as	a	whole’	(Rapley,	2004:	26).

4.	 No	one	interviewing	style	is	‘best’:	interviewers	can	choose	to	be	more
or	less	passive	or	active	(even,	as	Rapley	argues,	choosing	to	disclose
information	about	themselves	in	order	to	provoke	further	talk).	However,
there	are	no	principled	grounds	to	assume	that	‘passivity’	or	‘activity’
works	best:	‘	no	single	ideal	gains	“better	data”	than	the	others.	You
cannot	escape	from	the	interactional	nature	of	interviews.	Whatever
“ideals”	interviewers	practice,	their	talk	is	central	to	the	trajectories	of
the	interviewees’	talk’	(Rapley,	2004:	26,	author’s	emphasis).

Points	1–4	above	show	that	the	issues	at	stake	in	deciding	what	is	a
qualitative	interview	transcend	purely	technical	matters.	So,	in	this	section,
we	have	moved	from	normative	issues	of	what	is	‘good’	and	‘bad’	interview
practice	to	key	theoretical	assumptions	about	what	is	involved	in	‘the	active
interview’	in	which	both	interviewer	and	interviewee	participate	actively	in
making	sense	together.	As	Gubrium	and	Holstein	put	it:

all	interviews	are	active,	regardless	of	how	neutral	the	interviewers	and
how	co-operative	the	respondents.	No	matter	how	hard	interviewers	try
to	restrain	their	presence	in	the	interview	exchange	and	no	matter	how
forthright	interviewees	are	in	offering	their	views,	these	are	interactional
accomplishments	rather	than	neutral	communicative	grounds.	(2011:
150)

We	will	now	see	that	similar	theoretical	matters	arise	in	a	second,	basic
question:	why	interview?



Case	Study

Interviewing	a	Teenager
Tim	Rapley	(2004)	carried	out	a	qualitative	interview	with	a	teenager	(Dan)	who	has	trained	as	a
drug	peer–educator.	Extract	7.1	occurs	after	some	ice-breaking	questions.	Here	the	interviewer
(IR)	shifts	to	the	‘official’	topic	of	the	interview	–	discovering	Dan’s	motivations	for	doing	his
job.	Note	that	the	transcript	conventions	used	in	Extract	7.1	are	shown	in	the	Appendix,	for
example	(0.4)	indicates	a	pause	in	parts	of	a	second.	However,	at	this	stage,	if	you	prefer,	you	can
ignore	these	conventions	and	just	focus	on	the	bare	text.

Extract	7.1	[Rapley,	2004:	21,	simplified]
 11. IR:  all	right	(.)	okay	hh	so	can	you	tell	me	why	why	did	you

 12.   put	yourself	forward	at	that	stage
 13. Dan:  erm	phh	Well	it	is	the	sort	of	thing	erm	(0.4)	I	like	to	do

 14.   and	I	do	I	enjoy	you	know	(.)	learning	things	I	didn’t
 15.   know	before	and	then	you	know	teaching	it	its

 16.   things	that	I	do	you	know	I	teach	a	lot	of	other	things
 17.   as	well	as	drama	and	so	forth	so	um	.hh	quite	used	to	doing

 18.   it	and	I	come	from	a	medical	family	so	er	(0.3)
 19.   [you	k]now	drugs	and	so	forth	we	do

20. IR:  [m	m]
 21. Dan:  it	we	discuss	quite	a	lot	and	er

22. IR:  yeah
23. Dan:  and	it	is	something	it	doe-	did	interest	me	really

24. IR: okay	was	there	any	other	particular	interest	in	the
25.   fact	that	it	was	drugs	I	mean	is	that	something

26.   that	is	meaningful	to	you	pa[rticularly	or	not
27. Dan:  [well-

28.   yeah	well	it	is	I	mean	cause	it’s	everywhere
29.   I	think	is	mean-	its	got	to	be	meaningful	t-	t-	to

30.   you	know	a	greater	or	lesser	extent	to	everyone
 31.   [because	there	is	so]	much	of	it	around	and

32. IR:  [	r	i	g	h	t	]
33. Dan:  er	you	know	it’s	good	to	know	things	as	well

34.   I	think	its	er	simply	because	its	you	know	its	so	much
35. IR:  mm

36. Dan:  you	know	in	the	news	and	everything	it’s	er
Rapley	asks	us	to	notice	how,	in	this	extract,	IR	may	be	seen	to	produce	some	of	the	skills	listed
in	Table	7.1.	For	instance:

IR	works	to	‘just’	follow-up	on	Dan’s	talk	[lines	24–6],	to	facilitate	his	talk	[through	the
displays	of	understanding	and	interest	at	lines	22,	32	and	35]	without	asserting	his	opinions
or	making	any	appreciative	or	critical	comments.	IR	is	doing	being	neutral	towards	the	topic



while	displaying	interest.	He	is	engaged	in	‘neutral	istic’	conduct	but	he	is	not	‘being	neutral’
in	any	conventional	sense.	(Rapley,	2004:	21,)

As	Rapley	suggests,	this	extract	‘demonstrates	some	key	interactional	practices	of	qualitative
interviewing	…	[aimed]	at	gaining	very	detailed	and	comprehensive	talk	–	which	I	take	it	is	a
central	rationale	of	qualitative	interviewing’	(2004:	22).	To	this	end,	interviewers	follow	up	on
aspects	of	interviewees’	answers	but,	above	all,	‘allow	them	the	space	to	talk’	(2004:	25).

TIP

Always	try	to	record	your	interviews.	When	you	have	completed	your	first	interview,
transcribe	it	using	one	of	the	existing	methods	(see	the	Appendix).	Remember	that	if	Rapley



had	not	followed	this	approach,	his	analysis	would	have	been	poorer	(and	probably	plain
wrong!).

Link

www.qualitative-research.net/fqs/fqs-eng.htm	(in	the	‘Search’	box,	enter	‘Interview’)

7.2	Why	interview?
This	may	seem	like	a	surprising	question.	After	all,	the	majority	of	published
qualitative	research	articles	use	interviews	(Silverman,	2005:	238–9).	In	a

http://www.qualitative-research.net/fqs/fqs-eng.htm


recent	survey	of	one	qualitative	journal,	I	found	that,	of	the	18	research	papers
published	in	2008–9,	16	were	based	on	interview	data.

Of	course,	compared	with	other	methods,	interviews	are	relatively
economical	in	terms	of	time	and	resources.	However,	as	we	have	already
seen,	one	of	the	strengths	of	qualitative	research	is	its	ability	to	access	directly
what	happens	in	the	world,	that	is	to	examine	what	people	actually	do	in	real
life	rather	that	asking	them	to	comment	upon	it.	Given	the	availability	of	the
other	methods	discussed	in	Part	II	of	this	book,	why	should	we	ever	depart
from	naturally	occurring	data	and	use	contrivances	like	interviews	and
focus	groups	(Potter,	2002)?

There	are	two	simple	answers	to	this	question:

everything	depends	upon	your	research	topic;	methods	in	themselves
have	no	intrinsic	value.
we	should	be	wary	of	an	oversimplistic	distinction	between	methods	that
are	contrived	and	those	that	are	‘natural’	(see	Atkinson	and	Coffey,	2002;
Speer,	2002,	Silverman,	2013a:Chapter	2).	The	world	never	speaks
directly	to	us	but	is	always	encoded	via	recording	instruments	like	field
notes	and	transcripts.	Even	if	we	use	audio	or	video	recorders,	what	we
hear	and	see	is	mediated	by	where	we	place	our	equipment.

Although	this	is	an	important	caveat,	following	Potter	(2002),	I	argued	in
Chapter	2	that	it	is	incumbent	upon	qualitative	researchers	to	justify	using
contrivances	like	interviews	and	focus	groups.	However,	it	must	be	stressed
that	such	justifications	are	by	no	means	the	norm.	When	qualitative
researchers	justify	using	interviews,	they	tend	to	forget	other	qualitative
methods	and	simply	stress	the	advantages	of	the	open-ended	interview
compared	with	the	quantitative	fixed-choice	interview	or	questionnaire.	The
following	case	study	is	an	example	of	this.

Bridget	Byrne	follows	the	logic	of	the	alcohol	study	in	recommending	open-
ended	interviews	to	overcome	the	inadequacies	of	survey	research.	As	she
puts	it:

qualitative	interviewing	is	particularly	useful	as	a	research	method	for
accessing	individuals’	attitudes	and	values	–	things	that	cannot
necessarily	be	observed	or	accommodated	in	a	formal	questionnaire.
Open-ended	and	flexible	questions	are	likely	to	get	a	more	considered
response	than	closed	questions	and	therefore	provide	better	access	to
interviewees’	views,	interpretation	of	events,	understandings,
experiences	and	opinions	…	(qualitative	interviewing)	when	done	well	is



able	to	achieve	a	level	of	depth	and	complexity	that	is	not	available	to
other,	particularly	survey-based,	approaches.	(2004:	182,	my	emphasis)

Notice	how	Byrne	confines	her	comparisons	to	the	survey	or	questionnaire.
However,	although	she	finds	such	quantitative	methods	wanting,	she	shares	a
common	assumption	with	survey	researchers.	Like	them,	she	emphasises	the
importance	of	interviewer	skills	in	bringing	off	an	effective	interview	(one
‘done	well’)	as	seen	in	Table	7.1.

For	the	moment,	however,	I	want	to	focus	on	one	further	aspect	of	Byrne’s
defence	of	the	qualitative	interview.	Drawing	upon	feminism,	she	suggests
that	‘qualitative	interviewing	has	been	particularly	attractive	to	researchers
who	want	to	explore	voices	and	experiences	which	they	believe	have	been
ignored,	misrepresented	or	suppressed	in	the	past’	(Byrne,	2004:	182).	Many
researchers	follow	Byrne	and	use	interviews	because	they	feel	they	can
employ	them	to	‘explore	voices	and	experiences’.

However,	this	assumes	that	what	people	say	in	interviews	can	be	treated	as	a
direct	expression	of	their	‘experience’.	As	we	shall	see	shortly,	this	naturalist
argument,	while	very	common	in	qualitative	research,	makes	several
problematic	assumptions.	Later	in	this	chapter,	I	return	to	the	issue	of	the
analysis	of	interview	data.	First,	however,	we	must	come	to	grips	with	the
theoretical	issues,	hinted	at	by	Byrne,	that	lie	behind	how	we	approach
interview	data.

Case	Study

Unsafe	Sex
Peter	Weatherburn	et	al.’s	(1992)	research	was	part	of	Project	SIGMA,	which	is	a	British
longitudinal	study	of	a	non-clinic-based	cohort	of	over	1000	gay	men.	Like	other	qualitative
researchers,	they	distrusted	positivistic	explanations	of	behaviour	which	reduced	social	life	to	a
response	to	particular	‘stimuli’	or	‘variables’.	Many	such	studies	assert	that	there	is	an	association
between	alcohol	and	drug	‘misuse’	and	‘risky’	sexual	behaviour.	Conversely,	Weatherburn	et	al.
suggest	the	following:	‘the	link	is	asserted	but	not	proven;	that	the	evidence	is	at	best
contradictory	and	that	this	assertion	is	informed	by	a	puritanical	moral	agenda’	(1992:	119).
In	their	own	research,	we	find	two	assumptions	which	are	absent	from	these	earlier,	generally
quantitative,	research	studies:

1.	 No	assumption	is	made	about	a	strong	interrelation	between	alcohol	use	and	engagement	in
unsafe	sex.

2.	 Psychological	traits	(like	defects	of	character	or	weakness	of	resolve	under	the	influence	of
alcohol)	are	held	to	be	an	inadequate	explanation	of	enduring	unsafe	sexual	practices.
(1992:	122–3)

Consequently,	they	favoured	‘open-ended’	questions	to	try	to	understand	the	meanings	attached	to
alcohol	use	by	their	sample.	For	instance:	‘The	first	question	asked	respondents:	“Would	you	say



alcohol	plays	a	significant	role	in	your	sex	life?”’	Those	respondents	who	said	‘yes’	were	probed
in	detail	about	its	exact	nature.	Respondents	were	also	asked	‘whether	alcohol	had	ever
influenced	them	to	engage	in	unsafe	sexual	behaviours’	(1992:	123).	Typically,	in	an	open-ended
interview	study,	respondents	were	encouraged	to	offer	their	own	definitions	of	particular
activities,	‘unsafe	sex’	for	example.

The	findings	of	the	study	reflect	the	complexity	of	the	attempt	to	explain	the	‘causes’	of	social
behaviour.	The	effects	of	alcohol	were	found	to	depend	upon	‘the	context	of	the	sexual	encounter
and	the	other	party	involved	in	the	sexual	negotiation’	(1992:	129).	Only	in	a	minority	of	reports
was	alcohol	treated	as	the	‘cause’	of	unsafe	behaviour.	In	the	majority	of	cases,	although	people
might	report	themselves	as	‘fairly	drunk’,	they	described	their	sexual	activities	as	the	outcome	of
conscious	deliberation.
This	interview	study	highlights	the	advantages	of	open-ended	interviews	in	offering	an	apparently
‘deeper’	picture	than	the	variable-based	correlations	of	quantitative	studies.	However,	it	also
implies	why	it	can	be	difficult	to	get	funding	or	acceptance	for	qualitative	research.	While
quantitative	research	may	make	questionable	assumptions,	it	tends	to	deliver	apparently	reliable
and	valid	correlations	between	‘variables’	that	appear	to	be	self-evident.	Moreover,	these
correlations	usually	lead	in	clear-cut	policy	directions.

Indeed,	how	justified	is	it	to	suggest	that	open-ended	interviews	offer	a	‘deeper’	picture	than
survey	research?	What	meaning	should	we	should	attach	to	descriptions	of	using	alcohol,	given
that	people	may	recall	those	features	that	depict	their	behaviour	as	socially	desirable?	As
Weatherburn	et	al.	put	it,	‘it	is	recognized	that	asking	people	retrospective	questions	about	alcohol
use	may	well	be	problematic,	both	because	of	social	desirability	phenomena	and	because	alcohol
itself	impairs	recall’	(1992:	123).
This	observation	goes	to	the	heart	of	an	unresolved	debate	about	the	status	of	interview	accounts;
namely	are	such	accounts:

true	or	false	representations	of	such	features	as	attitudes	and	behaviour?
simply	‘accounts’	where	the	researcher’s	interest	is	in	how	they	are	constructed	rather	than
their	accuracy?

7.3	Implications:	three	versions	of	interview	data
Two	troubling	issues	arise	from	what	Rapley	and	Weatherburn	et	al.	say	about
their	data:

Interviews	do	not	appear	to	give	us	direct	access	to	the	‘facts’	(e.g.	why
Dan	became	a	drug	educator)	or	to	events	(e.g.	becoming	an	alcoholic).
Interviews	do	not	tell	us	directly	about	people’s	‘experiences’	but	instead
offer	indirect	‘representations’	of	those	experiences.	As	Byrne	herself
recognises,	‘few	researchers	believe	that	in	the	course	of	the	interview,
you	are	able	to	“get	inside	someone’s	head”.	What	an	interview	produces
is	a	particular	representation	or	account	of	an	individual’s	views	or
opinions’	(2004:	182).

The	lack	of	stability	of	such	apparent	‘realities’	as	‘facts’	and	‘experiences’
resembles	my	discussion	of	the	family	in	my	discussion	of	‘contextual
sensitivity’	in	Section	2.2.2.	As	we	saw,	Gubrium’s	research	on	the	‘family’
points	to	the	way	in	which	idealised	conceptions	of	social	phenomena	can,	on



closer	examination,	become	like	a	will-o’-the-wisp,	dissolving	into	sets	of
practices	embedded	in	particular	settings.	The	methodological	import	of	this
for	interview	data	has	been	made	clear	by	Carolyn	Baker.	As	she	writes:

When	we	talk	about	the	world	we	live	in,	we	engage	in	the	activity	of
giving	it	a	particular	character.	Inevitably,	we	assign	features	and
phenomena	to	it	and	make	it	out	to	work	in	a	particular	way.	When	we
talk	with	someone	else	about	the	world,	we	take	into	account	who	the
other	is,	what	that	other	person	could	be	presumed	to	know,	‘where’	that
other	is	in	relation	to	ourself	in	the	world	we	talk	about.	(1982:	109)

Here	Baker,	like	Rapley,	is	questioning	the	attempt	to	treat	interview
questions	and	answers	as	passive	filters	towards	some	truths	about	people’s
identities	(for	instance,	as	a	lesbian	who	has	‘come	out’).	Instead,	she	is
telling	us,	interviewer	and	interviewee	actively	construct	some	version	of	the
world	appropriate	to	what	we	take	to	be	self-evident	about	the	person	to
whom	we	are	speaking	and	the	context	of	the	question.

Baker	is	raising	a	number	of	issues	about	the	status	of	interview	data,
including:

1.	 What	is	the	relation	between	interviewees’	accounts	and	the	world	they
describe?	Are	such	accounts	potentially	‘true’	or	‘false’	or	is	neither
concept	always	appropriate	to	them?

2.	 How	is	the	relation	between	interviewer	and	interviewee	to	be
understood?	Is	it	governed	by	standardised	techniques	of	‘good
interviewing	practice’?	Or	is	it,	inevitably,	as	Rapley	shows	us,	based	on
conversational	practices	we	all	use	in	everyday	life?

There	are	three	different	ways	in	which	most	social	scientists	would	answer
Baker’s	questions,	as	follows.

According	to	positivism,	interview	data	have	the	potential	to	give	us
access	to	‘facts’	about	the	world;	the	primary	issue	is	to	generate	data
which	are	valid	and	reliable,	independently	of	the	research	setting;	the
main	ways	to	achieve	this	are	the	random	selection	of	the	interview
sample	and	the	administration	of	standardised,	questions	with	multiple-
choice	answers	which	can	be	readily	tabulated.
According	to	naturalism,	interviewees	are	viewed	as	experiencing
subjects	who	actively	construct	their	social	worlds;	the	primary	issue	is
to	generate	data	which	give	an	authentic	insight	into	people’s



experiences;	the	main	ways	to	achieve	this	are	unstructured,	open-ended
interviews.
According	to	constructionism,	interviewers	and	interviewees	are	always
actively	engaged	in	constructing	meaning.	Rather	than	treat	this	as
standing	in	the	way	of	accurate	depictions	of	‘facts’	or	‘experiences’,	the
researcher’s	topic	becomes	how	meaning	is	mutually	constructed.
Because	of	this,	research	interviews	are	not	treated	as	specially
privileged	and	other	interviews	(e.g.	media	or	professional–client
interviews)	are	treated	as	of	equal	interest;	that	is	interviews	are	treated
as	topics	rather	than	as	a	research	resource.	A	particular	focus	is	on	how
interviewees	construct	narratives	of	events	and	people	(see	Riesmann,
1993,	and	Section	5.2)	and	the	turn-by-turn	construction	of	meaning	(see
the	discussion	of	conversation	analysis	in	Chapter	11).

These	three	positions	are	set	out	in	Table	7.2.

Table	7.2	demonstrates	that	how	we	understand	what	people	say	in	interviews
is	shaped	by	basic	theoretical	assumptions.	As	Kathryn	Roulston	has	pointed
out:

Researchers’	theoretical	assumptions	about	qualitative	interviews	have
implications	for	how	research	interviews	are	structured,	the	kinds	of
research	questions	made	possible,	the	kinds	of	interview	questions
posed,	how	data	might	be	analysed	and	represented,	how	research
projects	are	designed	and	conducted,	and	how	the	quality	of	research	is
judged	by	the	communities	of	practice	in	which	work	is	situated.	(2010:
224)

Let	me	now	describe	these	three	different	approaches	in	greater	detail,
looking	at	the	type	of	knowledge	each	pursues	and	the	different	research	tasks
they	set	themselves.



7.4	Positivism
In	survey	research,	which	is	geared	to	a	statistical	logic,	interview	data	give
access	to	‘facts’	about	the	world.	Although	these	facts	include	both
biographical	information	and	statements	about	beliefs,	all	are	to	be	treated	as
accounts	whose	sense	derives	from	their	correspondence	to	a	factual	reality.
Where	that	reality	is	imperfectly	represented	by	an	account,	checks	and
remedies	are	to	be	encouraged	in	order	to	get	a	truer	or	more	complete	picture
of	how	things	stand.

7.4.1	Type	of	knowledge
Positivists	treat	people	as	collections	of	attributes	and	use	interviews	as	a
means	to	tap	into	who	respondents	are.	As	Holstein	and	Gubrium	put	it:	‘In
conventional	approaches,	respondents	are	basically	conceived	as	passive
vessels	of	answers	to	whom	interviewers	direct	their	questions.	They	are
repositories	of	facts,	reflections,	opinions,	and	other	traces	of	experience’
(2011:	152).

Here	are	the	six	kinds	of	topics	to	which,	according	to	a	standard	text	on
survey	research,	interview	questions	are	addressed.	Notice	how	these	writers
envisage	problems	and	recommend	remedies	in	relation	to	each	topic:

1.	 Facts:	these	relate	primarily	to	biographical	information	about	the
respondent,	to	statements	from	informed	sources	about	the	structures,
policies	and	actions	of	organisations,	and	to	descriptions	of	an	event	or	a
community.	In	this	last	case,	it	is	possible	to	weed	out	‘inaccurate’
descriptions	by	comparing	different	people’s	statements:

If	respondents	occupying	widely	different	positions	in	the
community	agree	on	a	statement,	there	is	much	better	ground	for
accepting	it	as	true	than	if	only	one	of	these	respondents	makes	the
statement.	On	the	other	hand,	contradictions	between	the	reports	of
apparently	reliable	informants	provide	important	leads	for	further
investigation.	(Selltiz	et	al.,	1964:	245)

2.	 Beliefs	about	facts:	in	questions	about	beliefs	or	attitudes,	no	inter-
personal	cross-checking	of	statements	is	appropriate.	However,	Selltiz	et
al.	(1964:	246)	point	out	that	it	is	always	important	to	check	first	whether
the	respondent	has	any	beliefs	about	the	topic	in	question,	otherwise	the
researcher	may	put	words	into	the	respondent’s	mouth.

3.	 Feelings	and	motives:	here,	‘because	emotional	responses	are	frequently
too	complex	to	report	in	a	single	phrase’	(1964:	248),	Selltiz	et	al.
recommend	the	use	of	open-ended	questions,	allowing	the	respondents	to



choose	their	own	terms.
4.	 Standards	of	action:	these	relate	to	what	people	think	should	or	could	be

done	about	certain	stated	situations.	Here	it	helps	to	link	such	standards
to	people’s	experiences.	Where	someone	has	actually	faced	a	situation	of
the	type	described,	their	response	is	likely	to	be	more	reliable.

5.	 Present	or	past	behaviour:	again,	specific	questions	related	to	actual
rather	than	hypothetical	situations	are	recommended.

6.	 Conscious	reasons	(for	1	to	5):	rather	than	simply	ask	‘Why?’,	Selltiz	et
al.	(1964:	253)	recommend	that	the	researcher	should	examine	broad
classes	of	considerations	that	may	have	determined	this	outcome	(e.g.
‘the	history	of	the	actor’s	feeling’,	or	‘the	characteristics	in	a	given	entity
that	provoke	a	given	reaction’).

For	each	of	these	six	topics,	the	task	of	the	interviewer	is	to	elicit	a	body	of
facts	‘out	there’	in	the	world.	For	positivists,	an	observation	that	interview
responses	might	be	an	outcome	of	the	interview	setting	would	be	heard	as	a
charge	against	the	reliability	of	the	technique.	As	Kitzinger	has	noted:

Positivist	social	scientists	…	have	shown	that	a	great	deal	of	what	people
say	about	their	lives	and	experiences	is	(either	deliberately	or
inadvertently)	at	variance	with	the	facts.	Discrepancies	between
objective	measures	and	subjective	reports	have	been	well-documented
(e.g.	between	the	number	of	beer	cans	in	dustbins	and	interviewee
reports	of	household	beer	consumption,	Rathje	and	Hughes,	1975)	and
people	cannot,	apparently,	be	relied	upon	to	report	accurately	even	such
an	uncontroversial	fact	as	their	height	(Cherry	and	Rodgers,	1979).
Retrospective	accounts	are	particularly	unreliable,	being	subject	to
‘conventionalisation’	(Baddeley,	1979)	and	influenced	by	subsequent
events	and	by	theories	current	at	the	time	of	interview	(Yarrow	et	al.,
1970).	People	contradict	their	own	words	within	a	single	interview
session,	and	talk	about	their	lives	in	line	with	culturally	constructed
implicit	theories	of	self	narration	(Neisser,	1994).	(2004:	128)

Because	they	recognise	such	difficulties	in	matching	interviewees’	responses
to	the	‘facts’,	positivists	build	in	various	checks	and	remedies	into	their
research	designs	as	is	shown	in	the	following	section.	As	Holstein	and
Gubrium	point	out,	in	the	positivist	approach:

Interviewing	is	likened	to	‘prospecting’	for	the	true	facts	and	feelings
residing	within	the	respondent	(cf.	Kvale	1996).	The	image	of	the



researcher/prospector	casts	the	interview	as	a	search-and-discovery
mission,	with	the	interviewer	intent	on	detecting	what	is	already	there
inside	variably	cooperative	respondents,	undertaken	for	scientific
reasons.	The	challenge	lies	in	extracting	information	as	directly	as
possible,	without	contaminating	it.	Highly	refined	interview	techniques
streamline,	systematize,	and	sanitize	the	process.	(2011:	153)

7.4.2	Research	task
We	have	seen	that	the	aim	of	interviews	for	positivists	is	to	generate	data
which	hold	independently	of	both	the	research	setting	and	the	researcher	or
interviewer.	As	Kathryn	Roulston	puts	it:

Much	of	the	advice	literature	on	qualitative	interviewing	assumes	that
the	interview	subject	has	an	inner	or	authentic	self,	not	necessarily
publicly	visible,	which	may	be	revealed	through	careful	questioning	by
an	attentive	and	sensitive	interviewer	who	contributes	minimally	to	the
talk	…	In	this	approach,	the	skillful	interviewer	asks	good	questions,
while	carefully	minimizing	bias	and	researcher	influences	through	taking
a	neutral	role.	By	taking	this	approach	in	the	interview	interaction,	it	is
thought	that	quality	data	will	be	generated	from	which	valid	findings
may	be	produced.	(2010:	204)

One	way	in	which	Positivists	seek	to	attain	‘quality	data’	is	by	attempting	to
standardise	interviews.	Table	7.3	shows	how	this	standardisation	is	built	into
instructions	to	interviewers	administering	structured	sets	of	questions.



Source:	adapted	from	Fontana	and	Frey	(2000:	649–50)

These	guidelines	emphasise	the	need	to	follow	a	standardised	interview
protocol.	As	Roulston	puts	it,	for	positivists:

Establishing	the	truth	and	accuracy	of	reports	provided	by	participants	is
of	paramount	concern,	along	with	showing	how	the	researcher	has
minimized	his/her	influence	on	the	generation	of	data.	Thus	we	see	in
this	approach	to	quality	a	focus	on	demonstrating	that	the	data	generated
(i.e.	interview	transcripts)	provides	evidence	that	is	credible	through
showing	that:

1.	 Participants	were	reliable	and	accurate	witnesses.
2.	 The	researcher	was	a	reliable	and	accurate	witness	and	reporter	of	the

data	gathered	for	the	study.

The	credibility	of	the	findings	is	established	by	demonstrating	in
research	reports	that	the	researcher	has	gathered	sufficient	information	in
field	work	(through	longevity	in	the	field,	use	of	multiple	data	sources
and	checking	interpretations	with	sources)	to	know	what	is	‘really	going
on’,	or	what	participants	really	think,	believe	and	do.	(2010:	217)

Exercise	7.1
This	exercise	gives	you	an	opportunity	to	think	through	the	debate	about	whether	it	is	appropriate
to	assess	whether	interview	accounts	are	true	or	false.	The	following	extract	is	taken	from	a	study
in	which	scientists	were	interviewed	about	the	factors	that	influence	changes	in	scientific	theories:



(S	=	Scientist)

1. S:  To	make	changes	you	have	to	be	highly	articulate,	persuasive,	and	devastating.
2.   You	have	to	go	to	the	heart	of	the	matter.	But	in	doing	this	you	lay	yourself	open

3.   to	attack.	I’ve	been	called	fanatical,	paranoid,	obsessed	…	but	I’m	going	to	win.
4.   Time	is	on	my	side

     (Quoted	by	Gilbert	and	Mulkay,	1983:	10)

1.	 How	might	this	extract	be	used	to	support	the	view	that	scientific	research	is	largely
influenced	by	scientific	politics?

2.	 Why	might	you	not	be	convinced	by	this	view	on	the	basis	of	this	extract?
3.	 Why	might	it	be	important	to	understand	the	different	social	contexts	in	which	scientists

give	an	account	of	their	work?
4.	 Can	it	be	said	definitively	whether	or	not	science	is	essentially	a	political	process?	If	not,

why	not?

7.4.3	The	limits	of	positivism
For	many	years,	positivist	survey	research	provided	the	main	source	of	data
for	sociology.	For	instance,	Brenner	(1981)	reports	studies	which	indicate
that,	during	the	1960s,	around	90	per	cent	of	all	the	papers	in	the	two	leading
American	sociology	journals	were	based	on	data	derived	from	interviews	and
questionnaires.	From	a	critical	position,	Per	Maseide	has	summarised	the
most	significant	assumptions	of	the	positivist	approach	to	interview	data.
These	are	shown	in	Table	7.4.

Source:	adapted	from	Maseide	(1990:	4)

As	Maseide	points	out,	positivists’	‘belief	in	standardized	forms	of
interviewing	relies	on	an	exclusive	emphasis	on	the	referential	functions	of
language’	(1990:	9).	However,	interview	responses	‘are	delivered	at	different
descriptive	levels.	The	informant	does	different	things	with	words	and	stories’
(1990:	11).

We	can	extend	Maseide’s	critique	of	positivism.	As	Rapley	(2004)	shows,
both	informant	and	interviewer	do	many	‘different	things	with	words	and



stories’.	To	what	extent	can	we	understand	these	‘things’	if	we	switch	away
from	the	standardised	interview	forms	of	positivism	towards	more	open-
ended	interviews	or	even	conversations?	To	answer	this	question,	we	must
review	the	arguments	of	naturalists.

7.5	Naturalism
For	positivists,	interviews	are	essentially	about	ascertaining	facts	or	beliefs
out	there	in	the	world.	Naturalists	switch	this	focus	but	only	slightly.	Their
concern	is	not	with	obtaining	objective	‘facts’	but	with	eliciting	authentic
accounts	of	subjective	experience.	To	do	so,	naturalists	believe	that
interviewers	should	try:	‘to	formulate	questions	and	provide	an	atmosphere
conducive	to	open	and	undistorted	communication’	(Gubrium	and	Holstein,
1997b:	116).

Naturalists	draw	upon	a	desire	to	tap	directly	into	the	perceptions	of
individuals.	In	Section	1.8,	I	referred	to	this	desire	as	‘romantic’.	As	Roulston
puts	it:

In	contrast	to	a	neo-positivist	conception	of	interviewing,	a	romantic
perspective	recognizes,	if	not	celebrates,	the	place	of	the	researcher	in
the	study	…	A	romantic	conceptualization	of	interviewing	will	lead	the
interviewer	to	work	to	establish	rapport	and	empathic	connection	with
the	interviewee	in	order	to	produce	intimate	conversation	between	the	IR
and	IE	in	which	the	IR	plays	an	active	role.	This	generates	IE’s	self
revelations	and	‘true’	confessions	which	will	generate	data	to	produce	in-
depth	interpretations	of	participants’	life	worlds.	Data	are	frequently
coded	and	categorized	to	produce	thematic	accounts;	or	subject	to
various	narrative	analytic	methods	to	produce	evocative	narrative
accounts	concerning	the	participants’	life	worlds.	Research	draws	on	a
variety	of	theoretical	perspectives	for	data	analysis,	such	as	feminist,
phenomenological,	psychoanalytic,	and	psycho-social	theories.	(2010:
217–18)

The	key	for	the	naturalist	is	to	obtain	rapport	with	respondents	and	to	avoid
manipulating	them.	So,	while	positivists	regard	departure	from	an	interview
schedule	as	a	possible	source	of	bias,	naturalists	may	actively	encourage	it.
For	instance,	feminist	interviewers	are	sometimes	advised	to	take	the
opportunity	to	tell	their	own	stories	to	respondents	(Oakley,	1981).



7.5.1	Type	of	knowledge
Naturalist	interviewers	want	to	access	the	subject	behind	the	person	given	the
role	of	interview	respondent.	Their	particular	concern	is	with	lived
experience.	Emotions	are	treated	as	central	to	such	experience.

An	example	of	this	approach	will	show	what	this	involves	in	practice.

Case	Study

The	Depression	Experience
Schreiber	(1996)	describes	an	interview	study	with	a	snowball	sample	of	21	women	who
identified	themselves	as	having	recovered	from	depression.	She	sets	out	to	establish	an	account	of
the	depression	experience	which,	she	claims,	is	‘grounded	in	the	real	world	of	the	participant’
(1996:	471).	This	‘real	world’,	we	are	told,	contains	six	‘phases’	of	‘(re)defining	the	self’,	each
with	between	three	and	five	‘properties’	or	‘dimensions’.
In	this	way,	the	author	attempts	to	put	her	readers	(and	herself)	in	touch	with	what	she	calls	‘the
depression	experience’.	However,	as	Schreiber	points	out,	this	was	a	retrospective	study,	based	on
what	her	respondents	told	her	on	being	invited	to	look	back	at	their	past.	For	instance,	as	she
notes,	what	she	calls	the	first	phase	of	this	experience	(‘My	Self	Before’)	‘is	only	seen	upon
reflection’	(Schreiber,	1996:	474).

For	positivists,	this	would	cast	doubt	on	the	reliability	of	Schreiber’s	data	and	the	validity	of	her
claim	to	access	the	depression	experience.	But	instead,	true	to	her	naturalist	position,	Schreiber	is
less	concerned	with	‘bias’	than	with	‘authenticity’.	From	this	point	of	view,	‘there	is	merit	in
hearing	the	women’s	understandings	of	the	people	they	were	at	the	time’	(1996:	474).

7.5.2	Research	task
Naturalists	aim	to	access	emotions	by	describing	respondents’	inner
experiences,	by	encouraging	interviewers	to	become	emotionally	involved
with	respondents	and	to	convey	their	own	feelings	to	both	respondents	and
readers	(see	Gubrium	and	Holstein,	1997a:	58).

This	means	that	naturalists	reject	the	positivist	assumption	that	both
interviewer	and	interviewee	are	properly	treated	as	‘objects’.	Instead,	they
depict	both	as	(emotionally	involved)	subjects.	This	is	set	out	in	Table	7.5.

If	interviewees	are	to	be	viewed	as	subjects	who	actively	construct	the
features	of	their	cognitive	world,	then	one	should	try	to	obtain	intersubjective
depth	between	both	sides	so	that	a	deep	mutual	understanding	can	be



achieved.	For	this	reason,	most	naturalists	tend	to	reject	pre-scheduled
standardised	interviews	and	to	prefer	open-ended	interviews.	In	an	early
work,	Denzin	(1970:	125)	offered	three	reasons	for	this	preference:

1.	 It	allows	respondents	to	use	their	‘unique	ways	of	defining	the	world’.
2.	 It	assumes	that	no	fixed	sequence	of	questions	is	suitable	to	all

respondents.
3.	 It	allows	respondents	to	‘raise	important	issues	not	contained	in	the

schedule’.

7.5.3	The	limits	of	naturalism
These	positions	might	seem	to	be	a	welcome	alternative	to	the	purely
technical	version	of	interviews	espoused	by	positivists.	After	all,	is	it	not	both
more	valid	and	more	ethical	to	recognise	that	interviews	are	encounters
between	human	beings	trying	to	understand	one	another?

This	‘humanistic’	position	is	seductive.	It	seems	to	blend	a	self-evident	truth
about	humanity	with	political	correctness	about	the	need	for	mutual
understanding	and	dialogue.	A	nice	review	of	naturalist	interview	studies	and
a	critique	from	a	constructionist	perspective	is	provided	by	Donileen	R.
Loseke	and	Margarethe	Kusenbach.	As	they	show	(Loseke	and	Kusenbach,
2008),	naturalists	neglect	three	issues:

the	assumptions	made	in	preferring	open-ended	interviews
the	difference	between	a	‘humanistic’	and	a	social	science	position
the	role	of	common-sense	knowledge,	rather	than	‘empathy’,	in	allowing
us	to	conduct	and	analyse	interviews.

I	will	consider	each	issue	in	turn.

Open-endedness:	As	Hammersley	and	Atkinson	(1995:	110–1l)	point	out,	it	is
somewhat	naive	to	assume	that	open-ended	or	non-directive	interviewing	is
not	in	itself	a	form	of	social	control	which	shapes	what	people	say.	For
instance,	where	the	researcher	maintains	a	minimal	presence,	asking	few
questions	and	offering	only	the	occasional	‘mm	hmm’,	this	can	create	an
interpretive	problem	for	the	interviewee	about	what	is	relevant.	Indeed,	the
very	passivity	of	the	interviewer	can	create	an	extremely	powerful	constraint
on	the	interviewee	to	talk	(as	seen	in	‘non-directive’	styles	of	psychotherapy
and	counselling	–	see	Peräkylä,	1995).

Humanism:	Why	are	interviews	so	self-evidently	based	on	an	exchange	of
unique	human	experiences	and	emotions?	Indeed,	may	not	this	self-evident
‘truth’	derive	not	from	social	science	but	from	a	widespread	cultural



assumption?	The	well-meaning	‘humanistic’	social	scientist	may	thus	have
uncritically	taken	on	board	a	common-sense	assumption	about	the	immediacy
and	validity	of	accounts	of	human	experience.

Think	of	our	fascination	with	interviews	with	celebrities	on	TV	news	or	chat
shows.	Or	consider	the	way	in	which	sporting	events	or	even	Nobel	Prize
ceremonies	are	now	incomplete	without	‘pre-match’	and	‘post-match’
interviews.	Do	the	latter	give	us	insights	into	‘unique’	experiences	or	do	they
simply	reproduce	predictable	forms	of	how	it	is	appropriate	to	account	for
sporting	or	academic	success	or	failure	(see	Mulkay,	1984;	Emmison,	1988)?

Only	occasionally	do	sportsmen	and	sportswomen	resist	their	depiction	as
heroes	or	villains.	For	instance,	the	British	decathlete	Daley	Thompson	was
well	known	for	nonplussing	the	media	by	producing	the	‘wrong’	account	–
claiming	he	was	‘over	the	moon’	when	he	had	failed	and	‘sick	as	a	parrot’
when	he	had	won.	Again,	in	this	vein,	a	British	boxer	was	recently	termed
‘arrogant’	by	a	reporter	because	he	had	refused	to	engage	in	the	usual	pre-
fight	slanging-match	with	his	next	opponent.

This,	of	course,	is	the	irony.	The	media	aim	to	deliver	us	immediate	‘personal’
experience.	Yet	what	they	(we)	want	is	simple	repetition	of	familiar	tales.
Perhaps	this	is	part	of	the	postmodern	condition.	Maybe	we	feel	people	are	at
their	most	authentic	when	they	are,	in	effect,	reproducing	a	cultural	script.
The	well-meaning	‘humanistic’	social	scientist	may	thus	have	uncritically
taken	on	board	a	common-sense	assumption	about	the	immediacy	and	validity
of	accounts	of	human	experience	and	emotion	(Atkinson	and	Silverman,
1997).

Taking	‘emotions’	or	‘experiences’	as	self-evidently	present	in	what	people
say	can	lead	to	analytic	laziness	in	considering	the	status	of	interview	data.	It
also	raises	many	questions.	If	you	can	see	uniformity	in	even	the	most
intimate	kind	of	account,	this	surely	creates	plenty	of	room	for	analysis	of
what	may	be	the	cultural	resources	used	in	answering	interviewers’	questions.
This	is	something	I	take	up	when	I	consider	constructionism	below.

Common-sense:	Although	positivists	and	naturalists	seek	to	document
different	orders	of	reality	(respectively,	‘facts’	and	‘emotions’),	there	is	a
surprising	degree	of	tacit	agreement	between	them	about	one	issue.	Both	are
aware	of	‘traps’	in	their	path	which	must	be	overcome	if	their	preferred	order
is	to	be	properly	documented.

So,	in	an	early	text,	Denzin	lists	a	number	of	‘problems’	which	can	‘distort’
interviewees’	responses	(Denzin,	1970:	133–8):

respondents	possessing	different	interactional	roles	from	the	interviewer



the	problem	of	‘self-presentation’	especially	in	the	early	stages	of	the
interview
the	problems	of	‘volatile’,	‘fleeting’	relationships	to	which	respondents
have	little	commitment	and	so	‘can	fabricate	tales	of	self	that	belie	the
actual	facts’	(1970:	135)
the	difficulty	of	penetrating	private	worlds	of	experience
the	relative	status	of	interviewer	and	interviewee
the	‘context’	of	the	interview	(e.g.	home,	work,	hospital).

However,	to	speak	of	‘distortions’	is	to	play	the	positivist’s	game.	For
positivists	are	equally	concerned	with	‘misunderstandings’	between
interviewer	and	interviewee	(or	respondent).	By	contrast,	as	Rapley’s	analysis
showed	us	earlier,	interviews	can	be	seen	to	possess	basic	properties	of	all
social	interaction.	These	properties	derive	from	both	parties’	employment	of
their	everyday,	common-sense	knowledge	of	social	structures	to	engage	in
such	business	as	recognising	a	question	and	providing	an	answer	which	will
be	heard	as	‘appropriate’	for	a	particular	identity	(see	my	discussion	below	of
the	study	by	Baruch).	It	follows	that	such	properties	should	be	investigated
rather	than	treated	as	a	‘problem’	standing	in	the	way	of	accurate	reporting	of
‘facts’	or	‘experiences’.

In	fact,	in	Denzin’s	later	work,	he	recognises	this	very	point	and	abandons	the
naturalist	assumptions	about	‘lived	experience’	found	in	his	earlier	writings.
As	he	puts	it:

The	subject	is	more	than	can	be	contained	in	a	text,	and	a	text	is	only	a
reproduction	of	what	the	subject	has	told	us.	What	the	subject	tells	us	is
itself	something	that	has	been	shaped	by	prior	cultural	understandings.
Most	important,	language,	which	is	our	window	into	the	subject’s	world
(and	our	world),	plays	tricks.	It	displaces	the	very	thing	it	is	supposed	to
represent,	so	that	what	is	always	given	is	a	trace	of	other	things,	not	the
thing	–	lived	experience	–	itself.	(1991:	68)

Case	Study

Murder	in	the	Outback
A	few	years	ago,	the	newspapers	were	running	a	big	story	about	a	British	backpacker,	Joanne
Lees,	who	narrowly	escaped	from	a	roadside	attack	in	the	Australian	outback	during	which	her
boyfriend	was	murdered.	It	turns	out	that,	despite	her	horrific	experience,	her	character	was
pilloried	by	the	media	shortly	afterwards.	The	main	reason	given	was	that	her	account	of	what
happened	was	strangely	‘unemotional’.	At	the	trial	of	her	alleged	attacker,	she	showed	that	she
has	learned	her	‘mistake’.	This	time	round,	the	prosecution	counsel	asked	her	several	questions



about	how	she	felt	at	the	time	and	Lees	is	reported	to	have	given	very	emotional	answers,	even
breaking	down	in	tears.

Where	are	Lees’s	emotions?	Are	they	outpourings	of	how	she	felt	at	the	time	or	right	now?	Or
was	Lees	co-operating	with	the	lawyer	in	producing	a	display	of	emotion	appropriate	to	her
situation?	And	isn’t	this	how	emotions	usually	work?	For	instance,	Heath	(2004)	shows	how	a	cry
of	‘pain’	in	a	medical	consultation	is	closely	tied	to	the	interaction	between	doctor	and	patient	–	it
does	not	recur	when	a	‘painful’	part	of	the	body	is	touched	by	the	doctor	a	second	time.

7.5.4	Naturalism:	summary
For	the	naturalist,	the	open-ended	interview	apparently	offers	the	opportunity
for	an	authentic	gaze	into	the	soul	of	another,	or	even	for	a	politically	correct
dialogue	where	researcher	and	researched	offer	mutual	understanding	and
support.	The	rhetoric	of	interviewing	‘in	depth’	repeatedly	hints	at	such	a
collection	of	assumptions.	Here	we	see	a	stubbornly	persistent	romantic
impulse	in	contemporary	social	science:	the	elevation	of	the	experiential	as
the	authentic	–	the	selfsame	gambit	that	can	make	the	TV	chat	show	or	news
interview	so	appealing.

There	are	also	real	methodological	doubts	about	the	naturalist	project	which
relate	to	naturalists’	claims	to	depict	the	‘authentic’	reality	they	want	to
access.	These	doubts	have	been	forcefully	presented	by	Gubrium	and
Holstein:

Do	we	have	any	evidence	of	emotion	other	than	its	expression?	Can
researchers	give	us	access	to	“real”	emotion	simply	by	re-presenting	or
re-enacting	subjects’	expressions	of	these	emotions?	Do	emotions	exist
apart	from	culturally	available	modes	of	expression?	(1997a:	74,
emphasis	in	original)

Exercise	7.2
Below	is	an	extract	from	an	interview	with	an	adult	daughter	who	is	caring	for	her	mother	–	a
victim	of	senile	dementia	–	at	home.	The	daughter	is	employed	part-time,	and	shares	the
household	with	her	employed	husband	and	their	two	sons.	The	extract	begins	when	the
interviewer	(I)	asks	the	adult	daughter	(R)	to	describe	her	feelings	about	having	to	juggle	so	many
needs	and	schedules:

1. I:  We	were	talking	about,	you	said	you	were	a	member	of	the,
2.   what	did	you	call	it?

3. R:  They	say	that	I’m	in	the	sandwich	generation.	You	know,	like	we’re	sandwiched
between	having	to	care	for	my	mother…and	my	grown	kids	and	my	husband.	People	are	living
longer	now	and	you’ve	got	different	generations	at	home	and,	I	tell	ya,	it’s	a	mixed	blessing.
4. I:  How	do	you	feel	about	it	in	your	situation?

5. R:  Oh,	I	don’t	know.	Sometimes	I	think	I’m	being	a	bit	selfish	because	I	gripe	about



having	to	keep	an	eye	on	Mother	all	the	time.	If	you	let	down	your	guard,	she	wanders	off	into	the
back	yard	or	goes	out	the	door	and	down	the	street.	That’s	no	fun	when	your	hubby	wants	your
attention	too.	Norm	works	the	second	shift	and	he’s	home	during	the	day	a	lot.	I	manage	to	get	in
a	few	hours	of	work,	but	he	doesn’t	like	it.	I	have	pretty	mixed	feelings	about	it.

6. I:  What	do	you	mean?
7. R:  Well,	I’d	say	that	as	a	daughter,	I	feel	pretty	guilty	about	how	I	feel	sometimes.	It	can
get	pretty	bad,	like	wishing	that	Mother	were	just	gone,	you	know	what	I	mean?	She’s	been	a
wonderful	mother	and	I	love	her	very	much,	but	if	you	ask	me	how	I	feel	as	a	wife	and	mother,
that’s	another	matter.	I	feel	like	she’s	[the	mother],	well,	intruding	on	our	lives	and	just	making
hell	out	of	raising	a	family.	Sometimes	I	put	myself	in	my	husband’s	shoes	and	I	just	know	how
he	feels.	He	doesn’t	say	much,but	I	know	that	he	misses	my	company,	and	I	miss	his	of	course.
[Pause]	So	how	do	you	answer	that?

    (Gubrium	and	Holstein,	1997b:	124)

1.	 What	do	we	learn	here	about	R’s	feelings?
2.	 How	do	R	and	I	together	construct	a	story?	What	do	you	learn	from	that?	(Tip:	think	about

R’s	framing	her	comments	‘as	a	daughter’	(turn	7).)
3.	 What	have	you	learned	from	your	analysis	about	the	uses	and	limitations	of	naturalism?

7.6	Constructionism
While	positivists	acknowledge	that	interviewers	interact	with	their	subjects,
they	demand	that	such	interaction	should	be	strictly	defined	by	the	research
protocol.	Consequently,	positivists	only	become	seriously	interested	in
interviewer–interviewee	interaction	when	it	can	be	shown	that	interviewers
have	departed	from	the	protocol	(Brenner,	1981).

Conversely,	for	naturalists,	interviews	are	inescapably	encounters	between
subjects.	As	Denzin	has	put	it:	‘I	wish	to	treat	the	interview	as	an
observational	encounter.	An	encounter	…	represents	the	coming	together	of
two	or	more	persons	for	the	purpose	of	focused	interaction’	(1970:	133).	By
contrast,	as	Kathryn	Roulston	argues:

a	constructionist	conception	of	interviewing	rejects	access	to	the
authentic	self	via	interview	data	in	favor	of	a	‘locally	produced	subject’
in	relation	to	a	particular	interviewer.	Here,	how	the	interaction	unfolds
becomes	a	topic	of	study	in	its	own	right,	with	researchers	interested	in
the	documentation	of	‘the	way	in	which	accounts	are	part	of	the	world
they	describe.	(2010:	218)

As	Roulston	reveals,	what	distinguishes	constructionists	from	naturalists	is
the	former’s	attempt	to	treat	what	happens	in	what	Denzin	terms	‘focused
interaction’	as	a	topic	in	its	own	right,	not	as	something	which	can	stand	in
the	way	of	‘authentic’	understanding	of	another’s	experience.	This	has	a	direct
impact	on	the	type	of	knowledge	which	constructionists	want	to	access.



7.6.1	Type	of	knowledge

accounts	are	not	simply	representations	of	the	world;	they	are	part	of	the
world	they	describe.	(Hammersley	and	Atkinson,	1995:	107)

Naturalists	help	us	to	see	that	interviewee	respondents	are	active	sense-
making	subjects.	However,	they	persist	in	the	positivist	rhetoric	in	which
accounts	are	‘simply	representations	of	the	world’.	By	contrast,
constructionists	are	interested	in	documenting	the	way	in	which	accounts	‘are
part	of	the	world	they	describe’.	As	Kitzinger	puts	it:

Constructionism	…	disputes	the	possibility	of	uncovering	‘facts’,
‘realities’	or	‘truths’	behind	the	talk,	and	treats	as	inappropriate	any
attempt	to	vet	what	people	say	for	its	‘accuracy’,	‘reliability’,	or
‘validity’	–	thereby	sidestepping	altogether	the	positivist	problems	raised
above.	From	this	perspective,	what	women	say	should	not	be	taken	as
evidence	of	their	experience,	but	only	as	a	form	of	talk	–	a	‘discourse’,
‘account’	or	‘repertoire’	–	which	represents	a	culturally	available	way	of
packaging	experience.	(2004:	128)

Kitzinger	adds:

This	approach	is	valuable	insofar	as	it	draws	attention	to	the	fact	that
experience	is	never	‘raw’,	but	is	embedded	in	a	social	web	of
interpretation	and	re-interpretation.	Women’s	‘experience’	does	not
spring	uncontaminated	from	an	essential	inner	female	way	of	knowing,
but	is	structured	within,	and	in	opposition	to,	social	(heterosexist,
patriarchal	etc)	discourses.	(2004:	128)

What	does	this	mean	in	practice?	The	type	of	knowledge	we	are	concerned
with	here	is	concerned	with	how	interview	participants	actively	create
meaning.	This	lies	behind	Gubrium	and	Holstein’s	idea	of	‘the	active
interview’:

Construed	as	active,	the	subject	behind	the	respondent	not	only	holds
facts	and	details	of	experience,	but,	in	the	very	process	of	offering	them



up	for	response,	constructively	adds	to,	takes	away	from,	and	transforms
the	facts	and	details.	The	respondent	can	hardly	‘spoil’	what	he	or	she	is,
in	effect,	subjectively	creating.	(1997b:	117)

The	implication	is	that	methodology	texts	which	advise	on	‘good’	interview
technique	should	only	be	taken	seriously	if	we	are	positivists.	If	not,	we	need
to	recognise	that	the	skills	involved	in	bringing	off	a	successful	interview	are,
as	Rapley	shows,	shared	by	both	interviewer	and	interviewee.	Ultimately,
whatever	these	methodology	texts	say,	both	are	ultimately	drawing	upon
common-sense	knowledge.

The	following	case	study	of	an	apparently	‘failed’	interview	clearly	shows	the
type	of	knowledge	sought	by	constructionist	interviewers.

Case	Study

A	‘Failed’	Autobiographic	Interview
Taking	a	discursive	constructionist	approach,	Matthew	Prior	(2014)	re-examined	a	problematic
second	language	(L2)	English	interview	with	an	immigrant	man	from	Cambodia	as	part	of	a	study
of	adult	working-class	immigrants	from	Southeast	Asia	living	in	the	United	States	and	Canada.
The	goal	of	the	project	was	to	investigate	how	these	individuals	made	sense	of	their	experiences
with	language	learning,	language	use	and	social	participation.
Prior	focuses	upon	what	appears	to	be	a	research	‘failure’	to	gain	a	better	understanding	of
interview,	interaction	and	(mis)alignment.	A	constructionist	re-analysis	of	the	data	confirms	that
his	initial	orientation	to	the	interaction	in	terms	of	what	it	was	not	(e.g.	not	interview,	not
productive)	prevented	Prior	from	seeing	what	it	was	(e.g.	a	dynamic	interaction,	the	sharing	of
cultural	and	linguistic	expertise):	‘By	shifting	attention	away	from	failure	to	accomplishment,	the
activity	takes	on	a	new	dimension	that	allows	an	analysis	that	recognizes	what	was	achieved,
shared,	and	understood’	(Prior,	2014:	11–12).

Prior’s	analysis	shows	the	interactional	management	of	(mis)alignment	and	how	such
management	contributed	to	the	shape	and	outcome	of	the	activity.	By	turning	away	from	failure	to
accomplishment,	and	attending	to	the	ways	in	which	interviewee	and	interviewer	use	their
differential	linguistic	and	cultural	expertise	as	topic	and	resource,	the	multi-layered	activity	takes
on	a	new	light	that	allows	recognition	of	what	was	understood,	shared	and	ultimately	achieved.

7.6.2	Research	tasks
In	Gubrium	and	Holstein’s	constructionist	account	of	‘the	active	interview’:

Respondents’	answers	and	comments	are	not	viewed	as	reality	reports
delivered	from	a	fixed	repository.	Instead,	they	are	considered	for	the
ways	that	they	construct	aspects	of	reality	in	collaboration	with	the
interviewer.	The	focus	is	as	much	on	the	assembly	process	as	on	what	is
assembled.	(1997b:	127)



Note	this	concern	with	both	the	assembly	of	meanings	and	with	what	gets
assembled.	Like	most	constructionists,	Gubrium	and	Holstein	want	to
preserve	a	concern	with	what	interviewees	are	saying	as	well	as	with	how
they	get	to	say	it.	As	they	put	it:

The	goal	is	to	show	how	interview	responses	are	produced	in	the
interaction	between	interviewer	and	respondent,	without	losing	sight	of
the	meanings	produced	or	the	circumstances	that	condition	the	meaning-
making	process.	The	analytic	objective	is	not	merely	to	describe	the
situated	production	of	talk,	but	to	show	how	what	is	being	said	relates	to
the	experiences	and	lives	being	studied.	(1997b:	127)

Gubrium	and	Holstein’s	comments	raise	two	important	questions:

By	reinstating	a	reference	to	‘the	experiences	and	lives	being	studied’	are
Holstein	and	Gubrium	taking	us	back	to	the	naturalist	position?
Can	interview	data	tell	us	anything	beyond	how	the	participants	locally
assemble	recognisable	interview	talk?

Such	questions	have	led	to	a	very	lively	debate	about	how	constructionists
want	to	treat	interviews.	This	debate	is	discussed	in	Section	7.6.3.	In	the
meantime,	the	following	case	study	offers	a	lively	illustration	of	how
constructionists	define	their	research	task.

Case	Study

Interviewing	Transsexuals
Tracey	Yeadon-Lee	(2009)	carried	out	research	interviews	with	female	to	male	transsexuals.	As
she	points	out,	discussions	concerning	transsexual	identities	consider	the	self-representations	of
transsexuals	as	either	determined	through	medical	discourses	and	practices,	and	thus	as
inauthentic	or,	alternatively,	as	expressive	of	an	interior	and	thus	‘authentic’	essential	self.	By
contrast,	Yeadon-Lee	highlights	the	significance	of	social	interaction	to	transsexual	authenticity
and	explores,	specifically,	how	this	can	be	analytically	captured	and	presented	in	the	context	of
interview-based	research.	Following	a	constructionist	approach,	transsexual	authenticity	is	treated
as	neither	determined	through	medical	discourses	nor	as	interior	to	the	self,	but	rather	as	a	‘live’
interactional	accomplishment.	By	revealing	the	discursive	identity	work	undertaken	by	the
interviewees,	Yeadon-Lee	demonstrates	a	constructionist	approach	to	transsexual	authenticity
which,	contrary	to	essentialist	critiques,	succeeds	in	foregrounding	transsexuals	as	‘constructing
subjects’.

Exercise	7.3
The	extract	below	is	taken	from	Carolyn	Baker’s	study	of	‘adolescents’:
(I	=	Interviewer;	V	=	Victor,	age	12)



 1. I:  Are	there	any	ways	in	which	you	consider	yourself	still	to	be	a	child,	or	to

 2.   have	child-like	interests	or	habits	or	attitudes?
 3.   V:	Yeah	I	still	like	doin’	things	that	I	did	when	I	was	a	kid	you	know	like,

 4.   y’know,	Lego	’n	that	just	building	stuff	you	know	like	when	I,	I	was	a	kid
 5.   you	know.

 6.   I:	Yeah.	You	still	take	pleasure	in	that	kind	of	thing.
 7. V:  Yeah,	I	get	a	friend	over	and	we	just	build	a,	great	big	house	’n	that,	it’s

 8.   still	just	like	doing	it.
 9. I:  Do	you	feel	at	the	same	time	that	you’re	too	-really	too	old	for	it	or	do	you

 10.   not	feel	it’s	too
 11. V:  Well	when	people	say	‘ah,	he’s	still	doin’	that	stuff’	I	don’t	really	care.	I	just

 12.   do	it	in	the	living	room	’n	that,	’n	it’s	still	fun.	Pretty	soon	I’ll,	I’ll	stop	doin’
 13.   it	but,	when	I	get	too	old	for	it.

 14. I:  Or	when	you	no	longer	think	it’s	fun.
 15. V:  Yeah.

 16. I:  Which	one?
 17. V:  How	do	you	mean?

 18. I:  What	would	make	you	stop,	feeling	you	were	too	old	for	it	or
 19. V:  Yeah,	like	everyone	buggin’	me	too	much	y’know	’n,	it’s	not	really	that	bad

 20.   just	building	a	house	or	something	y’know	like,	just	show	my	mom	it’n	everything
 21.   just	take	it	apart	y’know,	sort	of	something	to	do	on	a	rainy	day

     (Baker,	1984:	308–9)

1.	 In	what	sense	does	this	interview	give	us	reliable	information	about	how	Victor	seems
himself?

2.	 With	close	attention	to	the	text,	show:
How	Victor	accounts	for	potentially	child-like	activities
How	the	interviewer	identifies	child-like	activities
How	both	Victor	and	the	interviewer	attend	to	the	implications	of	what	the	other	is
saying.

7.6.3	Criticisms	of	Constructionism
Narrowness:	although	the	constructionist	critique	of	both	positivism	and
naturalism	may	appear	to	be	convincing,	its	own	position	seems	to	have
problems	and	inconsistencies.	Its	own	concern	with	the	basic	properties	of
social	interaction	would	seem	to	deny	the	value	of	treating	interview	data	as
saying	anything	about	any	other	reality	than	the	interview	itself.	This	means
that	many	interview	researchers	would	complain	that	constructionists	simply
focus	on	the	conversational	skills	of	the	participants	rather	than	on	the	content
of	what	they	are	saying	and	its	relation	to	the	world	outside	the	interview.

In	reply	to	this	criticism,	two	responses	have	been	made:



The	maximalist	position	is	that	interview	content	is	only	to	be	found
through	how	it	is	made	available	by	the	participants	to	an	interview.
Therefore,	by	focusing	closely	on	the	co-production	of	interview	talk,	we
can	say	a	great	deal	about	content	without	importing	our	own	sense	of
what	content	is	important.	So	rather	than	looking	for	preconceived
‘topics’	in	the	talk,	we	need	to	see	when	and	how	the	participants	make
certain	features	of	their	worlds	visible	to	each	other	–	and	to	us	(see
Schegloff,	1997).
A	more	minimalist	position	concedes	that	it	is	possible	to	combine	a
concern	with	both	form	(how?)	and	content	(what?)	within
constructionist	interview	research.	Gubrium	and	Holstein	have	been	the
principal	exponents	of	this	position	claiming	that	it	is	necessary	to	treat
interview	data	as	reporting	on	both	what	they	call	how	and	what
questions.

So,	in	what	Gubrium	and	Holstein	call	‘the	active	interview’,	‘data	can	be
analyzed	to	show	the	dynamic	interrelatedness	of	the	whats	and	the	hows’
(1997b:	127,	emphasis	in	original).

Inconsistency?	Gubrium	and	Holstein’s	answer	to	the	charge	of	‘narrowness’
leaves	them	open	to	a	different	criticism.	Are	not	‘what’	questions	precisely
the	concerns	of	naturalists	and	positivists?	If	so,	are	not	constructionists	who
want	to	use	interview	data	to	answer	such	questions	simply	taking	us	back	to
earlier	positions?	This	is	an	important	and	complex	issue	with	no	easy	answer.
So	that	you	can	try	to	make	up	your	own	mind,	most	of	the	rest	of	this	chapter
will	be	used	to	give	telling	examples.	Each	example	takes	a	different	position
on	the	appropriateness	of	using	interview	data	to	answer	‘what’	questions.

Case	Study

Asking	‘How’	and	‘What’	in	Quality	of	Life	Interviews
In	a	project	on	the	quality	of	care	and	quality	of	life	of	nursing-home	residents	(Gubrium,	1997),
interview	responses	were,	in	part,	analysed	to	address	‘what’	questions.	Here	the	researcher
attempted	to:	‘link	…	the	topics	to	biographical	particulars	in	the	interview	process,	and	thus
produce	…	a	subject	who	responds	to,	or	is	affected	by,	the	matters	under	discussion’	(Gubrium
and	Holstein,	1997b:	121).	But	such	a	focus	on	‘what’	did	not,	it	was	claimed,	mean	that	‘how’
questions	were	neglected:

The	standpoint	from	which	information	is	offered	is	continually	developed	in	relation	to
ongoing	interview	interaction.	In	speaking	of	the	quality	of	care,	for	example,	nursing	home
residents,	as	interview	respondents,	not	only	offer	substantive	thoughts	and	feelings	pertinent
to	the	topic	under	consideration,	but	simultaneously	and	continuously	monitor	who	they	are
in	relation	to	the	person	questioning	them.	For	example,	prefacing	her	remarks	about	the
quality	of	life	in	her	facility	with	the	statement	“speaking	as	a	woman,”	a	nursing	home
resident	informs	the	interviewer	that	she	is	to	be	heard	as	a	woman,	not	as	someone	else—



not	a	mere	resident,	cancer	patient,	or	abandoned	mother.	(1997b:	122)

TIP

Holstein	and	Gubrium	(1995:	33–4)	cite	tell-tale	phrases	which	respondents	use	to	signal
shifts	in	roles,	for	example	‘speaking	as	a	mother	now’;	‘thinking	like	a	woman’;	‘wearing
my	professional	hat’;	‘if	I	were	in	his	shoes’;	and	‘now	that	you	ask’.	When	analysing	your
interview	data	look	for	prefaces	of	this	kind	and	try	to	identify	the	range	of	subject	positions
your	respondents	invoke.

Note	that	this	approach	is	a	useful	antidote	to	the	assumption	that	people	have	a	single
identity	waiting	to	be	discovered	by	the	interviewer.	By	contrast,	it	reveals	that	we	are	active
narrators	who	weave	skilful,	appropriately	located,	stories.



7.7	Adolescent	cultures:	combining	‘what’	and	‘how’
questions
Miller	and	Glassner	(1997,	2004)	describe	a	study	involving	in-depth,	open-
ended	interviews	with	young	women	(aged	12	to	20)	who	claim	affiliation
with	youth	gangs	in	their	communities	(Miller,	2001).	These	interviews
follow	the	completion	of	a	survey	interview	administered	by	the	same
researcher.

Here	is	how	they	describe	the	purposes	of	each	form	of	data:

While	the	survey	interview	gathers	information	about	a	wide	range	of
topics,	including	the	individual,	her	school,	friends,	family,
neighborhood,	delinquent	involvement,	arrest	history,	sexual	history,	and
victimization,	in	addition	to	information	about	the	gang,	the	in-depth
interview	is	concerned	exclusively	with	the	roles	and	activities	of	young
women	in	youth	gangs,	and	the	meanings	they	describe	as	emerging
from	their	gang	affiliation.	(Miller	and	Glassner:	2004:	131)

So	far	Miller	and	Glassner	are	focusing	on	how	we	can	use	interviews	to
understand	the	meaning	of	these	young	women’s	identity.	To	see	how	this
works	out	in	practice,	let	us	focus	on	the	data	that	Miller	obtained	from	her
in-depth	interviews.	This	is	one	example:	‘Describing	why	she	joined	her
gang,	one	young	women	told	Miller,	‘well,	I	didn’t	get	any	respect	at	home.	I
wanted	to	get	some	love	and	respect	from	somebody	somewhere	else’	(1997:
107).	Here	is	another	respondent’s	explanation	of	why	she	joined	a	gang:	‘I
didn’t	have	no	family	…	I	had	nothin’	else’	(1997:	107).

Another	young	woman,	when	asked	to	speculate	on	why	young	people	join
gangs,	suggested:

Some	of	’em	are	like	me,	don’t	have,	don’t	really	have	a	basic	home	or
steady	home	to	go	to,	you	know,	and	they	don’t	have	as	much	love	and
respect	in	the	home	so	they	want	to	get	it	elsewhere.	And,	and,	like	we
get,	have	family	members	in	gangs	or	that	were	in	gangs,	stuff	like	that.
(1997:	107)

Let	us	assume	that	you	have	gathered	these	data	and	now	want	to	begin
analysis.	Put	at	its	starkest,	what	are	you	to	do	with	the	data?	In	line	with	the
positivist	or	naturalist	approach,	you	may	start	by	coding	respondents’



answers	into	the	different	sets	of	reasons	that	they	give	for	participation	in
gangs	(perhaps	using	qualitative	software	such	as	Ethnograph	or	NUD*IST;
see	Silverman,	2013a:	Chapter	14).	From	these	data,	two	reasons	seem	to
predominate:	‘push’	factors	(unsupportive	families)	and	‘pull’	factors
(supportive	gangs).

Moreover,	given	the	availability	of	survey	data	on	the	same	respondents,	you
are	now	in	a	position	to	correlate	each	factor	with	various	background
characteristics	that	they	have.	This	seems	to	set	up	your	research	in	good
shape.	Not	only	can	you	search	for	the	‘subjective’	meanings	of	adolescent
gangs,	but	also	you	can	relate	these	meanings	to	‘objective’	social	structures.

Both	positivist	and	naturalist	approaches	thus	have	a	high	degree	of
plausibility	to	social	scientists	who	theorise	the	world	in	terms	of	the	impact
of	(objective)	social	structures	upon	(subjective)	dispositions.	Moreover,	the
kind	of	research	outputs	that	it	seeks	to	deliver	are	precisely	those	demanded
by	‘users’	in	the	community,	seeking	immediate	practical	pay-offs	from	social
science	research.

However,	Miller	and	Glassner	are	not	satisfied	by	the	apparent	plausibility	of
naturalism.	Drawing	on	constructionism,	they	recognise	that	their	respondents
are	not	simply	individuals	with	their	own	unique	experiences.	Instead,	as
members	of	a	variety	of	cultures,	their	gang	members	use	culturally	available
resources	in	order	to	construct	their	stories.	As	Richardson	suggests:
‘Participation	in	a	culture	includes	participation	in	the	narratives	of	that
culture,	a	general	understanding	of	the	stock	of	meanings	and	their
relationships	to	each	other’	(1990:	24).

How,	then,	can	the	data	above	be	read	in	these	terms?	The	idea	is	to	see
respondents’	answers	as	cultural	stories.	This	means	examining	the	rhetorical
force	of	what	interviewees	say	as	‘interviewees	deploy	these	narratives	to
make	their	actions	explainable	and	understandable	to	those	who	otherwise
may	not	understand’	(Miller	and	Glassner,	1997:	107).

In	the	data	already	presented,	Miller	and	Glassner	note	that	respondents	make
their	actions	understandable	in	two	ways.	First,	they	do	not	attempt	to
challenge	public	views	of	gangs	as	bad.	But,	second,	they	do	challenge	the
notion	that	the	interviewee	herself	is	bad.

However,	Miller	and	Glassner	note	that	not	all	their	respondents	glibly
recycle	conventional	cultural	stories.	As	they	put	it:	‘Some	of	the	young
women	go	farther	and	describe	their	gang	involvement	in	ways	that	directly
challenge	prevailing	stereotypes	about	gangs	as	groups	that	are	inherently	bad
or	antisocial	and	about	females	roles	within	gangs’	(1997:	108).

Here	are	some	of	their	gang	members’	accounts	which	challenge	stereotypes



(drawn	from	Miller	and	Glassner,	2004:	132–5):

Girls	at	school	…	was	like,	‘well	you	probably	got	sexed	in.	You
probably	got	sexed	in.’	…	Like,	‘oh,	you	a	ho.	How’d	you	get	put	in?’	I
was	like,	‘none	of	your	business’.	They	was	like,	‘you	probably	got
sexed	in’.	I	was	like,	‘no,	I	really	didn’t’.

Some	people	stereotype,	they	just	stereotype	gang	members	to	be
hardcore	and	to	always	be	shootin’	at	somebody.	They	don’t	stereotype
people	that	that	could	be	a	gang	member	but	still	they	could	go	to	school
and	get	straight	A’s.	That’s	stereotyping	because	I	know,	I	know	a	few
gang-bangers	who	go	to	school,	get	straight	A’s,	hit	the	books	but	still
when	they	on	the	street,	you	know,	they	take	good	care	of	theirs.	They
takin’	care	of	theirs	in	school	and	they	takin’	care	of	theirs	on	the	street
and	I	don’t	think	that’s	right	to	stereotype	people.

In	accounts	like	these,	Miller	and	Glassner	argue	that	there	is	an	explicit
challenge	to	what	the	interviewees	know	to	be	popular	beliefs	about	youth
gangs	–	note	how	the	respondent	in	the	last	extract	actually	uses	the	word
‘stereotype’.	So	instead	of	accepting	the	conventional	definition	of	their
behaviour	as	‘deviant’,	the	girls	attempt	to	convey	the	normalcy	of	their
activities.	Indeed,	their	narratives	directly	challenge	stereotypical	cultural
stories	of	the	gang.	Following	Richardson,	Miller	and	Glassner	refer	to	such
accounts	as	‘collective	stories’	which	‘resist	the	cultural	narratives	about
groups	of	people	and	tell	alternative	stories’	(Richardson,	1990:	25).

However,	Miller	and	Glassner	also	show	how	these	female	gang	members	are
not	just	rebels	who	resist	society’s	stereotypes	but	also,	at	times,	rely	upon
certain	cultural	stories.	For	instance,	they	label	and	denigrate	young	women
they	themselves	deem	sexually	loose.	Talking	about	those	girls	who	had	been
‘sexed	in’,	one	girl	explained:	‘They	know	that	they	was	getting’	looked	at	as
ho’s.	We	just	look	at	’em.	Sometimes	we	tell	’em	too,	we	be	like,	“ooh	y’all
look,	y’all	some	little	ho’s,”	or	“why	y’all	do	that?”’	(Miller	and	Glassner,
2004:	135).	So	these	young	women	tended	to	accept	society’s	judgement	on
‘promiscuous	behaviour’	and	to	imply	that	it	is	always	the	girls’	own	‘fault’.
As	Miller	and	Glassner	comment:

Though	extremely	judgemental	of	girls	who	were	sexually	abused	by
male	gang	members,	girls	did	not	negatively	evaluate	young	men’s
sexual	behaviours.	In	this	way,	gang	girls	drew	from	familiar	cultural
stories	that	single	out	and	blame	female	victims	of	mistreatment.	Women



continue	to	be	held	responsible	for	their	victimization	in	both	popular
discourses	about	violence	against	women	and	legal	response;	gang	girls
culled	from	these	cultural	traditions	when	they	described	and	evaluated
the	exploitation	of	young	women	around	them.	(2004:	135)

At	the	same	time,	gang	girls	did	recognise	the	potential	threat	from	male	gang
members	and	showed	how	they	skilfully	resisted	it.	As	one	girl	said:

We	just	like	dudes	to	them.	We	just	like	dudes,	they	treat	us	like	that
’cause	we	act	so	much	like	dudes	they	can’t	do	nothing.	They	respect	us
as	females	though,	but	we	just	so	much	like	dudes	that	they	just	don’t
trip	off	of	it.	(Miller	and	Glassner,	2004:	136)

Miller	and	Glassner	bring	out	the	ambivalence	these	young	women	show	to
conventional	social	mores.	However,	as	they	imply,	this	ambivalence	need	not
be	seen	as	an	inconsistency	or	failing.	Instead,	like	all	of	us,	these	young	gang
members	are	not	cultural	dummies	but	are	able	to	use	cultural	stories	as
resources	to	tell	the	stories	they	want	to	tell.

Miller	and	Glassner’s	sensitive	address	of	the	narrative	forms	from	which
perspectives	arise	suggests	that	interview	analysis	can,	as	Holstein	and
Gubrium	suggest,	be	used	to	answer	both	what	questions	(concerned	with
identity)	and	how	questions	(concerned	with	matters	such	as	narrative
construction).	In	doing	so,	they	show	that	constructionists	do	not	need	to
choose	between	form	and	content:

Instead,	we	argue	against	the	dualistic	imperative	to	classify	them
(interviews)	as	one	or	the	other.	All	we	sociologists	have	are	stories.
Some	come	from	other	people,	some	from	us,	some	from	our	interactions
with	others.	What	matters	is	to	understand	how	and	where	the	stories	are
produced,	which	sort	of	stories	they	are,	and	how	we	can	put	them	to
honest	and	intelligent	use	in	theorizing	about	social	life.	(Miller	and
Glassner,	2004:	138)

I	will	give	a	final	example	of	how	we	can	treat	the	interview-as-local-
accomplishment.	The	example	is	taken	from	a	study	of	‘parenthood’.

TIP



Treating	interview	responses	as	cultural	stories	fits	with	narrative	analysis	discussed	in
Chapter	5.

TIP



Never	conduct	a	research	interview	until	you	have	sorted	out	two	issues:

your	precise	research	topic
your	analytical	framework.

Then,	as	soon	as	you	have	completed	your	first	interview,	develop	an	intensive	analysis	of	it
inducing	a	hypothesis	in	terms	of	your	topic	and	analytic	framework.	Do	not	delay	analysis
while	your	interviews	pile	up!

7.8	Moral	tales	of	parenthood
Baruch	(1982)	notes	that,	when	parents	of	handicapped	children	are	first



interviewed,	they	often	offer	‘atrocity’	stories,	usually	about	the	late	discovery
or	inadequate	treatment	of	their	child’s	condition.	These	stories	reveal	both
local	identity	work	and	cultural	tales.

It	is	tempting	to	compare	what	parents	say	with	observations	of	what	has
happened	and	with	medical	workers’	accounts.	However,	as	Baruch	suggests,
such	a	comparison	is	based	on	the	positivist	assumption	that	interview
responses	are	to	be	valued	primarily	because	of	their	accuracy	as	objective
statements	of	sets	of	events.	Conversely,	we	might	address	the	moral	forms
that	give	force	to	‘atrocity’	stories,	whatever	their	accuracy.	Right	or	wrong,
biased	or	unbiased,	such	accounts	display	vividly	cultural	particulars	about
the	moral	accountability	of	parenthood.

Baruch	begins	by	looking	at	data	extracts	from	Burton’s	(1975)	study	of
parents	of	children	with	cystic	fibrosis.	In	Extract	7.2	below,	one	such	parent
tells	about	an	early	experience	at	a	baby	clinic.

Extract	7.2	[quoted	by	Baruch,	1982:	Appendix	Two]

Parent:	I	went	to	the	baby	clinic	every	week.	She	would	gain	one	pound	one
week	and	lose	it	the	next.	They	said	I	was	fussing	unnecessarily.	They	said
there	were	skinny	and	fat	babies	and	I	was	fussing	too	much.	I	went	to	a
doctor	and	he	gave	me	some	stuff	and	he	said	‘You’re	a	young	mother.	Are
you	sure	you	won’t	put	it	in	her	ear	instead	of	her	mouth?’	It	made	me	feel	a
fool.

Baruch	compares	these	data	with	a	data	extract	from	his	own	study,	as
follows.

Extract	7.3	[Baruch,	1982:	Appendix	Two]

(Int	=	interviewer)

Parent:	When	she	was	born,	they	told	me	she	was	perfectly	all	right.	And	I
accepted	it.	I	worried	about	her	which	most	mothers	do,	you	know.	Worry
about	their	first	child.

Int:	Hm

Parent:	She	wouldn’t	eat	and	different	things.	And	so	I	kept	taking	her	to	the
clinic.	Nothing	wrong	with	her	my	dear.	You’re	just	making	yourself	…
worrying	unnecessarily,	you	see.

Despite	the	different	illnesses,	there	are	striking	similarities	in	the	content	of
what	each	mother	is	saying.	Both	mothers	report	their	concern	about	the
baby’s	eating	habits.	Both	complain	that	the	clinic	doctor	dismissed	their
worries	as	groundless.	However,	we	can	treat	these	reports	in	two	different
ways:



Following	positivist	assumptions,	Burton	treats	parents’	answers	as
deriving	from	the	social	structure	of	mother–doctor	interactions,	coupled
with	a	given	psychological	reality	to	do	with	parents’	feelings	of	guilt
and	responsibility.	For	Burton,	then,	the	interview	is	a	technique	used	by
social	scientists	to	get	closer	to	such	‘facts’.
Conversely,	Baruch	is	arguing	that	mothers	are	trading	on	common-sense
knowledge	of	‘what	everyone	knows’	about	the	concerns	of	young
mothers.	Treating	the	interview	as	a	local	accomplishment,	he	invites	us
to	see	how	the	construction	of	an	‘atrocity	story’	is	an	effective	way	for
mothers	to	display	their	identity	as	morally	responsible.

It	might	appear	that	Burton	and	Baruch	are	offering	competing	versions	of
mothers’	behaviour.	Burton	seems	to	be	stressing	the	mothers’	goodwill	in
difficult	circumstances,	while	Baruch	appears	to	be	offering	a	more	cynical
account	which	seems	to	argue	that	mothers	are	mainly	concerned	with	how
they	will	look	in	the	eyes	of	others.	However,	it	must	be	stressed	that,	for
Baruch	at	least,	the	two	accounts	are	not	competitive.

This	is	because	Baruch	is	not	treating	what	his	mothers	tell	him	as	either	true
or	false	accounts	of	what	actually	happened	to	them	when	they	took	their
babies	to	the	clinics.	Consonant	with	his	view	of	these	interviews	as	‘local
accomplishments’,	he	is	instead	focusing	on	how,	in	telling	their	story	to	a
stranger,	mothers	skilfully	produce	demonstrably	‘morally	adequate’
accounts.

Notice	how,	in	both	extracts,	the	mothers’	report	that	they	noticed	that	their
babies	had	eating	problems	prior	to	the	disease	diagnosis	specifically	implies
and	contradicts	the	possible	identity	‘mother-who-did-not-monitor-her-baby-
sufficiently’.	Coupled	with	their	reports	that	doctors	had,	at	first,	played	down
their	fears,	this	effectively	produces	the	identity	of	‘mother-who-thoroughly-
monitored-her-baby-but-was-spurned-by-the-doctor’.

So	Baruch	is	asking	about	the	functions	of	the	mothers’	accounts	rather	than
casting	doubt	on	their	motives.	He	is	not	competing	with	what	Burton	says
about	the	reality	of	what	happens	in	mother–doctor	encounters	because	he	is
refusing	to	treat	interviewees’	accounts	as	simple	reports	on	such	an	external
reality.

If	anything,	however,	Baruch’s	analysis	offers	a	more	human	account	than
Burton	of	the	capacities	of	his	respondents.	While	Burton’s	mothers’
responses	seem	determined	by	social	and	psychological	structures,	Baruch
reveals	that	human	subjects	actively	participate	in	the	construction	of	social
and	psychological	realities.

So	far,	however,	we	have	been	depending	on	brief	extracts	to	show	how	such



an	analysis	works.	As	I	argued	in	Chapter	2,	a	danger	of	depending	on	such
extracts	is	that	one	can	use	them	to	support	a	preconceived	argument	rather
than	to	test	it.

Baruch	(1982)	overcomes	such	dangers	by	two	effective	strategies:

tabulating	many	cases
investigating	deviant	cases.

Using	analytic	induction	(AI),	Baruch	thus	develops	a	hypothesis	from
intensive	analysis	of	a	few	cases	which	he	then	tests	through	extensive
analysis	of	many	more	cases.

Let	me	briefly	review	each	strategy	in	turn.

Baruch	used	only	the	parents’	initial	responses	to	the	interviewer’s	opening
question:	‘So	could	you	just	tell	me	the	story?’	Following	Sacks,	Baruch	was
interested	in	the	identity	categories	or	membership	categorisation	devices
(MCDs)	employed	by	respondents	(see	Chapter	10).	The	MCDs	used	by
Baruch’s	parents	were	mainly	‘parent’,	‘child’	and	‘medical	professional’.
Baruch	then	tabulated	these	responses	in	terms	of	pairs	of	MCDs.	His	analysis
showed	that	these	MCDs	were	grouped	in	various	pairs	at	different	parts	of
the	account	according	to	who	had	a	duty	towards	the	other	(e.g.	parent–child,
professional–parent).	Table	7.6	indicates	the	pairs	identified	–	in	each	case,
the	category	mentioned	first	is	described	by	the	parent	as	having	an	implied
duty	towards	the	second	category.

Source:	Baruch	(1982:	Appendix	2,	17)

Baruch	notes	that	earlier	studies	(e.g.	Voysey,	1975)	have	stressed	the
perceived	importance	of	parental	responsibilities	towards	their	children.	Table
7.6	supports	this	finding	showing	that:

Parent–child	norms	are	central	to	parents’	accounts	and,	on	their	own,



amount	to	all	the	other	norms	put	together.	Thus,	when	parents	provide
an	account	of	their	responses,	they	are	heard	to	attend	to	their	duties,
rights	and	obligations	towards	their	child,	even	though	they	might	have
been	expected	to	emphasise	the	medical	aspects	of	their	child’s	career,
e.g.	professional–child	relationships.	(Baruch,	1982:	Appendix	2,	18)

In	Sacks’s	terms,	each	of	these	pairs	of	MCDs	implies	common	expectations
about	what	sort	of	activities	are	appropriate.	Using	such	tabulations,	Baruch
demonstrates	that	the	construction	of	what	he	calls	‘moral	tales’	(see	also
Baruch,	1981)	is	not	just	an	isolated	feature	of	one	or	two	extracts	but	runs
throughout	his	corpus	of	data.	When	grounded	on	MCD	analysis,	Baruch’s
tabulation	of	data	is	possible	without	violating	the	recognition	of	the
interview	as	a	situated	encounter.

Nonetheless,	as	in	all	data	sets,	there	are	always	exceptions.	As	already
mentioned,	Baruch	stringently	seeks	to	identify	such	exceptions	and,	through
the	method	of	deviant-case	analysis,	uses	them	to	refine	his	analysis.	The
most	important	deviant	case	is	discussed	briefly	below.

One	set	of	parents,	when	asked	to	tell	their	story,	responded	entirely	in	terms
of	descriptions	of	what	medical	professionals	had	done	for	their	child.	They
made	no	mention	of	their	own	emotional	responses,	nor	of	their	own	actions
as	parents.	The	following	extract	gives	a	brief	taste	of	their	response:

Extract	7.4	[Baruch,	1982:	Appendix	2,	28]

(P	=	Parent)

 1. P:  Well	the	story	really	started	with	him	going	in	for	a	minor	op
last	year	and	the

2.   anaethetist	just	er	investigations	discover	a	murmur	which	she
wasn’t	very	happy

3.   about	and	referred	us	to	a	paediatrician	after	the	op	who	agreed	that
it	was	an	unusual

4.  sight	and	um	murmus	are	commonplace	really

5. I:  um

6. P:  But	on	the	sight	and	nature	of	it,	it	sort	of	wanted	further
investigation

While	Baruch’s	other	interviews	contained	several	descriptions	of	parent–
child	SRPs,	they	are	totally	absent	here	where	the	tale	is	told	simply	in	terms
of	professional–child	activities.	If	you	compare	Extract	7.4	with	the	ones



given	earlier,	the	absence	here	of	references	to	parents’	worries	is	quite
striking.

Baruch	suggests	that	the	key	to	understanding	this	deviant	case	lies	in	P’s
statement	on	line	4	that	‘murmurs	are	commonplace	really’.	As	he	notes,	this
involves:	‘the	use	of	a	technical	language	…	which	is	never	heard	in	other
parents’	accounts	at	this	stage	of	the	child’s	career’	(1982:	29).

It	turns	out	that	these	parents	are	themselves	medical	professionals	and	are
treating	the	interviewer’s	question	as	a	request	for	a	reasonably	‘objective’
account	of	events	seen	from	a	medical	point	of	view.	This	‘deviant	case’	thus
highlights	the	way	in	which,	for	parents	without	these	medical	resources,	the
request	for	a	story	is	heard	as	an	opportunity	to	display	that	one	is	still	an
adequate	parent.

Two	points	of	clarification	perhaps	need	to	be	made:

1.	 This	extract	is	being	viewed	as	deviant	purely	in	a	statistical	sense.	As
Baruch	argues:	‘we	are	not	viewing	[the	parents’]	account	as	deviant	in
terms	of	pre-conceived	assumptions	about	what	constitutes	adequate
parenthood.	Rather,	the	claims	we	are	making	about	its	status	are	based
on	a	comparison	of	the	considerable	differences	between	its	normative
character	and	that	of	the	rest	of	the	sample.	As	Strong	(1979)	has	argued,
such	limiting	cases	are	extremely	valuable	in	illuminating	consistent
features	of	social	life’	(Baruch,	1982:	30).

2.	 It	might	be	suggested	that	Baruch	is	arguing	that	the	occupation	of	these
parents	is	the	cause	of	why	they	give	their	account	in	this	way.	If	so,
Baruch	would	be	treating	the	interviewees’	account	as	stemming	from
their	place	in	the	social	structure	and,	thereby,	be	reverting	to	a	positivist
version	of	the	interview.	However,	although	Baruch	is	not	explicit	on	this
matter,	his	method	would	suggest	that	this	is	not	his	argument	at	all.
Following	Rapley,	Kitzinger,	Miller	and	Glassner,	and	Holstein	and
Gubrium,	we	must	recognise	that	any	person	can	describe	themselves	(or
be	described)	in	a	multiplicity	of	ways.	These	parents	could	have	elected
to	have	heard	the	interviewer’s	request	for	‘the	story’	to	be	addressed	to
them	purely	as	‘parents’	rather	than	as	‘health-care-professionals-who-
happen-to-be	parents’.	By	choosing	the	latter	format,	they	display	other,
equally	moral,	qualities,	for	example	as	people	who	are,	for	the	moment,
able	to	put	their	feelings	on	one	side	and	seek	to	offer	an	admirably
‘objective’	account.

In	neither	case	do	we	have	to	see	an	external,	pre-given	social	structure	as	the
determinant	of	the	account.	Rather,	all	the	interviewees	invoke	a	sense	of
social	structure	in	order	to	assemble	recognisably	‘sensible’	accounts	which



are	adequate	for	the	practical	purposes	at	hand.

The	constructionist	implications	are	clear	cut:

In	studying	accounts,	we	are	studying	displays	of	identities	which	arise
as	part	of	participants’	artful	practices	(e.g.	in	telling	a	particular	kind	of
‘moral	tale’).
There	is	no	necessary	contradiction	in	seeking	to	study	both	identities
and	practices.	Sacks	himself,	for	instance,	seeks	to	establish	the	norms	at
work	in	children’s	stories	in	order	to	give	an	account	of	the	artful
practices	through	which	they	are	assembled.	It	is	equally	possible,	as
Baruch	has	shown,	to	study	the	cultural	norms	at	work	within	a	narrative
and	to	understand	how	their	power	derives	from	both	their	cultural	base
and	the	local	skills	of	participants	in	invoking	‘culture’.

Following	Kitzinger,	Rapley,	Gubrium	and	Holstein,	and	Miller	and	Glassner,
Baruch’s	research	reveals	that,	for	analytic	purposes	and	in	real	life,	form	and
content	depend	upon	each	other.	In	this	way,	the	debate	between	different
kinds	of	constructionism	(focused	on	either	what	or	how	questions)	may	be
resolvable.

Exercise	7.4
This	exercise	gives	you	an	opportunity	to	work	with	some	of	Baruch’s	data	and	to	compare	his
approach	with	others.	Here	are	some	extracts	from	interviews	with	mothers	of	children	with
congenital	heart	disease:

1
Well	um	…	the	first	thing	the	nurse	who	delivered	him	said	was:	‘Don’t	worry,	it’s	alright.
Everything’s	alright.’	And	I	didn’t	even	realise	there	was	anything	wrong	with	him	to	start	with

2
When	she	was	born	they	told	me	everything	was	perfectly	alright.	And	I	accepted	it.

3
He	was	very	breathless	and	I	kept	saying	to	midwives	and	doctors	and	various	bods	that	came
round,	um	I	said	to	the	midwife	look,	I	said,	he’s	breathing	so	fast

4
He	was	sitting	in	his	buggy	just	looking	absolutely	lifeless.	So	I	thought	right	up	to	the	doctor’s
and	see	what	she	says

Now	answer	the	following	questions:

1.	 Is	it	helpful	to	check	the	accuracy	of	what	these	mothers	are	saying	(e.g.	by	comparing
them	to	case-notes,	medical	accounts)?	Explain	your	answer.



2.	 Attempt	a	psychological	interpretation	of	what	these	mothers	are	saying	(refer	to	the
discussion	of	Burton	in	Section	7.8).

3.	 Now	attempt	to	show	how	these	mothers	construct	their	own	moral	adequacy	using
Baruch’s	concept	of	‘atrocity	stories’.	Is	the	same	strategy	used	in	every	story?

7.9	The	three	models:	a	summary

7.9.1	The	value	of	interview	data
Positivists	argue	that	interviews	based	upon	pre-tested,	standardised	questions
are	a	way	of	increasing	the	reliability	of	research.	However,	both	naturalism
and	constructionism	bring	into	question	the	value	of	data	derived	from
standardised,	survey-research-style	interviews.

Constructionists,	like	Miller	and	Glassner,	assume	that	people’s	cultural
worlds	are	more	complex	than	most	positivists	will	allow.	Consequently,	it	is
insufficient	simply	to	‘pre-test’	an	interview	schedule	by	asking	questions	of	a
few	respondents.	Instead,	for	Miller	and	Glassner,	it	is	more	appropriate	to
engage	in	systematic	observation	before	any	interviewing	takes	place.	Some
constructionists	like	Potter	(2011)	take	the	argument	far	further,	rarely	using
interview	methods	as	a	way	of	gathering	data.	Instead,	Potter	studies
‘naturally	occurring’	settings	which	are	observed	and/or	recorded	first-hand.

However,	it	should	at	once	be	noted	that	the	critique	of	the	value	of	interview
data	shares	an	assumption	with	more	traditional	approaches.	As	Hammersley
and	Atkinson	(1995)	have	pointed	out,	an	attachment	to	naturally	occurring
data	is	a	kind	of	naturalism.	Naturalism,	they	argue,	unwittingly	agrees	with
positivism	that	the	best	kind	of	data	are	somehow	‘untouched	by	human
hands’	–	neutral,	unbiased	and	representative.	In	some	senses,	then,	naturalists
are	the	inheritors	of	the	positivist	programme,	using	different	means	to
achieve	the	same	unquestioned	ends	(this	issue	is	discussed	in	detail	in
Silverman,	2013b:	Chapter	2).

So,	despite	the	power	of	naturally	occurring	data,	it	does	not	follow	that	it	is
illegitimate	to	carry	out	our	own	research	interviews.	Everything	depends	on
the	status	which	we	accord	to	the	data	gathered	in	such	interviews.

7.9.2	The	‘truth’	of	interview	data
One	important	dimension	which	distinguishes	both	positivists	and	naturalists
from	constructionists	is	whether	interviews	are	treated	as	straightforward
reports	on	another	reality	or	whether	they	merely	report	upon,	or	express,
their	own	structures.



According	to	the	former	position,	interviews	can,	in	principle,	be	treated	as
reports	on	external	realities.	The	only	condition	for	positivists	is	that	strict
protocols	are	observed.	For	naturalists,	the	condition	is	that	the	interviewer
should	seek	to	overcome	the	presumed	power	imbalance	with	their
interviewees.

For	constructionists,	interviews	also	present	interesting	data.	But	these	data
express	interpretive	procedures	or	conversational	practices	present	in	what
both	interviewer	and	interviewee	are	doing	through	their	talk	and	non-verbal
actions	(see	Baker,	1997).	This	means	that	we	need	not	hear	interview
responses	simply	as	true	or	false	reports	on	reality.	Instead,	we	can	treat	such
responses	as	displays	of	perspectives	and	moral	forms	which	draw	upon
available	cultural	resources.

The	need	to	preserve	and	understand	the	local	accomplishment	of	the
interview	account	is	central	to	the	argument	of	many	constructionists.	Indeed,
the	ethnographic	tradition	(see	Section	9.1)	contains	a	way	of	looking	at
respondents’	accounts	which	goes	beyond	categorising	them	as	‘true’	or
‘false’.	Whyte	has	observed:

In	dealing	with	subjective	material,	the	interviewer	is,	of	course,	not
trying	to	discover	the	true	attitude	or	sentiment	of	the	informant.	He
should	recognise	that	ambivalence	is	a	fairly	common	condition	of	man
–	that	men	can	and	do	hold	conflicting	sentiments	at	any	given	time.
Furthermore,	men	hold	varying	sentiments	according	to	the	situations	in
which	they	find	themselves.	(1980:	117)

Unlike	positivists,	but	like	Rapley,	Kitzinger,	Miller	and	Glassner,	and
Holstein	and	Gubrium,	Whyte	shows	us	how	it	is	not	always	necessary	to
treat	respondents’	accounts	as	if	they	were	scientific	statements	and	subject
them	to	possible	refutation.	This	leads	Whyte	to	ask	questions	about	the
causes	of	respondents’	accounts	(‘the	events	and	interpersonal	relations	out	of
which	[they]	arise’;	1980:	117).	The	following	case	study	shows	how	we	can
reflect	upon	the	resources	which	interviewees	use	to	fashion	their	accounts.

By	analysing	how	people	talk	to	one	another,	one	is	directly	gaining	access	to
a	cultural	universe	and	its	content	of	moral	assumptions.	As	Rapley	puts	it,
‘we	are	never	interacting	in	a	historico-socio-cultural	vacuum,	we	are	always
embedded	in	and	selectively	and	artfully	draw	on	broader	institutional	and
organisational	contexts’	(2004:	26).

Case	Study



Pharmacists	Who	Use	Drugs	and	Alcohol
Most	qualitative	researchers	who	champion	the	subject’s	point	of	view	or	privilege	experience
simply	do	not	question	where	the	subject’s	‘viewpoint’	comes	from	or	how	‘experience’	gets
defined	the	way	it	does	by	those	very	individuals	whose	experience	we	seek	to	document.	Don’t
these	emerge,	in	some	way	or	other,	from	the	varied	contexts	out	of	which	we	‘draw	from
experience’	to	convey	accounts	of	who	and	what	we	are?
A	telling	example	is	provided	in	an	anecdote	about	one	of	Jay	Gubrium’s	doctoral	students
(Gubrium	and	Holstein,	2002:	21–2).	The	student	interviewed	pharmacists	who	had	engaged	in
substance	abuse.	His	aim	was	to	understand	how	those	who	‘should	know	better’	accounted	for
what	had	happened	to	them.	As	it	turned	out,	what	these	pharmacists	said	closely	fitted	the
familiar	recovery	rubric	of	self-help	groups.	Indeed,	many	had	attended	groups	like	Alcoholics
Anonymous	(AA.)	and	Narcotics	Anonymous	(N.A.).	So	in	what	sense	were	these	accounts	the
pharmacists’	‘own’	stories?	As	Gubrium	pointed	out,	don’t	these	stories	‘belong’	less	to
individuals	than	to	particular	organizational	discourses	which	are	merely	‘voiced’	here?

TIP



Always	study	both	how	the	narrative	process	unfolds	and	what	is	said	in	an	interview.	As
Holstein	and	Gubrium	suggest:

researchers	need	to	pay	explicit	attention	to	both	the	practical	hows	and	the	substantive
whats	of	interviewing,	taking	care	to	give	them	equal	status	in	both	the	research	process
and	in	reporting	results	…	The	whats	always	reflect	the	circumstances	and	practices
conditioning	the	interview.	A	dual	interest	in	the	hows	and	whats	of	interview	narratives
makes	visible	the	animated	parameters	of	the	interview	process.	(2011:	151)

7.10	Summary:	basic	issues



Astute	readers	may	have	noticed	that	my	argument	in	this	chapter	has	moved
between	two	different	positions.	What	I	might	call	the	minimalist	position
addresses	deficiencies	in	interview	research	and	offers	remedies	to	improve	it.
My	maximalist	position	questions	the	way	in	which	interviews	have	become
central	to	such	qualitative	research	and	dares	to	pose	the	question:	do	we	need
interviews	at	all?	These	two	positions	are	set	out	in	Tables	7.7	and	7.8.

Source:	adapted	from	Potter	and	Hepburn	(2005:	281–91)

Source:	adapted	from	Potter	and	Hepburn	(2005:	291–301)



7.11	Three	practical	questions	–	and	answers
In	the	light	of	the	discussion	above,	I	suggest	below	three	questions	that
interview	researchers	might	ask	themselves:

1.	 What	status	do	you	attach	to	your	data?
Many	interview	studies	are	used	to	elicit	respondents’	perceptions.
How	far	is	it	appropriate	to	think	that	people	attach	a	single
meaning	to	their	experiences?	May	not	there	be	multiple	meanings
of	a	situation	(e.g.	living	in	a	community	home)	or	of	an	activity
(e.g.	being	a	male	football	fan)	represented	by	what	people	say	to
the	researcher,	to	each	other,	to	carers	and	so	on	(Gubrium,	1997)?
This	raises	the	important	methodological	issue	about	whether
interview	responses	are	to	be	treated	as	giving	direct	access	to
‘experience’	or	as	actively	constructed	‘narratives’	involving
activities	which	themselves	demand	analysis	(Holstein	and
Gubrium,	1995).	Both	positions	are	entirely	legitimate	but	the
position	taken	will	need	to	be	justified	and	explained.

2.	 Is	your	analytic	position	appropriate	to	your	practical	concerns?
Some	ambitious	analytic	positions	(e.g.	conversation	analysis,
discourse	analysis)	may	actually	cloud	the	issue	if	your	aim	is
simply	to	respond	to	a	given	social	problem	like	‘students’
perceptions	of	their	future	job	prospects	(see	Chapter	1).	If	so,	it
might	be	simpler	to	acknowledge	that	there	are	more	complex	ways
of	addressing	your	data	but	to	settle	on	presenting	your	research	as
a	descriptive	study	based	upon	a	clear	social	problem.

3.	 Do	interview	data	really	help	in	addressing	your	research	topic?
If	you	are	interested	in,	say,	what	happens	in	school	classrooms,
should	you	be	using	interviews	as	your	major	source	of	data?	Think
about	exactly	why	you	have	settled	on	an	interview	study.	Certainly,
it	can	be	relatively	quick	to	gather	interview	data	but	not	as	quick
as,	say,	texts	and	documents.	How	far	are	you	being	influenced	by
the	prominence	of	interviews	in	the	media	(see	Atkinson	and
Silverman,	1997)?
In	the	case	of	the	classroom,	could	you	not	observe	what	people	do
there	instead	of	asking	them	what	they	think	about	it?	Or	gather
documents	that	routinely	arise	in	schools,	for	example	pupils’
reports,	mission	statements,	and	so	on?

Of	course,	you	may	still	want	to	do	an	interview	study.	But,	whatever	your
method,	you	will	need	to	justify	it	and	show	you	have	thought	through	the
practical	and	analytical	issues	involved	in	your	choice.	Now	look	at	the	tip



below	which	shows	one	way	of	addressing	the	practical	issues	in	doing
interview	research.

TIP

Rapley	gives	a	very	practical	example	of	how	to	work	with	interview	data:

As	soon	as	I	become	interested	in	a	specific	topic,	I’ll	start	to	collect	some	literature	on
the	topic	–	both	‘academic’	and	‘non-academic’.	This	reading,	alongside	conversations,
past	experiences	and	‘bizarre	bolts	from	the	blue’	(often	over	a	strong	coffee)	gives	me
an	initial	clue	as	to	possible	interviewees,	interview	questions	and	analytic	themes.



These	sources	of	knowledge	often	become	analytic	themes	that	I	explore	with
interviewees	in	interviews.	I’ll	then	try	and	recruit	the	interviewees,	making	notes	on
this	process	–	these	notes	cover	both	the	successes	and	the	failures,	the	kinds	of
accounts	people	provide	for	not	taking	part	(again	providing	more	‘data’	and	more
possible	questions).	Once	I’ve	got	some	interviews	lined	up,	I’ll	prepare	a	brief	topic
guide.	In	choosing	those	specific	interviewees	and	in	producing	that	specific	topic	guide
(that	is	shaped	for	that	specific	interviewee)	I	am	already	making	some	specific	analytic
choices	about	what	types	of	people,	what	voices	or	identities,	are	central	to	the	research
(and	which	ones	will	remain	silenced)	alongside	what	sorts	of	topics	of	discussion
might	be	important.	I	then	go	to	the	interview.
During	the	interview,	I	often	try	to	raise	some	of	the	themes	I’ve	been	thinking	through
either	by	asking	interviewees	specific	questions	about	them	or,	sometimes,	telling	them
about	my	thoughts	and	letting	them	comment	on	them.	So	in	one	sense,	the	actual
interview	interactions	are	a	space	in	which	I	seek	to	test	‘my’	analysis	of	these	specific
themes	by	asking	interviewees	to	talk	about	them.	Or	to	put	it	another	way,	interview
interactions	are	inherently	spaces	in	which	both	speakers	are	constantly	‘doing	analysis’
–	both	speakers	are	engaged	(and	collaborating	in)	‘making	meaning’	and	‘producing
knowledge’.
After	the	interviews	I	write	up	my	notes	on	the	encounter,	noting	both	pre	and	post-tape
talk	alongside	my	reactions	and	observations	about	the	interview	itself	(another	moment
of	analysis).	I	then	re-think	about	the	trajectory	of	the	research,	refine	the	kinds	of
themes	and	ideas	I	want	to	think	through	with	interviewees,	and	go	and	interview
someone	else.

In	the	past,	I	used	to	always	transcribe	the	interview	tapes	myself.	In	this	way,	I	got	to
repeatedly	listen	to	the	tapes,	and	so	generate,	check	and	refine	my	analytic	hunches
whilst	simultaneously	producing	a	textual	version	of	the	interaction	that	could	be	used
both	for	further	analysis	and	reports.	Increasingly,	my	tapes	have	been	sent	to
transcribers,	which	means	I	always	check	the	transcript	against	the	tape	and	add	the	sort
of	detail	I’m	often	interested	(pauses,	stress,	overlapping	speech).	However,	when	it
comes	to	sustained	periods	of	analysis,	I	always	prefer	to	re-listen	to	the	tapes	alongside
re-reading	the	transcript.	This	allows	me	to	get	a	sense	of	the	interactional,
collaborative,	work	of	the	speakers.	I	then	try	and	write	up	the	research	(and	re-write	it,
and	re-write	…).	(2004:	26–7)

7.12	Conclusion
Interviews	share	with	any	conversation	an	involvement	in	moral	realities.
They	offer	a	rich	source	of	data	which	provide	access	to	how	people	account
for	both	their	troubles	and	good	fortune.	In	the	words	of	Atkinson	and	Coffey:

We	need	…	to	divorce	the	use	of	the	interview	from	the	myth	of
interiority:	the	essentially	romantic	view	of	the	social	actor	as	a
repository	of	“inner”	feelings	and	intensely	personal	recollections.
Rather,	interviews	become	equally	valid	ways	of	capturing	shared
cultural	understandings	and	enactments	of	the	social	world.	(2002:	811)

Or,	as	Charmaz	and	Bryant	put	it:



Interviews	are,	of	course,	retrospective	accounts	that	often	explain	and
justify	behaviour.	Yet	they	may	also	be	special	social	spaces	in	which
research	participants	can	reflect	on	the	past	and	link	it	to	the	present	and
future	in	new	ways.	An	interview	is	a	performance,	whether	stories
tumble	out	or	are	strategically	calculated	and	enacted,	but	that	does	not
disqualify	interviews	from	providing	rich	data	and	sparking	analytic
insights.	(2011:	299)

Such	observations	are	hardly	surprising	since	the	evidence	for	them	is
immediately	before	our	eyes	in	our	everyday	experience.	Only	by	following
misleading	correspondence	theories’	truth	could	it	have	ever	occurred	to
researchers	to	treat	interview	statements	as	only	potentially	accurate	or
distorted	reports	of	reality.

TIP



Do	not	think	of	the	role	of	the	interviewer	as	just	asking	questions.	Consider	the	variety	of
your	other	actions,	for	example	saying	‘hmm,	mm’,	reformulating	a	question,	agreeing	and
remaining	silent.	Always	assess	how	these	influence	what	an	interviewee	says.

TIP



If	you	are	interested	in	understanding	people’s	experiences,	do	not	assume	that	the	interview
is	the	only	appropriate	research	method.	Why	not	look	at	naturalistic	data	available	on	social
media?

TIP



Apparent	‘contradictions’	in	your	data	depend	on	the	model	you	are	employing.	For
constructionists,	such	contradictions	may	reflect	the	different	discourses	that	are	being	used
by	participants.

Key	Points
There	are	three	different	models	relevant	to	interview	data:	positivism,
naturalism	and	constructionism.
Each	model	provides	different	answers	to	questions	about	whether	we
should	gather	interview	data	and,	if	so,	how	to	analyse	these	data.



Unlike	the	other	models,	constructionism	allows	us	to	see	the	local,
interactional	work	carried	out	by	both	interviewer	and	interviewee,
without	losing	sight	of	the	cultural	resources	which	they	draw	upon.

Study	Questions
1.	 What	are	the	different	types	of	qualitative	interview?
2.	 Assess	the	relevance	of	guides	about	how	to	conduct	an	interview.
3.	 Why	is	it	important	to	audio-record	research	interviews?
4.	 Give	three	different	versions	of	what	interview	answers	‘represent’.	Why	does	this	matter?
5.	 Can	interview	data	tell	us	anything	beyond	how	the	participants	locally	assemble

recognisable	interview	talk?
6.	 Do	we	have	to	analyse	interviews	in	terms	of	either	form	or	content?
7.	 Explain	the	uses	of	asking	‘when?’,	‘how?’	and	‘what?’	questions	about	interview	data.

Recommended	Reading
The	Handbook	of	Interview	Research	edited	by	Jaber	F.	Gubrium	and	James
A.	Holstein	(2002)	is	both	a	thematic	and	encyclopaedic	collection	of	state-
of-the-art	descriptions	of	different	approaches	to	interviewing.	The	handbook
covers	theoretical,	technical,	analytic	and	representation	issues	relating	to
interview	research.	The	best	short	introduction	to	analysing	interview	data,
written	from	a	constructionist	perspective,	is	Holstein	and	Gubrium	(1995).	It
provides	extensive	illustration	of	the	interactional,	interpretive	activity	that	is
part	and	parcel	of	all	interviewing.

Silverman	(2011)	includes	important	chapters	by	Miller	and	Glassner,
Holstein	and	Gubrium,	Charmaz	and	Bryant,	and	Riessman.	Seale	et	al.
(2004)	is	an	edited	collection	covering	qualitative	research	in	general	and
contains	the	work	by	Rapley	and	Kitzinger	discussed	in	this	chapter.	Potter
and	Hepburn’s	(2005)	excellent	paper	‘Qualitative	interviews	in	psychology:
problems	and	possibilities’	provides	a	detailed	overview	of	many	of	the	issues
raised	in	this	chapter.	Fontana	and	Frey	(2000)	offer	a	survey	of	the	literature
which	is	sympathetic	to	many	of	the	issues	raised	in	this	chapter.

Interviews	have	always	been	used	to	elicit	autobiographical	tales.	For	an
introduction	to	the	life-history	approach,	see	Miller	(2000).	The	advent	of	the
Internet	now	means	that	researchers	need	no	longer	be	face	to	face	with
interviewees	(see	the	chapter	on	Internet	communication	by	Markham,	2011).
Mann	and	Stewart	(2000)	provide	a	collection	of	papers	on	this	issue	and
Ryen	and	Silverman	(2000)	provide	an	example	of	research	based	on	email
interviews.
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

understand	what	focus	groups	are,	how	they	are	organised	and	what	they	are	used	for
recognise	the	different	ways	you	can	analyse	focus	group	data
identify	the	advantages	and	disadvantages	of	content	analysis,	thematic	analysis	and
constructionist	analysis
recognise	how	focus	group	data	may	be	used	to	contribute	to	our	understanding	of	social
problems.

8.1	What	are	focus	groups?
Wilkinson	has	described	focus	group	methodology	when	used	in	social
science	research	as	‘deceptively	simple’	(2011:	168).	It	is	a	way	of	collecting
qualitative	data,	which	usually	involves:

Recruiting	a	small	group	of	people	(often	between	six	and	eight)	who
usually	share	a	particular	characteristic	(e.g.	mothers	of	children	under
two;	sufferers	of	a	particular	illness).
Encouraging	an	informal	group	discussion	(or	discussions)	‘focused’
around	a	particular	topic	or	set	of	issues.	This	could	be,	for	example,
young	women	sharing	experiences	of	dieting,	single	parents	evaluating
childcare	facilities,	or	fitness	instructors	comparing	and	contrasting
training	regimes.
The	discussion	is	usually	based	on	the	use	of	a	schedule	of	questions.
This	is	sometimes	followed	by	use	of	some	kind	of	stimulus	material
(visual	or	otherwise)	for	discussion.	A	wide	range	of	more	structured
‘exercises’,	including	ranking,	rating,	card	sorting	or	use	of	vignettes	are
sometimes	used.
Although	focus	groups	are	sometimes	referred	to	as	‘group	interviews’,
the	moderator	does	not	ask	questions	of	each	focus	group	participant	in
turn	but,	rather,	facilitates	group	discussion,	actively	encouraging	group
members	to	interact	with	each	other.
Modern	focus	group	modes,	which	capitalise	on	technological	advances,
include	real-time	and	asynchronous	online	focus	groups,	traditional	and
computer-assisted	telephone	focus	groups,	and	others.
Focus	groups	may	be	reconvened	at	a	later	date	(a	‘longitudinal’	design)
or	a	series	of	focus	groups	may	be	held,	using	the	outcome	of	an	earlier
focus	group	to	specify	the	subjects	under	discussion.
Typically,	the	discussion	is	recorded,	the	data	transcribed,	and	then
analysed	using	conventional	techniques	for	qualitative	data,	most
commonly	content	or	thematic	analysis.	(Adapted	from	Bloor	et	al.,



2000;	Ryan	et	al.,	2013;	and	Wilkinson,	2011)

Focus	groups	as	a	research	method	originated	in	the	work	of	the	Bureau	of
Applied	Social	Research	at	Columbia	University	in	the	1940s.	Its	leader,	the
sociologist	Paul	Lazarsfeld,	was	conducting	commercial	market	research	on
audience	responses	to	soap	operas.	The	US	government	requested	the	Bureau
to	assess	the	impact	of	its	wartime	radio	propaganda	and	Lazarsfeld	asked
another	famous	sociologist,	Robert	Merton,	to	join	the	project.	Until	then,
focus	group	members	had	simply	responded	to	what	they	heard	by	pressing
buttons	to	express	approval	or	disapproval.	At	Merton’s	suggestion,	the
groups	were	now	given	questions	about	the	broadcasts	and	asked	to	discuss
them	among	themselves	(Bloor	et	al.,	2001:	1–2).

Since	then,	focus	groups	have	continued	to	be	a	key	tool	in	commercial
market	research.	For	instance,	an	episode	of	the	fourth	TV	series	of	Mad	Men
shows	a	focus	group	on	skincare	products	being	held	in	a	Madison	Avenue
advertising	agency	in	1964.

The	marketing	field	rests	on	strong	positivist	traditions	in	which	the	concern
is	with	the	perceptions	of	individuals.	It	follows	that:

The	participant	is	seen	as	coming	to	the	focus	group	with	fundamental
orientations	and	ideas	(held	truths)	that	may	be	better	elaborated	through
interaction	with	others,	but	that	may	also	be	suppressed	by	group
dynamics	that	can	encourage	conformity	or	silencing	of	particular
viewpoints.
This	means	that	data	analysis	has	no	need	to	focus	on	the	interaction	per
se	as	it	is	a	means	to	an	end:	to	facilitate	the	expression	of	individuals’
held	truths.	(Belzile	and	Öberg,	2012:	461)

In	commercial	qualitative	research,	this	also	means	focus	group	‘findings’	are
directly	related	to	the	business	goals	of	the	client.	This	is	explained	in	the
comment	below	by	Jonathan	Potter,	a	social	scientist	who	studied	commercial
focus	groups.

To	understand	what	Potter	calls	‘sifting	and	coding’	and	the	study	of	‘raw
interaction’,	we	must	consider	how	focus	group	data	have	been	analysed	in
social	science	research.

Definition



Ryan	et	al.	summarise	these	features:

The	focus	group	is	a	particular	type	of	group	interview	where	the	moderator	(or
researcher/evaluator)	asks	a	set	of	targeted	questions	designed	to	elicit	collective	views
about	a	specific	topic.	The	character	of	participants’	interactions	as	well	as	the	type	of
data	collected	distinguish	the	focus	group	from	other	methods	—	specifically,
participants	interact	with	each	other	as	well	as	the	moderator.	Focus	groups	may	be
characterized	as	a	particular	kind	of	group	interview	or	as	a	collective	conversation,
reflecting	substantial	variation	in	the	degree	to	which	groups	are	managed	by	the
researcher	or	are	allowed	to	be	more	free-flowing.	(2013:	2)

Case	Study



Commercial	Focus	Group	Research
The	companies	or	organizations	who	commission	the	group	pay	for	three	kinds	of	output.	First,
they	may	have	a	representative	who	watches	the	interaction	from	behind	a	one-way	mirror.
Second,	they	will	be	given	a	video	of	the	interaction.	Third,	they	will	be	given	a	report	of	the
interaction	written	by	the	moderator	(which	typically	summarizes	themes	and	gives	sample	quotes
of	people’s	views).
Typically,	none	of	these	forms	of	output	takes	priority	over	the	others.	This	means	that	the
moderator	is	the	central	part	of	the	data	production.	He	or	she	can,	for	example,	display	the
importance	of	something	by	drawing	attention	(for	example,	by	repeating	it)	or	display	its
irrelevance	to	the	business	of	the	group	by	ignoring	it.	This	will	be	apparent	to	the	client	whether
through	the	one-way	mirror	or	on	the	video,	or	in	what	is	quoted	in	the	report.	The	visibility	of
the	data	in	market	research	groups	is	a	much	more	direct	issue	than	in	a	social	science	focus
group	where	considerable	sifting	and	coding	may	go	into	the	production	of	a	data	set	for	analysis.
And	there	would	be	no	expectation	that	a	research	article,	say,	would	include	the	raw	interaction
as	its	data	and	finding.	By	contrast,	in	commercial	focus	group	research,	there	is	a	special	sense	of
visibility	at	work	where	the	unedited	record	of	the	focus	group	is	itself	the	result	of	the	research.
(J.	Potter,	personal	correspondence;	see	also	Puchta	et	al.,	2004)

Exercise	8.1
The	following	is	an	extract	(simplified	transcription)	from	a	focus	group	discussion	(M	=	the
moderator).	What	features	of	the	moderator’s	talk	suggests	that	this	is	a	commercial	focus	group?

M:	Rick	And	the	characteristics	of	this	pe:	rson
(.)	if	you	can	imagine	them,

(.)
Mary	Powerful,

(.)
M:	Rick	Powerful

Hannah	DOMIN¯ANT
(.)

M:	Rick	Dominant,
(Puchta	et	al.,	2004)

8.2	Analysing	focus	group	data	in	social	science
As	Sue	Wilkinson	notes,	it	was	not	until	the	1990s	that	focus	groups	became	a
popular	method	of	research	across	a	broad	range	of	disciplines	–	including
education,	communication	and	media	studies,	feminist	research,	sociology
and	social	psychology.	She	adds:

In	qualitative	research,	focus	groups,	initially	only	used	in	consumer	and
voting	studies,	are	now	just	as	popular	as	interviews.	The	popularity	of
focus	group	research	continues	to	rise,	with	almost	6000	focus	group
studies	published	across	the	social	sciences	in	the	last	five	years,	more
than	a	quarter	of	these	in	2009	alone.	(Wilkinson,	2011:	168)



In	social	science,	focus	groups	tend	not	to	be	a	stand-alone	method.	Instead,
they	are	usually	employed	within	a	multi-method	research	design	in	three
ways:

to	clarify,	extend	or	qualify	findings	produced	by	other	methods
to	feed	back	research	findings	to	study	participants	(Bloor	et	al.,	2001:
90).
to	identify	research	foci	or	develop	research	questions	prior	to	the
conduct	of	the	main	study	(particularly	in	questionnaire	studies,	where
they	often	inform	question	design	and	terminology)	(S.	Wilkinson,
personal	correspondence).

As	with	many	research	methods,	more	information	is	available	about	how	to
collect	data	than	how	to	analyse	them.	This	is	reflected	in	questions	that
students	asked	me	in	recent	workshops:

How	do	I	conduct	an	effective	focus	group?
How	do	I	build	trust	with	the	participants?
How	do	I	encourage	all	participants	to	have	a	say?

Note	that	all	three	questions	relate	to	data	collection	rather	than	data	analysis.
If	you	are	interested	in	data	analysis,	rather	than	try	to	encourage	participation
in	a	focus	group,	you	may	want	to	study	who	participates	most.	As	Wilkinson
notes:

Focus	groups	are	distinctive	…	primarily	for	the	method	of	data
collection	(i.e.	informal	group	discussion),	rather	than	for	the	method	of
data	analysis.	It	is	this,	perhaps,	which	leads	most	accounts	of	the
method	to	emphasize	how	to	run	an	effective	focus	group,	rather	than
how	to	analyze	the	resulting	data.	(2011:	169)



Source:	Ryan	et	al.	(2013:	4)

In	line	with	the	rest	of	this	book,	this	chapter	will	focus	on	data	analysis.	As
Table	8.1	shows,	such	analysis	may	be	based	on	either	of	two	different
approaches.

Three	main	methods	have	been	used	to	analyse	focus	group	data:

quantitative	content	analysis	(Type	A)
qualitative	thematic	analysis	(also	Type	A)
constructionist	methods	(Type	B).

Before	we	look	at	each	method	in	detail,	it	is	worth	noting	that	nearly	all
qualitative	focus	group	studies	use	one	form	or	another	of	thematic	analysis.
Constructionist	methods,	including	discourse	analysis	(DA)	and
conversation	analysis	(CA)	have,	until	recently,	been	barely	represented	in
focus	group	research	(exceptions	are	Frith,	2000;	Halkier,	2010;	Wilkinson,
2011;	Wibeck,	2014).

The	following	case	study	illustrates	a	positivistic-individualistic	way	of
analysing	focus	group	data.	It	then	shows	how	constructionist	methods	may
be	used	on	the	same	data.

This	case	study	illustrates	two	ways	of	analysing	focus	group	data	which
derive	from	different	traditions:

‘Mapping	the	woods’,	as	we	shall	see,	approximates	to	qualitative



thematic	analysis.
‘Chopping	up	trees’	is	the	path	chosen	by	constructionists,	particularly
those	influenced	by	DA	or	CA.

However,	like	any	method	of	data	analysis,	‘chopping	up	trees’	presents
potential	problems:

It	is	clearly	a	much	slower	method	than	if	we	proceed	by	identifying
‘key	passages’
Its	linguistic	approach	may	run	the	risk	of	losing	sight	of	the	research
problem	with	which	we	began.	In	this	example,	critics	may	justly	argue
that	Myers’	sequential	analysis	has	little	bearing	on	the	debate	about
genetically	modified	food.

Experienced	qualitative	researchers	will	recognise	that	the	alternative
approaches	posed	by	Macnaghten	and	Myers	exemplify	two	widely	used	(and
very	different)	methods	for	analysing	our	data.	‘Chopping	up	trees’,	with	its
fine-grained	sequential	analysis,	seems	a	more	soundly	grounded	research
method	(offering	depth)	than	the	scattergun	approach	of	simply	quoting
favourable	instances.	However,	at	least	‘mapping	the	woods’,	whatever	its
limitations,	tells	us	directly	about	a	substantive	phenomenon	and	thus	offers
breadth.

By	contrast,	we	can	only	make	an	indirect	link	between	Myers’	sequential
analysis	and	the	debate	about	genetically	modified	food.	If	Y	may	be	seen	to
be	ratifying	the	term	produced	by	M	(and	–	before	that	–	as	aligning	with	him
in	taking	issue	with	the	terms	of	the	moderator’s	question),	we	get	a	sense	that
these	focus	group	participants	share	a	view	of	genetically	modified	animals	as
‘engineered/not	natural’,	as	opposed	to	‘natural’	(S.	Wilkinson,	personal
correspondence).

I	now	present	each	of	these	methods	in	greater	detail.

8.2.1	Quantitative	content	analysis
As	we	saw	in	Section	5.2,	content	analysis	is	based	on	examination	of	the
data	for	recurrent	instances	of	some	kind.	These	instances	are	then
systematically	identified	across	the	data	set,	and	grouped	together	by	means
of	a	coding	system.	Wilkinson	notes	that:

The	majority	of	published	focus	group	studies	use	some	type	of	content
analysis.	At	its	most	basic,	content	analysis	simply	entails	inspection	of



the	data	for	recurrent	instances	of	some	kind.	This	is	irrespective	of	the
type	of	instance	(e.g.	word,	phrase,	some	larger	unit	of	‘meaning’);	the
preferred	label	for	such	instances	(e.g.	‘items’,	‘themes’,	‘discourses’);
whether	the	instances	are	subsequently	grouped	into	larger	units,	also
variously	labelled	(e.g.	‘categories’,	‘organizing	themes’,	‘interpretive
repertoires’);	and	whether	the	instances	–	or	larger	units	–	are	counted	or
not.	(2011:	171)

It	involves	the	following	stages:

deciding	on	a	unit	of	analysis	(the	whole	group,	the	group	dynamics,	the
individual	participants,	or,	more	usually,	the	participants’	utterances)
developing	a	coding	system
applying	the	codes	systematically	across	a	transcript	(or	transcripts)
(sometimes)	using	simple	tabulations	of	instances	of	codes.	(Adapted
from	Wilkinson,	2011:	170)

We	shall	shortly	see	an	example	of	quantitative	content	analysis,	using
Wilkinson’s	own	focus	group	data.

Case	Study

Perceptions	of	Aids
Kitzinger	and	Miller	(1992)	were	interested	in	the	role	of	the	media	in	changing,	reinforcing	or
contributing	to	ideas	about	AIDS,	Africa	and	race.	They	began	by	analysing	three	years	of	TV
news	reports	on	these	topics.	In	one	such	report,	statistics	on	HIV	infection	were	given	for	the
whole	of	Africa	and	a	map	of	Africa	was	shown	with	the	word	‘AIDS’	fixed	across	the	continent.
The	map	was	also	stamped	with	the	words	‘3	Million	Sufferers’.
To	see	how	these	media	images	impacted	upon	their	audience,	many	focus	groups	were
established	among	people	with	particular	occupations	(e.g.	nurses,	police,	teachers),	perceived	to
have	a	‘high	involvement’	(e.g.	gay	men,	prisoners)	and	‘low	involvement’	(e.g.	retired	people,
students)	in	the	issue.

Members	of	all	groups	were	sceptical	about	media	coverage	of	news	issues	although	it	is	possible
that	this	scepticism	might	have	reflected	the	prompting	of	the	focus	group	moderator	with	their
presumably	liberal	opinions	(P.	Brindle,	personal	correspondence).	Despite	this,	most	accepted
the	general	assumption	that	AIDS	came	from	Africa	and	is	prevalent	there.	White	people	usually
began	from	the	assumption	that	Africa	is	a	hot	bed	of	sexually	transmitted	diseases.	This	was
based	on	the	belief	that	sexual	intercourse	typically	begins	at	an	early	age	and	that	sexual	diseases
are	spread	through	polygamy.
However,	not	all	individuals	shared	these	beliefs.	Kitzinger	and	Miller	refer	to	several	factors
which	led	people	to	doubt	the	media	treatment.	Among	these	were	the	following:	personal	contact
with	alternative	information	from	trusted	individuals	or	organisations,	personal	experience	of
being	‘scapegoated’,	personal	experience	of	conditions	in	Africa	and	being	black	yourself.	The
authors	conclude:



Our	research	shows	both	the	power	of	the	media	and	the	pervasiveness	of	stock	white
cultural	images	of	black	Africa;	it	is	easy	to	believe	that	Africa	is	a	reservoir	of	HIV
infection	because	‘it	fits’.	Journalists	draw	on	these	cultural	assumptions	when	they	produce
reports	on	AIDS	and	Africa.	But,	in	so	doing,	they	are	helping	to	reproduce	and	legitimize
them.	(1992:	49)

Case	Study

Focus	Groups	on	Genetically	Modified	Food
Phil	Macnaghten	and	Greg	Myers	were	interested	in	how	the	scientific	debate	about	genetically
modified	food	was	reflected	in	popular	feelings	about	the	subject.	Through	focus	groups,	they
sought	to	elicit	‘the	different	ways	people	relate	to	animals	and	…	the	ways	their	beliefs	and
values	about	animals	relate	to	implicit	beliefs	about	what	is	natural’	(Macnaghten	and	Myers,
2004:	67).

Below	is	one	extract	from	their	data	(see	the	Appendix	for	the	transcription	symbols	used).	The
extract	begins	with	a	leading	question	from	the	moderator:
Extract	8.1	[Macnaghten	and	Myers,	2004:	75,	adapted]

(M	=	moderator;	X	and	Y	=	participants)
M:	Can	I	just	say,	so	in	what	ways	do	you	think	these	animals	are	natural?

(1.0)
X:	well,	they	won’t	be	natural	will	they=

Y:	=	they’re	not	natural,	they’re	[man-made	aren’t	they?
M:	[they’d	be	engineered

Y:	engineered
How	can	social	scientists	(as	distinct	from	commercial	researchers)	analyse	such	data?	Very
helpfully,	Macnaghten	and	Myers	discuss	two	different	strategies	based,	in	part,	on	practical
contingencies.	Working	to	a	tight	timescale,	Macnaghten	paid	more	attention	to	setting	up	the
focus	groups	than	to	data	analysis.	His	strategy	involved	the	following	three	simple	steps:

1.	 finding	‘key	passages’	quickly	(in	200,000	words	of	transcript)
2.	 choosing	quotations	that	made	a	relevant	(and	repeated)	point	briefly	and	in	a	striking	way
3.	 marking	‘quotable	themes’	with	a	highlighter	(ending	up	with	eight	groups	of	quotes	on

each	of	the	topics	in	which	he	was	interested).

The	authors	note	that	this	simple	method	offers	a	rapid	way	of	sorting	out	data	to	bear	on	a
particular	research	topic.	When	we	begin	data	analysis,	we	may	be	in	an	unknown	terrain.	In	this
sense,	Macnaghten	and	Myers’	method	allows	us,	as	they	put	it,	to	‘map	the	woods’.

The	kinds	of	rapid	answers	that	can	arise	through	‘mapping	the	woods’	undoubtedly	have	an
appeal	to	social-problem-oriented	research.	However,	this	method	of	identifying	repeated	themes
overlooks	the	fact	that	the	focus	group	participants	are	not	isolated	individuals	but	are	engaged	in
a	conversation.	To	understand	the	conversational	character	of	the	data,	Myers	suggests	that	we
need	to	look	at	how	meaning	gets	constructed	in	the	interactions	between	moderator	and
participants	and	between	the	participants	themselves.
In	Extract	8.1,	he	notes:

1.	 X	pauses	for	one	second	and	uses	a	preface	of	‘well’	which	presents	his	response	as
unexpected	and	dispreferred	(for	a	discussion	of	preference	organisation,	see	Heritage,
1984).

2.	 Y	enters	very	quickly	and	M	overlaps	with	him,	both	of	which	display	preferred	actions.



3.	 Y	modifies	his	term	(‘man-made’)	to	fit	M’s	term	(‘engineered’).	In	this	way,	Y	ratifies	the
term	produced	by	M,	by	repeating	it.

This	detailed	analysis,	the	authors	suggest,	is	more	like	‘chopping	up	trees’	than	‘mapping	the
woods’.	Unlike	the	latter	approach,	it	rejects	the	assumption	that	there	is	a	one-to-one	link
between	utterances	in	focus	groups	and	people’s	‘views’	on	animals	and	genetically	modified
research.	Instead,	it	shows	how	‘a	focus	group	transcript	is	a	way	of	recovering,	as	far	as	is	now
possible,	a	moment-to-moment	situation,	and	the	shifting	relations	of	people	in	that	situation’
(Macnaghten	and	Myers,	2004:	75).

8.2.2	Qualitative	thematic	analysis
In	quantitative	content	analysis,	participants’	talk	is	taken	as	providing	a
transparent	window	to	something	that	lies	behind	or	beyond	it,	for	example
participants’	experiences,	life-histories	or	social	situations.	By	contrast,
qualitative	methods	are	designed	to	give	access	to	how	the	social	world	is
lived,	not	simply	how	people	talk	about	it	to	researchers	(see	Chapter	1).
Nonetheless,	as	Wilkinson	points	out,	many	qualitative	focus	group	studies,
which	aim	to	provide	contextual,	interpretive	accounts	of	people’s	social
worlds,	end	up	having	much	in	common	with	quantitative	content	analysis:

For	example,	in	Lyons	et	al.’s	(1995)	study	of	women	with	multiple
sclerosis,	and	Agar	and	MacDonald’s	(1995)	study	of	ex-users	of	LSD,
research	participants’	talk	is	taken	to	provide	a	‘transparent’	window
onto	the	circumstances	of	their	lives	outside	the	focus	group	(to	which
the	focus	group	moderator	has	no	independent	access),	inferred	from
self-report.	What	people	say	in	the	context	of	the	focus	group	discussion
is	taken	as	‘revealing’,	for	example,	the	nature	of	daily	life	for	people
with	chronic	physical	illness,	or	as	flagging	up	a	‘significant	issue’	in	the
life	‘territory’	of	the	drug-experienced	young.	In	other	words,	talk	is	used
as	a	‘means	of	access’	to	something	that	lies	behind	or	beyond	it,	rather
than	treated	as	of	interest	in	its	own	right.	(2011:	174)

This	tendency	to	cut	across	methods	is	reflected	in	the	following	features	of
qualitative	thematic	analysis:

It	tries	to	find	out	about	participants’	lives	through	what	they	say	within
the	focus	group.
It	aims	to	ground	interpretation	in	the	particularities	of	the	situation
under	study,	and	in	participants’	(rather	than	analysts’)	perspectives.
Its	data	are	generally	presented	as	accounts	of	social	phenomena	or
social	practices,	substantiated	by	illustrative	quotations	from	the	focus
group	discussion.	(Adapted	from	Wilkinson,	2011:	170)



The	following	case	study	illustrates	how	focus	group	data	are	often	coded	in
qualitative	research.	Like	the	earlier	study	on	genetically	modified	foods,	it
also	reveals	the	problems	of	thematic	analysis.

As	these	authors	note,	this	type	of	thematic	analysis	can	‘lose	sight	of	where
the	data	[coded]	sit	within	the	whole	[transcript]’	(Bloor	et	al.,	2001:	64).	As
we	saw	in	the	Macnaghten	and	Myers	study,	our	third	method,
constructionism,	attempts	to	remedy	these	shortcomings	by	looking	at	process
as	well	as	content	within	the	focus	group.

Table	8.2	sets	out	the	key	issues	involved	in	attempting	a	qualitative	thematic
analysis	of	focus	group	data.	In	practice,	the	questions	in	Table	8.2	are	usually
answered	by	selective	quotations	from	what	participants	say.	Although	this
seems	to	satisfy	the	ethnographer’s	demand	for	‘depth’,	it	usually	preserves
very	little	of	the	social	processes	involved	in	the	focus	group	discussion.

Source:	Wilkinson	(2011:	170)

Sue	Wilkinson	has	provided	us	with	an	insight	into	how	coding	in	content
analysis	works.	She	uses	a	segment	of	a	focus	group	in	which	three	women
who	share	a	breast	cancer	diagnosis	are	talking	about	possible	causes	of	the
disease.

Extract	8.3	[Wilkinson,	2011:	176]

(SW	=	Sue	Wilkinson)

01. SW:  D’you	have	any	idea	what	caused	your	breast	cancer[pause]
any	of	you.

02. Fre:  No-	What	does	cause	breast	cancer	do	you	think.

03. SW:  What	do	you	think	it	might	be?

04. Ger:  [cuts	in]	There’s	a	lot	of	stories	going	about.=I	was	once	told
that

05.   if	you	use	them	aluminium	pans	that	cause	cancer.	.hh	I	was	also

06.   told	that	if	you-	if	you	eat	tomatoes	and	plums	at	the	same	meal
that-



07. Dor:  [laughs]

08. Ger:  [to	Doreen]	Have	you	heard	all	these	those	things?

09. Dor:  [laughs]	No

10. Ger:  Now	that’s	what	I	heard	and-

11. Dor:  [laughs]	Mm

12. Ger:  Oh	there’s	several	things	that	if	you	listen	to	people	[pause]
we::ll-

13. Dor:  Mm

14. SW:  [to	Gertie,	laughingly]	What	else	have	they	told	you?

15. Ger:  Pardon?

16. SW:  [to	Gertie,	laughingly]	What	else	have	they	told	you?

17. D/SW:  [laughter]

18. Ger:  I	can’t	think	off	hand	I	knew	a-	I	knew	a	lot	that	I’ve	heard
over	the

19.   years	from	people	who’ve	passed	on	‘Oh	yeah	well	that	causes
cancer’.

20. Dor:  Mm

21. Ger:  But	I	don’t	know	but-

22. Dor:  [cuts	in]	I	mean	uhm-

23. Ger:  Now	I’ve	no	views	on	this	[To	Doreen]	have	you?

Wilkinson	helpfully	provides	two	different	analyses	–	one	quantitative,	one
qualitative	–	of	these	data.	As	she	explains:

The	‘results’	of	the	quantitative	content	analysis	are	presented	as
frequency	counts,	while	the	‘results’	of	the	qualitative	thematic	analysis
are	presented	as	illustrative	quotations.	Both	analyses	take	the	‘mention’
of	a	cause	as	the	unit	of	analysis,	and	organize	these	‘mentions’	using	a
category	scheme	derived	from	Blaxter’s	(1983)	classic	study	of	talk
about	the	causes	of	health	and	illness.	However,	the	first	analysis
systematically	records	the	number	of	‘mentions’	within	each	category
(including	null	categories),	summarizing	what	these	‘mentions’	are;
while	the	second	records	the	words	in	which	these	‘mentions’	are
couched,	presenting	them	as	quotations	under	each	category	heading.
(2011:	171)



Wilkinson’s	content	analysis	gives	us	an	overall	sense	of	the	distribution	of
different	lay	theories	of	the	causes	of	breast	cancer	(Table	8.3).

Unfortunately,	by	depriving	these	women’s	talk	of	the	local	context	in	which
it	was	said,	it	makes	the	problematic	assumption	of	‘relatively	stable
“cognitions”	(beliefs,	attitudes	or	opinions)	assumed	to	underlie	people’s	talk
(and	–	at	least	sometimes	–	to	inform	their	subsequent	behaviour)’
(Wilkinson,	2011:	174).

Source:	Wilkinson	(2011:	171–2)

As	Wilkinson	shows,	the	same	data	may	be	analysed	qualitatively,	by
identifying	relevant	themes	from	what	respondents	say	in	a	manner	found	in
much	naturalist	ethnographic	research	(and	in	naturalist	interview	studies).
This	kind	of	thematic	analysis	is	presented	in	Table	8.4.



Source:	Wilkinson	(2011:	172–3)

As	Wilkinson	notes,	despite	the	apparent	differences	between	the	analyses
presented	in	Table	8.3	and	8.4,	they	share	the	same	assumptions.	Both	treat
what	people	say	as	providing	a	‘window’	into	their	perceptions	and	neither



reveals	the	local	context	of	what	these	women	say.	This	is	because	both
analyses	ignore	‘the	interactive	quality	of	the	focus	group	data’	(Wilkinson,
2011:	174).	This	is	how	they	both	differ	from	an	analysis	inspired	by
constructionist	methods.

Case	Study

Adolescents	Who	Smoke
In	a	focus	group	study	of	adolescent	smoking	behaviour,	the	analysis	centred	on	perceived
pressures	on	the	decision	to	quit:

‘Peer	pressure’	was	frequently	discussed	and	became	a	central	code.
Participants	talked	of	different	kinds	of	peer	pressure,	including	‘bullying’	and	‘exclusion
from	the	group’.	These	categories	were	used	as	sub-categories	of	‘peer	pressure’.
‘Exclusion’	was	further	sub-categorised	between	‘real’	friends	and	‘instrumental’	friends
(e.g.	people	who	were	only	friendly	with	you	if	you	got	them	cigarettes).

This	is	an	example	of	how	a	comment	from	the	group	was	coded,	with	codes	in	square	brackets:
Extract	8.2	[Bloor	et	al.,	2001:	63–4]

Simon:	you	know,	like	some	people	don’t	pressure	people	into	smoking,	[PEER	PRESSURE]
people	just	if,	say	like,	say	somebody	was	smoking	and	I	was	gonna	give	up,	I	don’t	think	these
(indicating	his	friends)	would	bully	me	[BULLYING]	because	they’re	like	my	friends,	aren’t
they,	[TYPE	OF	FRIEND]	and	they’re	not	gonna	just	come	up	to	me,	punching	me,	‘you’ve
stopping	smoking	so	you’re	not	my	friend’,	are	they?	[EXCLUSION]

Exercise	8.2
This	encourages	you	to	think	in	a	constructionist	way	about	Bloor	et	al.’s	data.	Examine	when
Simon	refers	to	‘friends’	in	Extract	8.2	and	consider	what	interactional	‘work’	is	achieved	by
these	references	in	these	places.	For	instance,	show	what	other	interpretations	of	his	smoking
Simon’s	references	to	his	friends	may	exclude.

Exercise	8.3
Return	to	Extract	8.3	and	answer	the	following	questions:

What	‘stake’	does	Gertie	show	in	her	account	of	the	possible	causes	of	breast	cancer;	that
is,	does	she	wholeheartedly	assert	these	things	or	does	she	seek	to	distance	herself	from
what	she	has	heard?
Does	Gertie	change	her	stake	in	what	she	is	saying	during	the	course	of	the	discussion?	If
so,	point	out	what	features	may	lead	her	to	change	her	position?

[If	you	need	further	information	about	‘stake’	analysis,	refer	to	Section	11.1.3].

8.2.3	Constructionist	methods
These	seek	to	analyse	the	process	of	interaction	within	a	focus	group.	Rather
than	inferring	meaning	from	what	one	person	says,	the	aim	is	to	expose	the
local	and	sequential	construction	of	meaning.	The	case	study	which	follows



shows	how	Wilkinson	attempted	a	constructionist	analysis	of	her	focus	group
data	presented	as	Extract	8.3.

Wilkinson	has	demonstrated	the	local	positioning	and	fate	of	Gertie’s
‘stories’.	These	are	generated	within	a	cautious	environment	and	subsequently
withdrawn	when	challenged.	Rather	than	being	a	reflection	of	how	Gertie
sees	the	world	[the	positivist-individualist	view],	these	stories	make	sense
within	the	turn-by-turn	organisation	of	this	conversation.

Wilkinson	is	not	claiming	that	focus	group	talk	is	the	product	of	some
external	social	mechanism	and	that	the	participants	are	puppets.	Instead,	she
demonstrates:

how	focus	group	speakers	skilfully	attend	to	the	constraints	and
opportunities	presented	by	the	positioning	of	what	they	say	within	a
sequence	of	turns
how	we	can	establish	participants’	own	understandings	as	displayed
directly	in	the	talk.

This	is	a	distinct	advance	on	content	and	thematic	analysis.	In	both
approaches,	researchers	have	to	infer	participants’	understandings	by	using
their	own	common-sense	knowledge	of	what	focus	group	members’	talk
‘means’.

However,	if	we	follow	Wilkinson’s	constructionist	approach	and	treat	focus
group	talk	as	constitutive	of	social	and	psychological	‘realities’,	how	much
can	we	say	about	the	original	topic	of	our	research?	In	Wilkinson’s	case,	what
can	we	say	about	women’s	attitudes	towards	breast	cancer?	In	the	next
section,	I	will	try	to	answer	this	question	referring	to	a	paper	based	on	the
same	data.

Case	Study

Constructing	Meaning	in	a	Breast	Cancer	Focus	Group
The	extract	opens	with	my	question	(as	moderator)	about	causes,	and	the	responses	from	Freda
and	Gertie	to	this	question.	A	content	analysis	(of	the	kind	presented	earlier)	might	code	Freda’s
initial	response	(line	2)	as	‘I	don’t	know’;	and	Gertie’s	subsequent	response	(lines	4–6)	as	items	in
the	categories	‘agents	in	the	environment’	(aluminium	pans)	and	‘behaviour,	own	responsibility’
(choosing	to	eat	tomatoes	and	plums	at	the	same	meal)	…	by	contrast,	[I	now]	focus	on	the
immediate	interactional	context.	Talk	about	causes	can	be	interactionally	tricky	–	particularly
when	a	presumed	‘expert’	is	asking	questions,	or	in	settings	in	which	potentially	equally
knowledgeable	others	might	have	different	or	even	conflicting	opinions.	Conversation	analysts
(e.g.	Sacks,	1992:	340–7)	have	noted	the	asymmetry	between	being	the	first	to	express	an	opinion
and	being	second:	going	first	means	you	have	to	put	your	opinion	on	the	line,	whereas	going
second	offers	an	opportunity	either	for	agreement	or	for	potential	challenge.	Consequently,
speakers	often	try	to	avoid	first	position,	and	this	is	precisely	what	Freda	does	in	response	to	the



moderator’s	question:	she	declines	to	gives	an	opinion,	and	bounces	the	question	right	back	to	the
moderator,	as	a	‘counter’	(Schegloff,	2007:	16–19).	It	is	not	simply	then,	as	a	content	analysis
(within	an	essentialist	framework)	might	suggest,	that	Freda	‘doesn’t	know’	what	causes	breast
cancer:	from	the	perspective	of	…	a	social	constructionist	framework,	she	is	not	here	reporting	a
state	of	mind,	but	is	engaged	in	a	piece	of	local	interactional	business.
The	moderator	(SW)	avoids	answering	Freda’s	direct	question:	instead	she	reformulates	it	(in	the
manner	typically	recommended	for	interviewers	and	focus	group	moderators),	making	clear	she	is
interested	in	what	the	participants	themselves	‘think	it	might	be’	(line	3),	rather	than	in	any
purported	‘actual’	(i.e.	scientific)	causes	of	breast	cancer.	It	is	with	this	reassurance	that	Gertie
offers	some	‘stories’	(i.e.	folk	wisdom,	labelled	as	such),	thereby	putting	herself	in	the	vulnerable
first	speaking	position,	and	attracting	just	the	kind	of	second	speaker	disagreement	that	Freda’s
counter	enabled	her	to	avoid:	Doreen,	the	third	member	of	the	group,	laughs	at	Gertie’s	response.
Note	that	within	most	other	approaches,	Gertie’s	references	to	‘stories’,	and	to	what	she	has
‘heard	over	the	years’,	would	be	taken	as	transparent	reports	of	the	source	of	her	ideas	about
cause:	i.e.	as	indicating	a	reliance	on	folk	knowledge.	Within	a	social	constructionist	framework,
however,	this	attribution	of	ideas	about	cause	to	folk	knowledge	is	seen	an	interactional	device
seeking	to	protect	the	speaker	from	challenge	(although,	here,	it	fails	to	avert	ridicule).

Gertie’s	candidate	causes,	then,	are	presented	as	‘stories’.	However,	only	moments	later,	even
these	‘stories’	are	retracted.	By	the	end	of	Doreen	and	Gertie’s	subsequent	exchange	(at	line	23),
Gertie,	like	Freda	before	her,	is	claiming	to	have	‘no	views’	on	the	causes	of	breast	cancer.
Again	(within	this	approach	to	data),	this	not	simply	a	straightforward	report	of	a	cognitive	state:
it	arises	out	of	the	interactional	sequence	within	which	it	is	embedded,	in	the	course	of	which	both
Doreen	and	the	moderator	have	implied,	through	their	laughter,	that	Gertie’s	candidate	causes	are
rather	implausible;	indeed,	the	moderator’s	probe	(line	14)	can	be	heard	as	‘positioning’
(Wilkinson	and	Kitzinger,	2003)	Gertie	as	the	sort	of	gullible	person	who	believes	anything	she	is
told.	Gertie	responds	first	by	reminding	everyone	that	she	is	not	reporting	her	own	views,	but
those	of	others,	and	then	she	flatly	refuses	to	offer	further	candidate	answers,	explicitly	handing
the	floor	to	Doreen	at	(line	23).	(Wilkinson,	2011:	177)

Exercise	8.4
Compare	the	findings	of	Wilkinson’s	approach	to	the	Macnaghten	and	Myers	(2004)	‘chopping
up	trees’	approach:

Do	you	find	these	constructionist	approaches	to	focus	group	data	more	convincing	than	the
alternatives?
Can	you	find	any	ways	in	which	these	two	studies	can	help	answer	substantive	questions
about	the	topics	which	the	participants	discussed?
Should	we	prefer	content	or	thematic	analysis	since	they	seem	to	offer	clear	answers	to
policy-relevant	questions?

8.3	Form	or	substance?
My	earlier	discussion	of	the	work	of	Macnaghten	and	Myers	(2004)	on
attitudes	towards	genetically	modified	food	raised	issues	about	form	versus
substance.	Can	a	constructionist	concern	with	sequential	organisation	tell	us
about	more	than	conversational	structures?	To	obtain	an	initial	answer	to	this
question,	I	will	discuss	further	research	on	this	breast	cancer	data	in	which
such	substantive	matters	are	more	clearly	highlighted.

Wilkinson	and	Kitzinger	(2000)	were	interested	in	the	way	in	which	both



laypeople	and	many	medical	staff	assume	that	‘positive	thinking’	helps	you
cope	better	with	cancer.	They	point	out	that	most	of	the	evidence	for	this
belief	derives	from	questionnaires	in	which	people	tick	a	box	or	circle	a
number.

By	contrast,	Wilkinson	and	Kitzinger	follow	a	constructionist	approach	in
which	statements	about	‘thinking	positive’	are	treated	as	actions	and	we	seek
to	understand	their	functions	in	particular	sequences	of	talk.	Put	simply,	they
seek	to	insert	‘scare	marks’	around	‘positive	thinking’	and	to	examine	when
and	how	it	is	used.

Let	us	look	at	one	data	extract	that	they	use	from	a	focus	group	of	women
with	breast	cancer:

Extract	8.4	[Wilkinson	and	Kitzinger,	2000:	807]

Hetty:	When	I	first	found	out	I	had	cancer,	I	said	to	myself,	I	said	right,	it’s
not	gonna	get	me.	And	that	was	it.	I	mean	(Yvonne:	Yeah)	obviously	you’re
devastated	because	it’s	a	dreadful	thing

Yvonne:	(overlaps):	yeah,	but	you’ve	got	to	have	a	positive	attitude	thing,	I	do

Betty:	(overlaps):	but	then,	I	was	talking	to	Dr.Purcott	and	he	said	to	me	the
most	helpful	thing	that	anybody	can	have	with	any	type	of	cancer	is	a	positive
attitude

Yvonne:	a	positive	outlook,	yes

Betty:	because	if	you	decide	to	fight	it,	then	the	rest	of	your	body	will	st-,	will
start

Yvonne:	motivate	itself,	yeah

Betty:	to	fight	it

In	this	extract,	Hetty’s	account	of	feeling	‘devastated’	by	a	cancer	diagnosis	is
met	by	appeals	to	a	‘positive	attitude’	by	both	Yvonne	and	Betty.	On	the
surface,	then,	Extract	8.4	seems	to	support	the	idea	that	‘positive	thinking’	is
an	internal,	cognitive	state	of	people	with	cancer.	However:

this	overlooks	the	extent	to	which	these	women	are	discussing	‘thinking
positive’	not	as	a	natural	reaction	to	having	cancer	(the	natural	reaction
[mentioned	by	Hetty]	is	that,	‘obviously	you’re	devastated	because	it’s	a
dreadful	thing’),	but	rather	as	a	moral	imperative:	‘you’ve	got	to	have	a
positive	attitude’.	(Wilkinson	and	Kitzinger,	2000:	806–7)



So	Wilkinson	and	Kitzinger’s	analysis	suggests	two	different	ways	in	which
these	women	formulate	their	situation:

Positive	thinking	is	presented	as	a	moral	imperative,	part	of	a	moral
order	in	which	they	should	be	thinking	positive.
Other	reactions	(including	fear	and	crying)	are	simply	described	as	what
‘I	did’	not	as	‘what	you	have	got	to	do’.

This	distinction	shows	the	value	of	looking	at	how	talk	is	organised	and	not
just	treating	it	‘as	providing	a	transparent	“window”	on	underlying	cognitive
processes’	(2000:	809).	By	contrast,	Wilkinson	and	Kitzinger’s	constructionist
focus	on	sequences	of	talk	allows	us	to	get	a	quite	different,	more	processual,
grasp	of	the	phenomenon.

As	already	noted,	the	close	attention	to	detail	shown	here	is	similar	to	the
work	of	Macnaghten	and	Myers	(2004)	on	attitudes	towards	genetically
modified	food.	So,	in	this	version	of	‘chopping	up	trees’,	do	we	lose	sight	of
the	substantive	phenomenon?	To	answer	this	question,	we	need	to	consider
the	limits	of	what	other	approaches	to	focus	group	data	can	tell	us.

Wilkinson	and	Kitzinger’s	findings	are	simply	not	available	from	answers	to
questionnaires	or,	more	relevantly,	from	conventional	qualitative	analysis	of
their	focus	group	data	which,	no	doubt,	would	find	multiple	instances	of
‘positive	thinking’	within	these	women’s	talk.	This	is	because	content	and
thematic	analysis	are	both	ultimately	dependent	upon	analysts	using	their
common-sense	knowledge	of	what	participants’	words	‘mean’.	So,	while	their
coding	has	the	air	of	scientific	respectability,	their	results	depend	upon	taken-
for-granted	knowledge	of	the	world	we	live	in.

In	this	case,	such	analyses	can	do	little	more	than	confirm	lay	or	medical
beliefs	about	the	usefulness	of	certain	mental	responses	to	life-threatening
illness.	By	contrast,	this	research	reveals	that	expressions	of	‘positive
thinking’	may	have	more	to	do	with	public	displays	of	one’s	moral	position
than	with	how	people	actually	respond	to	their	illness.	As	in	much	scientific
research,	such	a	negative	finding	can	be	treated	as	an	opportunity	for
researchers	to	advance	our	knowledge	of	the	field	through	asking	different
questions.	Moreover,	it	suggests	that	neither	patients	nor	health	workers	need
to	worship	at	the	shrine	of	‘positive	thinking’	nor	feel	guilty	when	they	do	not
enact	it.	Such	a	conclusion	provides	new	insights	of	potentially	great	value	to
both	patients	and	health	workers.

Extract	8.5	[Halkier,	2010:	75]

Sonja:	When	I	was	a	child,	when	we	had	fish	it	was	these	frozen	fish	fingers
…



Karen	[interrupts]:	Yes,	THAT	is	disgusting	[Sonja:	He,	he	…]	…	that	is	bad
cooking.

Dorte:	Yes,	it	is.

Sonja:	That	is	simply	YUKKY.

Birgit:	Yes,	my	kids	love	them	…

Dorte	[interrupts]:	No,	nobody	likes	fish	fingers.

Birgit:	Yes,	I	like	them.

Karen:	It’s	the	same	with	that	breaded	fish	you	can	buy,	it’s	only	breading.

Birgit:	No,	that	depends	on	which	ones	you	buy	…	some	of	it	is	okay	to	buy
…

Karen	[interrupts]:	I	will	rather	buy	it	without	breading,	and	then	…	[pause]

Birgit	[interrupts]:	…	where	there	is	a	lot	of	fish	…	[pause]	[Karen:	do	it
myself]	but	that	is	[Sonja:	You	don’t	know	what’s	in	there]	obvious	…

Karen:	No.

Sonja:	It	looks	like	such	stuff.

Karen:	Yep.

Sonja:	Oh	yes,	that’s	bad	cooking	too.	To	me	bad	cooking	is	doing	it	with
deep-frying.

Birgit:	Yes,	all	right	I	can	only	admit	that	[Karen:	Yes]	to	you	…	we	don’t	use
that	either.

Karen:	I	also	think	…

Sonja	[interrupts]:	But	then	again,	it’s	that	fat.

Karen:	I	actually	used	it,	I	used	it	to	deep-fry	those	camembert	cheeses	for
dessert,	but	I	have	begun	to	make	that	in	the	oven	…	that’s	actually	the	only
deep-fry	…

Dorte:	It’s	a	long	time	since	you	have	made	that	dessert	for	us.

8.3.1	Focus	groups	as	empowering?
Some	researchers	argue	that	focus	groups	(and	indeed	interviews)	can	go
beyond	providing	insights	for	policy-makers.	For	them,	focus	groups	can
themselves	empower	participants	by	‘giving	voices’	to	people	who	are	often
silenced.	For	instance,	as	we	saw	in	Chapter	7,	Byrne,	drawing	upon
feminism,	has	suggested	that	‘qualitative	interviewing	has	been	particularly



attractive	to	researchers	who	want	to	explore	voices	and	experiences	which
they	believe	have	been	ignored,	misrepresented	or	suppressed	in	the	past’
(2004:	182).	Unfortunately,	this	attempt	to	give	substantive	relevance	to
qualitative	research	falls	short	where	it	simply	abstracts	talk	from	the	local
context	in	which	participants	embed	it.

The	case	study	below,	based	upon	Celia	Kitzinger’s	research,	shows	the
complex	issues	involved	in	trying	to	use	focus	groups	to	explore	potentially
suppressed	voices.

The	moral	that	Kitzinger	draws	from	this	fascinating	material	is	that	we
should	not	rely	too	much	on	respondents’	self-reports,	taken	from	focus
groups	or	interviews,	to	identify	social	phenomena	such	as	‘coming	out’.	As
she	pointedly	puts	it:

My	own	view	is	that	the	emphasis	on	‘voice’	has	led	to	an	over-reliance
on	self-report	methods,	to	the	detriment	of	approaches	which	involve	the
researcher	in	direct	observation	of	the	phenomenon	of	interest.	So,	for
example,	if	‘coming	out’	is	the	research	topic,	data	in	which	research
participants	talk	about	coming	out	(or	not	coming	out)	as	lesbian	or	gay
require	the	researcher	to	make	an	interpretive	leap	from	these
retrospective	accounts	to	the	experience	they	purport	to	represent	–	with
all	of	the	problems	associated	with	such	a	leap.	By	contrast,	data	in
which	people	actually	do	(or	don’t)	come	out	as	lesbian	or	gay	give	the
researcher	direct	access	to	this	topic.	(Kitzinger,	2004:	138)

What	Kitzinger	says	here	parallels	my	argument	in	Chapter	2	about	how	a
reliance	on	interview	data	can	allow	phenomena	to	‘escape’.	By	reinstating
the	phenomenon	of	‘coming	out’	as	something	which	is	locally	enacted,
Kitzinger	demonstrates	how	constructionists’	attention	to	form	can	lead	to
findings	of	considerable	relevance	to	issues	of	substance.

Exercise	8.5
Extract	8.5	below	comes	from	a	focus	group	with	Danish	women	in	their	forties.	The	participants
have	sorted	pictures	and	recipes	cut	from	women’s	magazines,	and	they	are	now	in	the	middle	of
discussing	what	good	and	bad	cooking	means	to	them.

What	themes	can	you	find	in	the	talk?
What	interactional	processes	can	you	discover	as	the	participants	come	to	a	conclusion
about	what	fried	food	signifies?

Case	Study



Hearing	Women’s	Voices
Kitzinger	notes	certain	key	methodological	assumptions	used	by	feminist	researchers	who	seek	to
treat	focus	groups’	(or	interviewees’)	responses	as	giving	access	to	previously	silenced	‘voices’:

In	practice,	most	qualitative	feminist	social	science	research	equates	women’s	voices	with
women’s	experience.	That	is,	the	researcher	collects	data	(e.g.	from	interviews	or	focus
groups)	in	which	women	talk	about	experiences	(or	that	subset	of	them	of	interest	in	the
context	of	any	given	research	project)	and	treats	them	as	more	or	less	‘accurate’	reports	of
the	experiences	the	women	have	described	…	Access	to	experience	is	gained	through	the
talk.	(2004:	128)

To	show	how	researchers	make	this	link	between	talk	and	experience,	Kitzinger	examines	the
following	extract	from	a	focus	group	discussion.
Extract	8.6	[Duncombe	and	Marsden,	1993]

I	think	I	always	loved	him	too	much.	I	didn’t	really	have	a	‘falling	in	love’	…	but	I	had	a
deep	love	for	him,	but	it	was	all	very	unequal	…	I	never	felt	really	very	loved	and	I	think
that	for	every	one	of	the	sixteen	years	of	my	marriage,	it	was	a	struggle	to	make	him	love	me
more	and	to	get	the	relationship	equal.

Kitzinger	notes	that	Duncombe	and	Marsden	claim	that	‘the	dominant	pattern	of	our	female
respondents’	experience	of	coupledom	was	an	asymmetry	of	emotional	response’	(1993:	225)	and
this	extract	is	‘presented	as	an	example	of	how	women	“experience”	(rather	than,	for	example,
“describe”	or	“talk	about”)	coupledom	as	asymmetrical’	(Kitzinger,	2004:	134).	This	involves	two
big	assumptions:

Transparency:‘this	research	participant’s	description	of	her	marriage	is	taken	as	a
transparent	window	through	which	the	analysts	are	able	to	see	what	the	marriage	was
“really”	like’.	What	she	says	is	taken	as	pretty	much	accurately	reflecting	what	her
marriage	was	actually	like	and	as	revealing	the	existence	of	her	emotional	labour	within
this	marriage.
Lack	of	context:Although	she	is	speaking	in	a	group	discussion,	there	is	no	explanation	of
why	the	woman	is	telling	her	story	at	this	particular	point,	how	her	listeners	react,	or	to
which	of	their	expectations	and	previous	statements	she	may	be	orienting	in	telling	her
story.	(2004:	134)

Kitzinger	adds	that	these	kinds	of	assumptions	are	common	in	feminist	writing	on	another	topic:
women	who	‘come	out’	as	lesbian	or	bisexual.	She	notes	that:

The	entire	literature	on	‘coming	out’	is	based	on	interviews	or	other	self-report	data	in	which
people	talk	about	coming	out,	and	as	such	it	raises	all	the	problems	about	the	relationship
between	‘voice’	and	‘experience’	which	has	been	discussed	here.	How	do	we	know	that	their
retrospective	account	is	what	it	was	really	like?	Are	they	telling	the	story	of	how	they	came
out	to	their	parents,	or	friends,	or	colleagues,	in	a	‘slanted’	way	to	impress	the	interviewer,	or
to	display	their	own	victimisation?	(2004:	135)

To	show	what	an	alternative	approach	might	look	like,	Kitzinger	examines	an	extract	from	the
same	focus	group	on	women’s	experience	of	breast	cancer.	She	remarks	that:	‘Sue	[Wilkinson]
knew	I	was	collecting	instances	of	“coming	out”	and	remarked	casually	one	evening:	“What	a
pity	it	was	that	I	didn’t	come	out	in	the	breast	cancer	group	today	or	you	could	have	had	it	for
your	collection”’	(2004:	135).	Here	is	the	extract:



Extract	8.7	[Kitzinger,	2004:	135,	simplified]

36. Eve:  I	mean	he	ain’t	sex-mad	my	’usband	but	[I	mean]	a::ll	me:	n:
37. Jill:  [No::::]

38. Eve:  (0.2)	like	boobs	don’t	they?
39.   (0.5)

40. Sue:  [°I	believe	so°]
41. Eve:  [So	there	you	a:re.]=If	‘he	didn’t-	=	Wh::y?=Aren’t	you	married¿

42.   (0.5)
43. Eve:  hu::h	[hu:h	]

44. Sue:  [Divo:	r]ced.
45. Eve:  [Di(h)vo(h)rced	huh	huh]

46. Jill:  [(huh	huh	]
47. Eve:  A::h	we(h)ll.

48.   (0.5)
49. Eve:  °Ah	well.°	((sadly))

Kitzinger	focuses	on	Eve’s	question	‘Aren’t	you	married?’	(line	41)	and	asks	why	this	question	is
positioned	there.	She	looks	at	the	previous	sequence	of	talk	(lines	36–40)	to	find	an	answer.
Note	that	Eve	has	just	made	a	statement	about	men’s	sexual	tastes	and	that	her	utterance	is	in	the
form	of	a	maxim	(‘all	men	like	boobs’).	As	Sacks	(1992)	shows,	the	recipient	of	a	maxim	can	do
little	else	with	it	but	agree.	And	this	is,	indeed,	what	Sue	does	at	line	40.	But	notice	that	her
agreement	is	delayed	by	half	a	second,	is	said	softly	and	somehow	from	a	distance	(°I	believe	so
°).

As	Kitzinger	points	out:

Eve	asks	her	question	not	out	of	a	dispassionate	interest	in	Sue’s	marital	status,	but	in	order
to	solve	the	problem	as	to	why	Sue	has	just	distanced	herself	from	this	bit	of	folk	wisdom
about	what	all	men	are	like.	Sue’s	‘answer’	(although	it	deals	with	the	format	of	Eve’s
question)	does	not	really	engage	with	the	action	Eve	is	concerned	with,	and	in	this	sense	it’s
a	kind	of	evasion.	(2004:	137)

Of	course,	Sue	could	have	answered	differently.	For	instance:	‘some	answer	such	as	“No,	I’m	not
married	because	I’m	a	lesbian	and	what	would	I	know	or	care	about	men’s	interest	in	boobs?”
would	have	engaged	with	Eve’s	reason	for	asking	her	question.’	However,	as	Kitzinger	observes,
such	a	reply	‘would	also,	of	course,	have	caused	major	disruption	to	the	otherwise	ongoing
activity	of	the	group	–	activity	for	which	Sue,	as	the	researcher	facilitating	the	group	discussion,
is	responsible’	(2004:	137).	So	Sue’s	turn	at	line	44	(‘divorced’)	which	implies,	at	the	very	least,	a
heterosexual	past,	represents	a	‘stepping	back	from	the	“coming	out”	process	she	has	initiated,
and	Eve	has	pursued’	(2004:	137).
Like	Wilkinson’s	earlier	constructionist	analysis,	Kitzinger’s	focus	on	locating	utterances	in
sequences	of	talk	derives	from	conversation	analysis.	This	allows	her	to	show	precisely	how	‘not
coming	out’	happens	through	Eve’s	making	available	‘an	interactional	slot	in	which	“coming	out”
could	be,	but	is	not	done’	(Kitzinger,	2004:	136).

8.4	Concluding	comments
Kitzinger	and	Wilkinson	show	how	we	can	analyse	focus	groups	as



interactions	and	not	lose	sight	of	substance.	However,	focus	groups,	like
interviews,	are	manufactured	data	in	the	sense	that	they	only	arise	through
the	intervention	of	the	researcher.	Given	the	wealth	of	naturally	occurring
data,	the	question	that	then	arises	is	whether,	if	you	are	interested	in
interaction,	it	makes	sense	to	contrive	a	manufactured	situation	like	a	focus
group.

However,	as	already	noted,	we	would	be	wrong	to	assume	that	this	means	that
we	should	delete	focus	groups	from	qualitative	research.	Everything	must
depend	both	on	your	research	topic	and	on	how	you	analyse	your	data	(from
whatever	method	the	data	derives).

Table	8.5	sets	out	the	key	questions	to	ask	yourself	if	you	are	thinking	of
running	a	focus	group.

Source:	Ryan	et	al.	(2013:	14)

Key	Points
Focus	groups	are	a	deceptively	simple	method	which	usually	involves
recruiting	a	small	group	of	people	who	usually	share	a	particular
characteristic	and	encouraging	an	informal	group	discussion	(or
discussions)	‘focused’	around	a	particular	topic	or	set	of	issues.
Quantitative	content	analysis	involves	counting	instances	of	categories
established	by	the	researcher.
In	qualitative	thematic	analysis,	we	seek	to	understand	focus	group
participants’	meanings	and	illustrate	our	findings	by	extracts	which
depict	certain	themes.



Constructionist	analysis	of	focus	groups	pays	attention	to	how	particular
utterances	are	always	positioned	within	an	unfolding	sequence	of	a	focus
group	discussion.	It	reveals	participants’	own	understandings	as
displayed	directly	in	their	talk.
Content	and	thematic	analyses	appear	to	have	more	to	say	about
substantive	topics.	However,	on	closer	inspection,	constructionist
analysis	can	make	a	sophisticated	and	vital	contribution	to	issues	of
substance.

Study	Questions
1.	 Describe	how	focus	groups	are	organised	in	social	science	research.
2.	 What	is	involved	in	doing	a	content	analysis	of	focus	group	talk?	What	are	the	advantages

and	limitations	of	this	method?
3.	 What	does	thematic	analysis	involve?	Is	it	more	or	less	effective	than	content	analysis?
4.	 How	would	you	do	a	constructionist	analysis	of	focus	group	talk?	What	are	its	uses	and

limitations?
5.	 ‘Content	analysis	and	thematic	analysis	may	be	relatively	crude	methods	but	at	least	they

allow	us	to	use	focus	group	data	to	say	something	about	the	content	of	what	participants
say	and,	thereby,	to	contribute	to	debate	about	substantive	topics.	Constructionist	methods,
whatever	their	analytic	merit,	do	not	allow	this.’	Do	you	agree?

Recommended	Reading
There	is	a	plethora	of	advice	on	the	methodological	and	procedural	choices
entailed	in	setting	up	and	conducting	a	focus	group	–	see,	for	example,	Bloor
et	al.	(2000)	and	Barbour	(2007).	Wilkinson	(2011)	and	Ryan	et	al.	(2013)
provide	a	valuable	discussion	of	the	theoretical	and	epistemological	choices
entailed	in	analysing	and	interpreting	focus	group	data.	Puchta	et	al.’s	(2004)
paper	shows	what	happens	in	commercial	focus	group	discussions	and	uses	a
constructionist	method	to	analyse	their	data.	This	is	treated	at	book	length	in
Puchta	and	Potter	(2004).	A	recent	paper	by	Halkier	(2010)	shows	how	a
focus	group	where	women	are	asked	to	talk	about	cooking	can	be	analysed
from	a	constructionist	perspective.
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

understand	the	meanings	and	aims	of	ethnography,	observation	and	fieldwork
recognise	the	methodological	choices	that	face	the	ethnographer
locate	the	different	theoretical	positions	that	animate	ethnographic	work
understand	the	basics	of	analysing	field	data	including	how	to	make	field	notes.

Employing	one’s	eyes	and	ears	to	understand	what	is	going	on	in	any	setting
is	a	major	method	of	qualitative	research.	While	interviews	and	focus	groups
are	based	on	the	assumption	that	one	should	peer	inside	people’s	heads	to	see
what	they	are	thinking,	ethnographic	observation	asks	us	to	look	at	what
people	are	doing.	Put	crudely,	while	the	quantitative	researcher	uses	methods
like	surveys	or	laboratory	experiments	to	get	an	overall	picture	of	society	and
naturalist	qualitative	researchers	seek	to	access	‘experience’	via	open-ended
interviews,	ethnographers	try	to	get	inside	the	fabric	of	everyday	life.	As
Eberle	and	Maeder	put	it:	‘An	ethnographer	enters	a	field	with	all	of	his	or	her
senses,	and	takes	into	account	the	architecture,	the	furniture,	the	spatial
arrangements,	the	ways	people	work	and	interact,	the	documents	they	produce
and	use,	the	contents	of	their	communication,	the	timeframe	of	social
processes,	and	so	on’	(2011:	54).

But	observation,	of	course,	is	not	just	the	province	of	social	scientists.
Physicists,	engineers	and	police	officers	all	make	their	‘observations’.	More
tellingly,	in	our	everyday	lives,	we	depend	upon	making	observations	of	each
other	–	for	instance,	about	whether	to	categorise	a	stranger’s	question	as
‘genuine’	or	a	‘pick-up	line’	(see	Sacks,	1992,	I:	49,	103	and	130–1).	Indeed,
as	Giampietro	Gobo	has	suggested,	observation	is	part	of	the	very	fabric	of
the	society	in	which	we	live	–	an	‘observation	society’.

Of	course,	the	status	of	social	science	observations	versus	what	we	observe	in
everyday	life	is	a	big	issue	(see	Section	9.3.3).	A	common	terminological
solution	is	to	say	that	social	scientists	do	something	extra	with	their
observations	–	they	write	ethnographies.	Ethnography	puts	together	two
different	words:	‘ethno’	means	‘folk’	while	‘graph’	derives	from	‘writing’.
Ethnography	refers,	then,	to	social	science	writing	about	particular	folks.	This
simple	definition	is	expanded	below.

The	origins	of	ethnography	are	in	the	work	of	nineteenth-century
anthropologists	who	travelled	to	observe	different	pre-industrial	cultures	(see
Section	9.1.1).	Today,	‘ethnography’	encompasses	a	much	broader	range	of
work	from	studies	of	groups	in	one’s	own	culture	to	experimental	writing	to
political	interventions	(see	Section	9.1).	Moreover,	ethnographers	today	do
not	always	‘observe’,	at	least	directly.	They	may	work	with	cultural	artefacts



like	written	texts	or	study	recordings	of	interactions	they	did	not	observe	first-
hand.	For	this	reason,	in	what	follows	I	will	use	‘ethnography’	to	refer	to	a
general	approach	and	reserve	‘observation’	to	talk	about	specific	issues	of
ethics	and	technique.

Some	contemporary	researchers	share	the	early	anthropologists’	belief	that	in
order	to	understand	the	world	‘first-hand’,	you	must	participate	yourself
rather	than	just	observe	at	a	distance.	This	has	given	rise	to	what	is	described
as	the	method	of	participant	observation	(see	Section	9.3.2).	Indeed,	in	a
very	general	sense,	participant	observation	is	more	than	just	a	method	but
describes	a	basic	resource	of	all	social	research:	‘in	a	sense,	all	social	research
is	a	form	of	participant	observation,	because	we	cannot	study	the	social	world
without	being	part	of	it.	From	this	point	of	view,	participant	observation	is	not
a	particular	research	technique	but	a	mode	of	being-in-the-world
characteristic	of	researchers’	(Atkinson	and	Hammersley,	1994:	249).

How	does	this	‘mode-of-being’	impact	on	the	specifics	of	ethnographic
research?	Bryman	(1988)	has	provided	a	useful	list	of	the	principal
characteristics	of	qualitative	research.	As	adapted	in	Table	9.1,	they	stand	as	a
simple	guide	for	the	ethnographer.

Bryman’s	list	provides	a	useful	orientation	for	the	novice.	Item	2	is
particularly	important:	Description:	‘attending	to	mundane	detail’.	One	way
to	understand	the	import	of	‘mundane	detail’	is	to	say	that	the	ethnographer
attempts	to	answer	Agar’s	(1986:	12)	question,	‘What	is	going	on	here?’
However,	the	reader	should	proceed	with	caution	about	uncritically	accepting
all	the	items	in	this	table.



Source:	adapted	from	Bryman	(1988:	61–6)

As	I	suggested	in	Chapter	1,	any	attempt	to	base	observation	on	an
understanding	of	how	people	‘see’	things	(item	1)	can	speedily	degenerate
into	a	common-sensical	or	psychologistic	perspective.	To	put	the	argument	in
its	most	extreme	form,	I	believe	that	the	ethnographer	should	pursue	what
people	actually	do,	leaving	what	people	say	they	‘think’	and	‘feel’	to	the	skills
of	the	media	interviewer.	This	will	often	involve	a	focus	on	the	most	mundane
activities	in	everyday	settings	(see	my	discussion	of	making	‘ordinary’
activities	‘extraordinary’	in	Silverman,	2013a:	Chapter	1).

However,	I	run	ahead	of	myself.	Let	me	slow	down	and	provide	more
background.	In	the	rest	of	this	chapter,	I	will	attempt	to	illuminate	three
crucial	aspects	of	ethnographic	and	observational	work:

the	‘focus’	of	the	study	(including	‘tribes’,	‘sub-cultures’,	the	‘public
realm’	and	organisations)
methodological	choices	(including	access,	identity,	defining	a	research
problem,	methods	of	recording	data,	looking	as	well	as	listening,
developing	analysis	of	ethnographic	data	and	feedback	to	participants)
theoretical	issues	(the	theoretically	derived	nature	of	ethnographic
analysis	and	the	main	contemporary	theoretical	approaches	including
‘grounded	theory’,	‘naturalism’	and	‘ethnomethodology’).

Case	Study



The	Observation	Society
The	clues	that	we	are	living	in	an	‘observation	society’	are	many:	wherever	we	go	there	is	always
a	television	camera	ready	to	film	our	actions	(unbeknownst	to	us).	Camera	phones	and	the	current
fashion	for	making	video	recordings	of	even	the	most	personal	and	intimate	situations	and	posting
them	on	the	Internet;	or	logging	on	to	webcams	pointed	at	city	streets,	monument,	landscapes,
plants,	birds	nests,	coffee	pots,	etc.	to	observe	movements,	developments	and	changes.	Then	there
is	the	trend	of	webcams	worn	by	people	so	that	they	can	lead	us	virtually	through	their	everyday
lives.	These	are	not	minor	eccentricities	but	websites	visited	by	millions	of	people	around	the
world.	(Gobo,	2011:	25)

Definitions

Ethnography	is	the	study	of	people	in	naturally	occurring	settings	or	‘field’	by
methods	of	data	collection	which	capture	their	social	meanings	and	ordinary	activities,



involving	the	researcher	participating	directly	in	the	setting,	if	not	also	the	activities,
in	order	to	collect	data	in	a	systematic	manner.	(Brewer,	2000:	6)
Participant	observation,	ethnography	and	fieldwork	are	all	used	interchangeably	…
they	can	all	mean	spending	long	periods	watching	people,	coupled	with	talking	to
them	about	what	they	are	doing,	thinking	and	saying,	designed	to	see	how	they
understand	their	world.	(Delamont,	2004:	218)
Ethnography	is	not	a	quick	dip	into	a	research	site	using	surveys	and	interviews,	but
an	extended	period	time	in	which	the	ethnographer	immerses	herself	in	the
community	she	is	studying:	interacting	with	community	members,	observing,	building
relationships,	and	participating	in	community	life.	She	then	has	to	translate	that
experience	so	that	it	is	meaningful	to	the	reader.	This	is	not	achieved	by	testing
propositions	and	generating	predictive	and	generalizable	knowledge	…	but	telling	a
convincing	story	using	the	language	of	community	members	and	by	weaving
observations	and	insights	about	culture	and	practices	into	the	text.	(Cunliffe,	2010:
227–8)	Therefore	ethnography	involves:

Understanding	cultures
Locating	cultures	in	their	context	and	temporality
Studying	interactions	and	their	situated	meanings
Leading	to	‘thick	descriptions’.	(Cunliffe,	2010:	228–31)

Link



www.qualitative-research.net/fqs/fqs-eng.htm
Use	the	search	facility	with	the	words	‘ethnography’	and	‘participant	observation’.

Exercise	9.1
An	instructor	begins	an	Introductory	Sociology	course	with	the	following	statement:

The	problem	with	everyday	talk	is	that	it	is	so	imprecise.	For	instance,	sometimes	we	say:
‘too	many	cooks	spoil	the	broth’.	On	other	occasions,	we	say:	‘many	hands	make	light
work’.	On	this	course,	based	on	scientific	research,	I	will	demonstrate	which	of	these
proverbs	is	more	accurate.

http://www.qualitative-research.net/fqs/fqs-eng.htm


The	instructor	now	reports	on	laboratory	data	from	an	experiment	where	students	have	been
assigned	tasks	and	then	work	either	in	teams	or	on	their	own.	This	experiment	seems	to	show	that,
all	things	being	equal,	teamwork	is	more	efficient.	Therefore,	the	instructor	claims,	we	can	have
more	confidence	in	the	validity	of	the	proverb	‘many	hands	make	light	work’.

1.	 Are	you	convinced	by	the	instructor’s	claim?	(For	example,	what	assumptions	does	the
experiment	make?	Can	proverbs	be	equally	appropriate	in	different	contexts?)

2.	 Outline	how	you	might	do	observational	work	on	people’s	use	of	such	proverbs.	(For
example,	what	settings	would	you	look	at?	What	sort	of	things	would	you	be	looking	for?)

3.	 Examine	either	newspaper	advertisements	or	advertisements	on	radio	or	TV.	Make	a	note
when	proverbs	are	used.	What	functions	do	these	proverbs	seem	to	have?	Do	they	make
the	advertisement	more	convincing?	Why?

An	illustration	of	one	observational	study	may	bring	to	life	how	social	science	observers	try	to
watch	people	in	the	field.	This	is	shown	in	the	case	study	below.

Case	Study

Restaurant	Work
More	than	half	a	century	ago,	William	Foote	Whyte	carried	out	over	a	year’s	participant
observation	in	a	number	of	Chicago	restaurants.	He	points	out	(Whyte,	1949)	how,	in	a	service
trade,	like	a	restaurant,	the	organisation	of	work	differs	from	other	settings.	Instead	of	the
industrial	pattern,	whereby	a	supervisor	gives	orders	to	a	worker,	in	a	restaurant	work	originates
from	a	customer’s	order.	Whyte	shows	this	difference	generates	a	number	of	problems	for
restaurant	workers:

Who	originates	action?
For	whom?
How	often?
With	what	consequences?

The	social	structure	of	the	restaurant	functions	as	an	organised	response	to	these	problems.	This
can	be	seen	in	the	following	three	patterns:

1.	 Many	of	us	will	have	had	the	experience	of	a	member	of	staff	snatching	away	a	menu
which	we	have	innocently	picked	up	on	sitting	down	at	a	restaurant	table.	Whyte	argues
that	this	occurs	because	the	skilful	waitress/waiter	attempts	to	fit	customers	into	her	pattern
of	work	(e.g.	her	need	to	ensure	that	the	table	has	been	cleared	before	she	takes	an	order).
So,	by	not	passively	responding	to	the	initiatives	of	customers,	serving	staff	preserve	their
own	work	routines.

2.	 Back	in	the	1940s,	widespread	gender	inequalities	caused	a	particular	problem	for
waitresses	because	they	were	expected	to	transmit	orders	to	mainly	male	cooks.	A	structure
emerged	which	concealed	this	initiation	of	work	by	waitresses:	rather	than	shout	out	orders
to	the	cooks,	the	women	wrote	out	slips	which	they	laid	on	the	counter	to	be	dealt	with	in
the	cooks’	own	time.

3.	 Barmen	also	engaged	in	informal	behaviour	to	distance	themselves	from	the	initiation	of
orders	by	waitresses.	When	they	had	lots	of	orders,	they	would	not	speed	up	and	so
waitresses	(and	their	angry	customers)	would	just	have	to	wait.	Moreover,	at	busy	times,
they	would	not	mix	one	cocktail	until	they	had	several	orders	for	it	which	could	be	mixed
together.

Sixty-five	years	later,	Whyte’s	work	remains	impressive.	His	restaurant	study	shows	the
importance	of	context	and	process	in	understanding	behaviour	(see	item	3	of	Table	9.1	below).
Thus	Whyte	shows	the	skills	of	staff	in	reproducing	occupational	and	gender	hierarchies	by
modifying	the	flow	of	work	and,	thereby,	redefining	apparently	simple	acts.	Moreover,	Whyte



does	not	let	a	preference	for	an	unstructured	research	design	lead	to	a	study	which	merely	tells
anecdotes	about	a	few	choice	examples.	For	instance,	the	restaurant	study	uses	powerful
quantitative	measures	of	the	number	of	times	different	types	of	people	initiate	actions.

Exercise	9.2
When	you	are	next	in	a	restaurant,	make	observations	about	how	the	staff	interact	with	customers.
Using	Whyte’s	findings	as	a	guide,	examine:

1.	 Who	originates	action?
2.	 For	whom?
3.	 How	often?
4.	 With	what	consequences?

If	you	had	an	audio	or	video	recording	of	what	you	heard	and	saw,	how	might	that	have	improved
the	quality	of	your	analysis?

Case	Study

Photographing	Everyday	Things
Many	years	ago,	the	American	photographer	Diane	Arbus	wrote	this	brief	note	about	her	interests
entitled	‘American	rites,	manners	and	customs’:

I	want	to	photograph	the	considerable	ceremonies	of	our	present	because	we	tend,	while
living	here	and	now,	to	perceive	only	what	is	random	and	barren	and	formless	about	it.
While	we	regret	that	the	present	is	not	like	the	past,	we	despair	of	its	ever	becoming	the
future,	its	innumerable	inscrutable	habits	lie	in	wait	for	their	meaning.	I	want	to	gather	them
like	somebody’s	grandmother	putting	up	preserves	because	they	will	have	been	so	beautiful.
(Successful	application	for	Guggenheim	Fellowship,	1963)

Arbus	goes	on	to	describe	the	importance	of	observing	ceremonies	(e.g.	celebrations	and
competitions)	and	ceremonial	places	(e.g.	beauty	and	funeral	parlours).	Her	project	is	precisely
that	of	good	ethnographers	like	Erving	Goffman	(see	Section	9.1.4).

TIP



Do	not	assume	that	ethnography	is	simple	to	do.	It	involves	finding	a	research	problem,
adopting	a	theoretical	orientation	and	having	rigorous	methods	to	record	and	analyse	your
data.	See	Section	9.2	below,	Hammersley	and	Atkinson	(1995)	and	Noaks	and	Wincup
(2004:	91–3).

9.1	The	ethnographic	focus
Just	as,	according	to	Bryman,	the	qualitative	researcher	seeks	to	see	things	in
context,	so	the	student	needs	some	basic	knowledge	of	the	historical	tradition
from	which	observational	studies	arose.	This	is	because	‘Qualitative	research
is	an	empirical,	socially	located	phenomenon,	defined	by	its	own	history,	not



simply	a	residual	grab-bag	comprising	all	things	that	are	“not	quantitative”’
(Kirk	and	Miller,	1986:	10).

This	section	will	consider	four	different	topics	on	which	ethnographic	studies
have	focused:	tribes,	sub-cultures,	the	public	realm	and	organisations.

9.1.1	Studies	of	‘tribes’
The	initial	thrust	in	favour	of	observational	work	was	anthropological.
Anthropologists	usually	argue	that,	if	one	is	really	to	understand	a	group	of
people,	one	must	engage	in	an	extended	period	of	observation.
Anthropological	fieldwork	routinely	involves	immersion	in	a	culture	over	a
period	of	years,	based	on	learning	the	language	and	participating	in	social
events.

An	important	early	study	arose	out	of	Malinowski’s	(1922)	research	on	the
everyday	social	life	of	the	Trobriand	Islanders	in	the	Western	Pacific.	Like
Radcliffe-Brown	(1948),	Malinowski	was	committed	to	rigorous	scientific
description	of	the	beliefs	and	practices	of	‘native’	peoples	(see	Atkinson	and
Hammersley,	1994:	249–50).

However,	in	the	early	twentieth	century,	the	idea	of	‘native’	populations	with
‘primitive’	beliefs	was	already	familiar	to	the	colonial	rulers	of	the	British
Empire.	Indeed,	these	rulers	employed	administrators	with	the	explicit	task	of
reporting	on	the	ways	of	colonial	subjects.	In	this	sense,	it	could	be	argued
that	these	early	anthropologists	adopted	a	‘colonial	methodology’	(Ryen	and
Silverman,	2000).

Both	anthropologist	and	colonial	civil	servant	seem	to	have	perceived	the
foreigner	as	someone	who	was	outside	and	different	from	the	white	middle
class.	So	the	‘foreign’	becomes	something	they	can	discover,	research	and
understand	(of	course,	most	of	the	middle-class	persons	involved	in	and
writing	about	foreign	cultures	were	men).

This	focus	on	the	difference	between	foreign	and	Western	culture	appears	in
different	ways	in	both	novels	and	academic	works.	Daniel	Defoe’s	story	about
Robinson	Crusoe	shows	how	the	middle	class	saw	travel	to	‘the	foreign’,	with
Crusoe	as	the	representative	of	the	civilisation	transforming	nature	into
culture.	Joseph	Conrad’s	Mr	Kurtz’s	anxiety	for	the	dark	and	wild	Africa	is
revealed	when	fever	fantasies	make	his	officeholder	mask	crack.

In	general,	however,	exotic	cultures	studied	by	anthropologists	like
Malinowski	and	EvansPritchard	very	often	turned	out	to	be	folk	groups	of	the
Third	World	countries,	or	former	colonial	states	far	away	from	the	Western
world	and	academic	institutions.	Though	anthropologists	have	recognised	for



a	long	time	that	cultural	positions	are	relative,	their	insistence	on	the
anthropologist	as	a	cultivated	European	based	within	classic	science	seemed
to	be	more	long-lived.	This	perception	of	the	researcher	was	not	challenged
until	the	group	of	anthropologists	itself	became	more	diverse	in	respect	of
gender,	age,	experience	and	methodological	background.

However,	while	we	may	today	have	freed	ourselves	from	most	of	the	earlier
assumptions	of	effortless	superiority,	not	everything	has	changed.	Like	the
early	anthropologists,	it	is	tempting	to	attempt	to	fix	a	boundary	around
‘native’	populations.	Like	them,	we	may	unreflectively	distinguish	the
‘exotic’	by	what	appears	to	be	‘familiar’.	So	the	early	anthropologist	may
have	shared	with	modern	‘upmarket’	tourists	a	belief	in	the	irreplaceable
intrinsic	value	of	every	culture	still	not	affected	by	Western	influence	(see
Section	2.3.2).

Contemporary	anthropologists	do	not,	however,	limit	themselves	to	criticising
the	‘colonial’	or	‘touristic’	impulses	of	their	forebears.	Providing	we	can	rid
ourselves	of	a	colonial	mentality,	it	is	both	practically	and	analytically
important	to	attempt	to	understand	other	cultures	in	the	context	of	an
increasingly	‘globalised’	world.

One	important	contemporary	example	of	such	an	attempt	is	to	be	found	in
cognitive	anthropology.	As	its	name	suggests,	cognitive	anthropology	seeks
to	understand	how	people	perceive	the	world	by	examining	how	they
communicate.	This	leads	to	the	production	of	ethnographies,	or	conceptually
derived	descriptions,	of	whole	cultures,	focused	on	how	people	communicate.
For	instance,	Basso	(1972)	discusses	the	situations	in	which	native	American
Apache	people	prefer	to	remain	silent	and	Frake	(1972)	shows	how	the
Subanun,	a	people	living	in	the	Philippines,	assign	social	status	when	talking
together	during	drinking	ceremonies.

While	cognitive	anthropology	is	usually	content	with	single	case	studies	of
particular	peoples,	structural	anthropology	is	only	interested	in	single	cases
insofar	as	they	relate	to	general	social	forms.	Structural	anthropologists	draw
upon	French	social	and	linguistic	theory	of	the	early	twentieth	century,
notably	Ferdinand	de	Saussure	and	Emile	Durkheim.	Their	main	building
blocks	are	Saussure’s	account	of	sign-systems	(see	Section	12.4)	and
Durkheim’s	insistence	that	apparently	idiosyncratic	forms	of	behaviour	can	be
seen	as	‘social	facts’	which	are	embedded	in	forms	of	social	organisation.	In
both	cases,	behaviour	is	viewed	as	the	expression	of	a	‘society’	which	works
as	a	‘hidden	hand’	constraining	and	forming	human	action	(see	Levi-Strauss,
1967).

By	means	of	historical	comparison,	Douglas	has	moved	from	a	single-case
explanation	to	a	far	more	general	theory	of	the	relation	between	social



exchange	and	response	to	anomaly.	In	their	discussion	of	grounded	theory,
Glaser	and	Strauss	(1967)	have	described	this	movement	towards	greater
generality	as	a	move	from	substantive	to	formal	theory	(see	Section	5.3).	In
their	own	research	on	hospital	wards	caring	for	terminally	ill	patients,	they
show	how,	by	using	the	comparative	method,	we	can	develop	accounts	of
people’s	own	awareness	of	their	impending	death	(i.e.	a	substantive	theory)	to
accounts	of	a	whole	range	of	‘awareness	contexts’	(formal	theory).

Case	Study

Anteaters	and	Society
A	classic	case	of	an	anthropologist	using	a	case	study	to	make	such	broader	generalisations	is
found	in	Mary	Douglas’s	work	on	a	Central	African	tribe,	the	Lele.	Douglas	(1975)	noticed	that
an	anteater,	what	Western	zoologists	call	a	‘pangolin’,	was	very	important	to	the	Lele’s	ritual	life.
For	the	Lele,	the	pangolin	was	both	a	cult	animal	and	an	anomaly.
In	part,	this	was	because	it	was	perceived	to	have	both	animal	and	human	characteristics	–	for
instance,	it	tended	only	to	have	one	offspring	at	a	time,	unlike	most	other	animals.	It	also	did	not
readily	fit	into	the	Lele’s	classification	of	land	and	water	creatures,	spending	some	of	its	time	on
land	and	some	time	in	the	water.	Curiously,	among	animals	that	were	hunted,	the	pangolin	seemed
to	the	Lele	to	be	unique	in	not	trying	to	escape	but	almost	offering	itself	up	to	its	hunter.

True	to	her	structuralist	perspective,	Douglas	resisted	a	‘touristic’	response	and	moved	beyond
curiosity	to	systematic	analysis.	She	noted	that	many	groups	who	perceive	anomalous	entities	in
their	environment	reject	them	out	of	hand.	To	take	an	anomalous	entity	seriously	might	cast	doubt
on	the	‘natural’	status	of	your	group’s	system	of	classification.
The	classic	example	of	the	rejection	of	anomaly	is	found	in	the	Old	Testament.	Douglas	points
out	that	the	reason	why	the	pig	is	unclean,	according	to	the	Old	Testament,	is	that	it	is	anomalous.
It	has	a	cloven	hoof	which,	following	the	Old	Testament,	makes	it	clean	but	it	does	not	chew	the
cud	–	which	makes	it	dirty.	So	it	turns	out	that	the	pig	is	particularly	unclean	precisely	because	it
is	anomalous.	Old	Testament	teachings	on	inter-marriage	work	in	the	same	way.	Although	you	are
not	expected	to	marry	somebody	of	another	tribe,	to	marry	the	offspring	of	a	marriage	between	a
member	of	your	tribe	and	an	outsider	is	even	more	frowned	upon.	In	both	examples,	anomaly	is
shunned.

However,	the	Lele	are	an	exception:	they	celebrate	the	anomalous	pangolin.	What	this	suggests	to
Douglas	is	that	there	may	be	no	universal	propensity	to	frown	upon	anomaly.	If	there	is
variability	from	community	to	community,	then	this	must	say	something	about	their	social
organisation.
Sure	enough,	there	is	something	special	about	the	Lele’s	social	life.	Their	experience	of	relations
with	other	tribes	has	been	very	successful.	They	exchange	goods	with	them	and	have	little
experience	of	war.

What	is	involved	in	relating	well	with	other	tribes?	It	means	successfully	crossing	a	frontier	or
boundary.	But	what	do	anomalous	entities	do?	They	cut	across	boundaries.	Here	is	the	answer	to
the	puzzle	about	why	the	Lele	are	different.
Douglas	is	suggesting	that	the	Lele’s	response	to	anomaly	derives	from	experiences	grounded	in
their	social	organisation.	They	perceive	the	pangolin	favourably	because	it	cuts	across	boundaries
just	as	they	themselves	do.	Conversely,	the	ancient	Israelites	regard	anomalies	unfavourably
because	their	own	experience	of	crossing	boundaries	was	profoundly	unfavourable.	Indeed,	the
Old	Testament	reads	as	a	series	of	disastrous	exchanges	between	the	Israelites	and	other	tribes.



9.1.2	Studies	of	sub-cultures
A	crude	(and	sometimes	inaccurate)	way	to	distinguish	sociology	from
anthropology	is	to	say	that,	unlike	anthropology,	sociology’s	‘tribe’	are	the
people	around	them.

Sociological	ethnography	is	usually	assumed	to	have	originated	in	the	1920s
when	students	at	the	University	of	Chicago	were	instructed	to	put	down	their
theory	textbooks	and	get	out	onto	the	streets	of	their	city	and	use	their	eyes
and	ears.	As	Robert	Park	told	undergraduate	students	at	the	University	of
Chicago	in	the	1920s	(note	his	reference	to	‘men’	and	‘gentlemen’;	gender
issues	are	discussed	in	Section	9.3.2):

You	have	been	told	to	go	grubbing	in	the	library	thereby	accumulating	a
mass	of	notes	and	a	liberal	coating	of	grime.	You	have	been	told	to
choose	problems	wherever	you	find	musty	stacks	of	routine	records.	This
is	called	‘getting	your	hands	dirty	in	real	research’.	Those	who	counsel
you	thus	are	wise	and	honourable	men.	But	one	thing	more	is	needful:
first	hand	observation.	Go	sit	in	the	lounges	of	the	luxury	hotels	and	on
the	doorsteps	of	the	flop-houses;	sit	on	the	Gold	Coast	settees	and	the
slum	shakedowns;	sit	in	the	orchestra	hall	and	in	the	Star	and	Garter
Burlesque.	In	short,	gentlemen,	go	get	the	seat	of	your	pants	dirty	in	real
research.	(Park,	quoted	by	Brewer,	2000:	13)

The	Chicago	School,	as	it	became	known	in	the	1930s,	had	two	strands.	One
was	concerned	with	the	sociology	of	urban	life,	represented	by	the	work	of
Park	and	Burgess	on	the	social	organisation	of	the	city	into	different	‘zones’
and	the	movement	of	population	between	zones	over	time.	The	second	strand,
associated	with	Everett	Hughes,	provided	a	series	of	vivid	accounts	of	urban
settings,	particularly	focused	on	‘underdog’	occupations	and	‘deviant’	roles
(see	Deegan,	2001).

This	tradition	continued	for	two	decades	after	the	Second	World	War	–
sometimes	known	as	the	Second	Chicago	School.	In	the	1950s,	Becker	(1953)
conducted	a	classic	observational	study	of	drug	use.	He	was	particularly
concerned	with	the	relationship	between	marijuana	smokers’	own
understandings	and	the	interactions	in	which	they	were	involved.	He
discovered	that	people’s	participation	in	groups	of	users	taught	them	how	to
respond	to	the	drug.	Without	such	learning,	novices	would	not	understand
how	to	smoke	marijuana	nor	how	to	respond	to	its	effects.	Consequently,	they
would	not	get	‘high’	and	so	would	not	continue	to	use	it.



Becker	stresses	that	it	is	only	in	the	context	of	a	social	network,	which
provides	a	means	of	interpreting	the	effects	of	the	drug,	that	people	become
stable	marijuana	users.	It	is	unlikely,	however,	that	such	a	network	could	have
been	identified	by,	say,	survey	research	methods	concerned	with	the	attitudes
of	marihuana	users.

Studies	of	different	sub-cultures	are	the	bread	and	butter	of	contemporary
ethnography	(see	my	discussion	of	studies	of	drug	use	in	adolescent	cultures
and	of	female	members	of	youth	gangs	in	Section	6.7).	However,	as	most
ethnographers	recognise,	the	ethics	of	observing	such	potentially	vulnerable
groups	are	complicated	(see	Section	6.1.3).

Link



For	a	brief	assessment	of	Hughes’s	work	by	another	master	ethnographer,	go	to	Becker
(2010):
www.sociologica.mulino.it/journal/issue/index/Issue/Journal:ISSUE:10

Case	Study

Drug	Use
Becker	(1953)	outlines	a	number	of	stages	through	which	novices	pass	on	their	path	to	become	a
regular	smoker.	These	include:

1.	 Direct	teaching	–	for	example,	being	taught	the	difference	between	how	to	smoke

http://www.sociologica.mulino.it/journal/issue/index/Issue/Journal:ISSUE:10


marijuana	and	how	to	smoke	tobacco;	learning	how	to	interpret	its	effects	and	their
significance.

2.	 Learning	how	to	enjoy	the	effects	–	through	interaction	with	experienced	users,	the	novice
learns	to	find	pleasure	in	sensations	which,	at	first,	may	be	quite	frightening.

3.	 Resocialisation	after	difficulties	–	even	experienced	users	can	have	an	unpleasant	or
frightening	experience	through	using	either	a	larger	quantity	or	different	quality	of
marijuana.	Fellow	users	can	‘cool	them	out’,	explaining	the	reasons	for	this	experience	and
reassuring	them	that	they	may	safely	continue	to	use	the	drug.

4.	 Learning	connoisseurship	–	through	developing	a	greater	appreciation	of	the	drug’s	effects,
becoming	able	to	distinguish	between	different	kinds	and	qualities	of	the	drug.

9.1.3	Studies	of	the	public	realm
Many	studies	of	sub-cultures	take	place	in	public	areas	like	streets,	shopping
malls	and	parks.	However,	ethnographers	who	observe	the	public	domain
sometimes	have	a	wider	interest	than	the	sub-culture	of	particular	groups.
Instead,	their	aim	is	to	observe	how	people	in	general	behave	in	certain	public
contexts;	for	example	while	using	public	transport	(see	Adler	and	Adler,
1994:	384–5;	and	also	Nash,	1975,	1981).

Three	sociologists,	Simmel,	Goffman	and	Sacks,	gave	the	impetus	to	this
focus	on	public	space.	In	the	nineteenth	century,	the	German	sociologist
Georg	Simmel	(1950)	developed	propositions	about	the	basic	forms	of	human
interaction	according	to	the	number	in	a	group	–	for	example,	what	happens
in	‘dyads’	(groups	of	two)	compared	with	‘triads’	(groups	of	three).	From
these	formal	propositions,	Simmel	derived	compelling	accounts	of	the
‘stranger’	and	of	urban	life.

Judging	by	the	number	of	references	to	his	work	by	others,	Erving	Goffman
was	probably	the	most	influential	sociologist	working	on	face-to-face
behaviour	in	the	twentieth	century.

Goffman’s	early	work,	based	on	a	study	of	the	Shetland	Islanders	in	the
1950s,	set	out	the	arts	of	what	Goffman	(1959)	referred	to	as	‘impression
management’.	This	involved	people	managing	their	own	appearances	by
controlling	the	impressions	they	gave	by,	for	instance,	organising	what	guests
might	see	in	their	home.	Goffman	further	distinguished	‘face	work’,	which
smoothed	interaction	by	maintaining	a	ceremonial	order,	from	‘character
work’,	which	served	to	maintain	or	challenge	the	moral	standing	of	particular
individuals.

Goffman	shows	us	two	recurrent	kinds	of	rule	used	to	organise	social
interaction:

rules	of	courtesy,	manners	and	etiquette	(who	is	able	to	do	and	say	what
to	whom	and	in	what	way)
rules	of	what	is	relevant	or	irrelevant	within	any	setting	depending	upon



the	definition	of	the	situation.

As	Goffman	points	out,	these	rules	give	us	a	clue	to	understanding	what	is
going	on	in	definitions	of	situations	in	face-to-face	encounters.	For,	‘instead
of	beginning	by	asking	what	happens	when	this	definition	of	the	situation
breaks	down,	we	can	begin	by	asking	what	perspectives	this	definition	of	the
situation	excludes	when	it	is	being	satisfactorily	sustained’	(Goffman,	1961b:
19,	my	emphasis).

Harvey	Sacks’s	lectures	to	undergraduates	at	the	University	of	California
between	1965	and	1972	showed	the	influence	of	Goffman’s	insights	in	studies
of	the	public	realm.	For	instance,	Sacks	offers	a	Goffmanesque	discussion	of
how	‘excuse	me’	rather	than	‘hello’	works	as	an	effective	‘ticket’	to	talk	to
strangers	(Sacks,	1992,	II:	195;	see	also	Goffman,	1981:	Chapter	1).

Equally,	Sacks’s	discussion	of	how	appearances	are	organised	when	your
private	space	becomes	public	is	very	close	to	that	of	Goffman	(1959).	It	is
routine,	for	instance,	to	arrange	your	living	area	in	a	particular	way	when
guests	are	about	to	call:	‘the	magazines	on	somebody’s	coffee	table	are
routinely	seen	to	be	intended	to	suggest	that	they	are	intellectuals,	or	whatever
else’	(Sacks,	1992,	I:	329).

Moreover,	Sacks	develops	this	example	by	trading	off	Goffman’s	(1959)
discussion	of	how	a	visitor	can	contrast	such	appearances	to	the	appearances
they	were	unable	to	control	but	‘gave	off’.	As	Sacks	puts	it:	‘And	you	can
walk	out	of	a	house	and	say	that	somebody’s	a	phoney	by	virtue	of	some	lack
of	fit	between	what	you	figured	you	could	infer	from	various	things	in	their
house,	and	what	you’ve	found	out	about	them	other	than	that’	(1992,	I:	329).

Observations	like	these	can	be	made	in	the	course	of	everyday	life,	thereby
resolving	the	ethnographer’s	problem	of	access	(see	Section	9.2.1	below).
Curiously,	however,	very	few	novice	researchers	think	about	using	the	public
realm	as	a	data	source.

9.1.4	Studies	of	organisations
We	study	and	work	in	organisations	like	universities	and	businesses.	Often,
we	spend	our	leisure	time	in	organised	social	groups.	It	is,	therefore,	hardly
surprising	that	organisations	should	prove	to	be	a	fertile	field	for	the
ethnographer.	Indeed,	most	of	my	research	data	have	been	drawn	from
organisations	including	a	personnel	department	in	local	government	(see
Section	9.4.1),	outpatient	consultations	in	hospitals	and	private	clinics
(Silverman,	1987)	and	public	and	private	organisations	offering	HIV-test
counselling	(see	Section	1.2.4).



Useful	discussions	of	ethnographic	studies	of	organisations	may	be	found	in
Boden	(1994)	and	Czarniawska	(1998),	while	Smith	(1996)	provides	an
important	account	of	what	she	calls	‘institutional	ethnography’	which	seeks	to
link	what	happens	to	individuals	to	larger	frameworks	of	institutional
practices.	The	following	case	study	is	a	good	example	of	what	ethnographers
can	discover	about	organisations.

Buscatto	draws	upon	the	trailblazing	American	ethnographer	Erving
Goffman.	Goffman’s	(1961a)	book	Asylums	is	probably	the	only	sociological
monograph	ever	to	have	become	widely	read	by	the	general	public.	Asylums
even	entered	(usually	misunderstood)	into	the	recent	debate	about	the
‘community	care’	of	mental	patients.	The	‘character	work’	that	he	observed
among	the	Shetland	Islanders	was	very	much	to	the	fore	in	Goffman’s
ethnographic	study	of	what	he	called	‘the	moral	career	of	the	mental	patient’,
which	is	discussed	in	the	case	study	below.

Like	Goffman,	Sacks	had	no	interest	in	building	data-free	grand	theories	or	in
research	methods,	like	laboratory	studies	or	even	interviews,	which	abstracted
people	from	everyday	contexts.	Above	all,	both	men	marvelled	at	the
everyday	skills	through	which	particular	appearances	are	maintained.

We	can	catch	sight	of	Sacks’s	use	of	Goffman’s	ideas	in	his	article	‘Notes	on
police	assessment	of	moral	character’	(Sacks,	1972b)	which	was	originally
written	as	a	course	paper	for	Goffman’s	course	at	Berkeley	in	the	early	1960s
(Sacks,	1972a:	280n.).	For	Sacks,	police	officers	face	the	same	kind	of
problem	as	Goffman’s	Shetland	Islanders:	how	are	they	to	infer	moral
character	from	potentially	misleading	appearances?

To	solve	this	problem,	police	‘learn	to	treat	their	beat	as	a	territory	of	normal
appearances’	(Sacks,	1972a:	284).	Now	they	can	treat	slight	variations	in
normal	appearances	as	‘incongruities’	worthy	of	investigation,	working	with
the	assumption	of	the	appearances	of	‘normal’	crimes	(cf.	Sudnow,	1968a).

So	observational	data	can	contribute	a	great	deal	to	understanding	how
organisations	function.	However,	as	Sacks	realised,	a	problem	of	such
ethnographic	work	is	that	its	observations	may	be	based	upon	a	taken-for-
granted	version	of	the	setting	in	question.	For	instance,	Strong’s	(1979)
powerful	analysis	of	the	‘ceremonial	order’	of	doctor–parent	consultations
undoubtedly	depends,	in	part,	upon	our	readiness	to	read	his	data	extracts	in
the	context	of	our	shared	knowledge	of	what	medical	consultations	look	like.

Consequently,	ethnographic	work	can	only	take	us	so	far.	It	is	able	to	show	us
how	people	respond	to	particular	settings.	It	is	unable	to	answer	basic
questions	about	how	people	are	constituting	that	setting	through	their	talk	(see
my	discussion	of	ethnomethodology	in	Section	9.2.3).	As	Maynard	and



Clayman	argue:

using	terms	such	as	‘doctor’s	office’,	‘courtroom’,	‘police	department’,
‘school	room’,	and	the	like,	to	characterise	settings	…	can	obscure	much
of	what	occurs	within	those	settings	…	For	this	reason,	conversation
analysts	rarely	rely	on	ethnographic	data	and	instead	examine	if	and	how
interactants	themselves	reveal	an	orientation	to	institutional	or	other
contexts.	(1991:	406–7)

By	not	relying	on	ethnographic	data,	Maynard	and	Clayman	imply	that
observational	field	notes	must	be	wedded	to	more	reliable	data	such	as	audio
or	video	recordings	of	actual	organisational	(or	institutional)	behaviour	(see
Section	9.2.4	below).	The	precise	methods	and	concerns	of	what	he	calls
conversation	analysis	(CA)	will	be	discussed	in	Section	11.5.

Case	Study

Gender	Roles	in	a	French	Trade	Union
Unlike	survey	researchers,	who	treat	gender	as	a	variable	that	shapes	attitudes	and	behaviour,
Marie	Buscatto	wanted	to	use	observation	to	study	how	gender	relations	are	constructed	in	a
particular	setting.	She	observed	how	union	activity	was	conducted,	by	whom	and	with	what
consequences.	In	doing	so,	she	discovered	three	major	social	processes	that	combine	over	time
and	work	together	to	produce	and	legitimate	the	marginalisation	of	women	employees	in	union
structures,	especially	at	relatively	high	levels	in	the	union	hierarchy:

The	model	of	the	‘union	career,’	which	requires	having	a	great	deal	of	time	and	personal
energy	to	devote	to	the	activity,	turns	out	to	be	strongly	‘male.’	The	internal	process	of
union	promotion	corresponds	to	a	role	that	has	been	socially	constructed	as	‘male’:	total
commitment	to	an	external	activity	and	delegation	of	household	tasks	to	the	spouse.	This
means	that	it	is	harder	for	women	to	attain	and	remain	in	these	positions.
It	turned	out	that	union	activism	is	a	way	of	‘changing	occupations’	for	men	(but	not	for
women)	who	wish	to	devote	themselves	fully	to	an	activity	and	are	unable	to	do	so	in	their
current	occupational	activity	due	to	a	lack	of	educational,	social	or	occupational	resources.
The	‘maleness’	of	union	activity	–	as	reflected	in	areas	of	interest,	networks,	behavioural
norms	–	makes	it	fairly	unattractive	to	most	women.	This	also	means	that	women	who	get
into	such	activity	‘anyway’	are	likely	to	be	judged	less	favourably	than	men,	to	appear	less
legitimate	in	the	eyes	of	their	peers	and	the	people	they	mix	with,	regardless	of	the	level	at
which	they	practice	that	activity.	(Buscatto,	2011:	38)

Case	Study

Mental	Hospitals
Goffman	(1961a)	suggests	that	mental	hospitals,	like	other	‘total	institutions’,	such	as	barracks,
prisons,	monasteries	and	boarding	schools,	break	down	the	usual	boundaries	between	work,	rest
and	play	through	using	various	strategies	to	strip	people	of	their	non-institutional	identities,	for



example	dressing	inmates	in	uniforms,	calling	them	by	a	number	or	institutional	nickname.

Faced	with	what	he	called	a	‘mortifying	process’,	Goffman	argued	that	inmates	were	by	no	means
passive.	In	particular,	they	engaged	in	various	‘secondary	adjustments’	which	served	to	preserve	a
non-institutionally	defined	identity.	These	adjustments	ranged	from	minor	infringements	of	rules
(‘make-dos’)	to	actively	‘working	the	system’	for	their	own	benefit	by	making	skilful	use	of	‘free
places’	and	establishing	private	and	group	‘territories’.

9.1.5	Netnography

Traditional	ethnography	requires	researchers	to	enter	an	organization	in
person	and	conduct	a	lengthy	observational	process.	This	can	create
problems	in	gaining	access	that	may	deter	researchers	from	undertaking
ethnography	…	Virtual	ethnography,	also	known	as	online	ethnography,
netnography,	or	webnography	might	be	an	alternative	that	would	be
more	compatible	to	contemporary	academic	lifestyles.	(Zickar	and
Carter,	2010:	314–15)

Zickar	and	Carter	suggest	that	Netnography	involves:

conducting	ethnography	from	the	convenience	of	a	laptop	computer
virtual	participant	observation	via	interactions	through	online	chat
rooms,	group	blogs,	social	networks	and	discussion	boards
interaction	and	detailed	observation	which	allow	researchers	to	gather
thick	descriptive	information	about	context	and	meaning	that	would	not
be	possible	from	offline	methods.

The	Internet	is	a	marvellous	site	for	anyone	interested	in	how	we	construct
our	identities.	As	Annette	Markham	notes:

As	I	write	…	various	programs	on	my	computer	and	my	smart	phone
collaborate	to	present	a	snapshot	of	not	only	my	world,	but	also	my
understanding	of	the	world.	I	filter	news,	I	follow	links	sent	by	friends,
and	I	follow	random	or	not-so-random	paths	of	information	to	build	my
knowledge	of	the	world.	I	scan	and	contribute	to	various	social	networks.
Each	context	is	unique,	each	post	authored	by	a	slightly	different	version
of	‘me’	and	targeted	to	slightly	different	audiences.	I’m	a	cook	posting
new	recipes.	I’m	a	photographer.	I	could	be	a	methodologist,	but	I	could
also	be	a	birdwatcher,	a	player	of	multiplayer	online	games,	a	dominatrix
in	an	avatar-based	social	space,	or	a	microcelebrity,	known	for	my
acerbic	reviews	of	YouTube	viral	videos	or	my	roles	in	amateur	porn



video.	I	could	have	a	team	of	ghostwriters	enacting	my	identity	through
Twitter	if	I	were	important	enough.	(2011:	121)

Subject	to	ethical	constraints	(Markham,	2011:	122–3;	Kozinets,	2010:	137–
40,	194–6),	by	looking	at	what	people	are	actually	doing	on	the	Internet,	we
might	observe	the	following	social	facts:

The	text	of	a	particular	blog	posting	has	been	written	and	was	posted.
A	certain	social	networking	group	has	been	formed,	and	certain	accounts
have	been	linked	to	it
A	certain	photo	was	uploaded	to	a	particular	photo-sharing	community,
and	received	37	comments.	(Kozinets,	2010:	133)

See	also	Section	10.3.5	for	discussion	of	Internet	data	as	documents.	For	a
study	of	a	virtual	community	in	a	business	setting,	see	Dirksen	et	al.	(2010).

Link



For	an	interview	with	Robert	Kozinets	about	netnography,	go	to:
www.youtube.com/watch?v=21etoaddZLs

TIP

http://www.youtube.com/watch?v=21etoaddZLs


Like	old-fashioned	documents,	the	Internet	can	readily	provide	data	which	is	available	for
analysis	on	Day	1	of	a	research	project.	However,	as	in	all	research,	the	data	do	not	speak	for
themselves.	So,	if	you	are	thinking	of	working	with	Internet	data,	bear	in	mind	the	following
constraints:

Have	you	got	permission	to	use	this	data?	(See	Section	6.3.3	for	further	discussion	of
online	ethics.)
What	analytic	model	will	inspire	your	data	analysis?
How	much	data	do	you	need	to	address	your	research	topic	effectively?
How	are	you	going	to	identify	and	make	use	of	deviant	cases?

Link



Helen	Snee,	a	British	sociologist,	talks	about	how	to	analyse	blogs	using	qualitative
methods.	Go	to:
www.methodspace.com/video/helene-snee	[don’t	worry	about	the	poor	sound	quality	at	the
start	of	this	video;	it	is	corrected	soon]

Case	Study

The	Many	Uses	of	Netnography
Several	workplace-related	topics	can	be	studied	through	netnography.	For	example,	if	you	enter
‘unemployment	blog’	into	a	web-search	engine,	you	will	find	many	entries	in	which	people	relate
the	day-to-day	ups	and	downs	in	their	job	search.	Searching	with	the	phrase	‘union	blog’	results

http://www.methodspace.com/video/helene-snee


in	several	blogs	related	to	individual	organization	efforts	as	well	as	strikes.	The	Late	Show
writers,	for	example,	had	their	own	blog	related	to	the	television	writers’	strike	of	2008
(http://lateshowwritersonstrike.com/,	accessed	10	November	2008).	Researchers	could	study
these	online	Web	sites,	and	even	interact	with	many	of	their	authors	through	comment	sections
and	individual	e-mails,	to	construct	an	ethnography	of	these	workplace	experiences.	Although	the
process	of	a	virtual	ethnography	would	undoubtedly	require	lengthy	interactions	and	online
observations,	the	convenience	of	doing	so	from	a	laptop	computer	may	make	such	ethnographies
more	attractive	to	some	researchers.	In	addition	to	increased	accessibility,	the	most	compelling
reason	to	conduct	virtual	ethnographies	is	to	study	work-related	experiences	in	new	contexts.
(Adapted	from	Zickar	and	Carter,	2010:	314–15)

9.2	Methodological	issues
Atkinson	and	Hammersley	(1994:	248)	have	suggested	that	ethnographic
research	usually	involves	the	following	four	features:

1.	 A	strong	emphasis	on	exploring	the	nature	of	particular	social
phenomena,	rather	than	setting	out	to	test	hypotheses	about	them.

2.	 A	tendency	to	work	primarily	with	‘unstructured’	data,	that	is,	data	that
have	not	been	coded	at	the	point	of	data	collection	in	terms	of	a	closed
set	of	analytic	categories.

3.	 Investigation	of	a	small	number	of	cases,	perhaps	just	one	case,	in	detail.
4.	 Analysis	of	data	that	involves	explicit	interpretations	of	the	meanings

and	functions	of	human	actions,	the	product	of	which	mainly	takes	the
form	of	verbal	descriptions	and	explanations,	with	quantification	and
statistical	analysis	playing	a	subordinate	role	at	most.

Atkinson	and	Hammersley’s	list	implies	ethical	issues	regarding	access	to
particular	cases	and	theoretical	concerns	(e.g.	point	4’s	focus	on	‘the
meanings	and	functions	of	human	actions’).	In	Section	9.3,	I	will	examine
how	theory	enters	into	ethnography.	Chapter	6	of	this	book	is	devoted	to
ethical	issues.

Atkinson	and	Hammersley’s	characterisation	of	ethnography	deals	primarily
with	methodology,	that	is	the	choices	that	confront	us	in	planning	and
executing	a	research	study.	In	this	section,	we	shall	examine	the	following
methodological	issues	in	conducting	an	ethnography:

defining	a	research	problem
choosing	a	research	site
gaining	access
finding	an	identity
looking	as	well	as	listening
recording	observations
developing	analysis	of	field	data.

http://lateshowwritersonstrike.com/


9.2.1	Defining	a	research	problem
In	Section	1.6,	I	argued	that	the	premature	definition	of	variables	was
dangerous	in	qualitative	research.	Early	‘operational’	definitions	offer
precision	at	the	cost	of	deflecting	attention	away	from	the	social	processes
through	which	the	participants	themselves	assemble	stable	features	of	their
social	world.	So,	for	instance,	the	qualitative	social	scientist	may	be	reluctant
to	begin	by	defining,	say,	‘depression’	or	‘efficiency’.	Instead,	it	may	be
preferable	to	examine	how,	in	different	contexts,	‘depression’	and	‘efficiency’
come	to	be	defined.

The	assumption	that	one	should	avoid	the	early	specification	of	definitions
and	hypotheses	has	been	common	to	ethnographers	since	the	1930s.	As
Becker	and	Geer	argued	many	years	ago:

a	major	part	of	…	research	must	consist	of	finding	out	what	problems	he
[sic]	can	best	study	in	this	organisation,	what	hypotheses	will	be	fruitful
and	worth	pursuing,	what	observations	will	best	serve	him	as	an
indicator	of	the	presence	of	such	phenomena	as,	for	example,
cohesiveness	or	deviance.	(1960:	267)

However,	this	does	not	mean	that	the	early	stages	of	an	observational	study
are	totally	unguided.	The	attempt	to	describe	things	‘as	they	are’	is	doomed	to
failure.	Without	some	perspective	or,	at	the	very	least,	a	set	of	animating
questions,	there	is	nothing	to	report.	Contrary	to	crude	empiricists,	the	facts
never	speak	for	themselves	(see	the	discussion	of	foreshadowed	research
problems	by	Delamont,	2004:	224).

Gobo	(2008:	78)	refers	to	‘decomposing	the	topic’	as	the	process	by	which	an
ethnographer	narrows	down	the	processes	to	be	studied.	To	illustrate	this,	he
invents	the	following	imaginary	conversation	between	two	colleague
researchers.

As	Gobo	notes:	‘Although	B’s	insistent	questioning	might	seem	rude	(and
reminiscent	of	Garfinkel’s	breaching	studies),	these	research	questions	are	in
fact	extremely	useful	for	A	because	they	prompt	him	to	reflect	on	his	research
topic	and	to	specify	and	circumscribe	it’	(2008:	80).

Gobo	shows	us	that	ethnography	should	not	consist	of	simply	going	out	into
the	field	and	making	some	observations.	Indeed,	this	assumption	can	be	an
excuse	for	sloppy,	unfocused	research.	So	Mason	(1996:	6)	rejects	the
suggestion	that	qualitative	research	can	just	‘describe’	or	‘explore’	the	social
world.	As	Miles	and	Huberman	point	out,	such	unfocused	research	can	be	a



recipe	for	disaster:

the	looser	the	initial	design,	the	less	selective	the	collection	of	data;
everything	looks	important	at	the	outset	to	someone	waiting	for	the	key
constructs	or	regularities	to	emerge	from	the	site,	and	that	wait	can	be	a
long	one.	(1984:	28)

So	the	ethnographer	must	get	beyond	the	initial	experience	of	fieldwork	when
every	issue	seems	so	fascinating,	each	aspect	seems	interconnected	and	each
piece	of	reading	that	you	do	only	adds	further	ideas	(and	suggests	further
readings).

Narrowing	down	is	often	the	most	crucial	task	when	fieldworkers	are	tempted
to	throw	the	kitchen	sink	at	their	data.	As	Wolcott	puts	it,	the	answer	is	to	‘do
less,	more	thoroughly’	(1990:	62).	This	means	strictly	defining	your	research
problem,	using	concepts	drawn	from	a	particular	model	(see	Section	9.3).	It
also	means	limiting	the	amount	of	data	you	gather	to	what	you	can	readily
analyse.

You	can	decide	which	data	to	use	by	asking	yourself	which	data	are	most
appropriate	to	your	research	problem	–	for	instance,	are	you	more	interested
in	what	people	are	thinking	or	feeling	or	in	what	they	are	doing?

Case	Study

Working	out	an	Ethnographic	Topic
A	I	want	to	study	the	doctor/patient	relationship	…
B	Why	precisely	that	relationship	and	not	something	else,	like	health	policies,	hospital
bureaucracy,	the	lobbies	of	doctors	and	pharmaceutical	companies?

A	Because	I’m	interested	in	interactions.
B	So	you’ve	got	a	specific	theoretical	approach	in	mind,	have	you?

A	Yes,	I’m	interested	in	interactional	approaches.
B	What	do	you	mean	by	interaction?	What	interactions	do	you	want	to	observe?	Those	between
the	doctor	and	the	patient	or	also	those	between	the	patient	and	the	doctor’s	secretary,	those
between	the	doctor	and	his	secretary,	or	also	the	interactions	among	the	patients	in	the	waiting
room?

A	Er	…	I	don’t	know	…	I’ll	have	to	think	about	it	…
B	But	what	aspect	of	the	doctor/patient	interaction	do	you	want	to	observe?	What	particular
details	interest	you?	Welcome	rituals,	presentation	rituals,	the	doctor’s	rhetorical	strategies,
misunderstandings	between	the	doctor	and	the	patient,	the	patient’s	difficulties	in	describing	his
symptoms,	the	power	relation	and	asymmetry	between	them	…

A	I	don’t	know	…	I	don’t	know	…	I’ve	still	got	to	think	about	all	that	…



Source:	Gobo	(2008:	79)

TIP

To	make	your	analysis	effective,	it	is	imperative	to	have	a	limited	research	problem	with
which	to	work.	Indeed,	ethnographers	often	begin	research	by	simply	asking:	‘What	is	going
on	here?’	While	it	may	be	useful	initially	to	explore	different	kinds	of	problems,	this	should
usually	only	be	done	to	establish	the	research	topic	with	which	you	can	most	effectively
work.	Does	this	mean	that	your	data	and	its	analysis	will	be	partial?	Of	course	it	does!	But
this	is	not	a	problem	–	unless	you	make	the	impossible	claim	to	give	‘the	whole	picture’.	So
celebrate	the	partiality	of	your	topic	and	data	and	delight	in	the	particular	phenomenon	that	it
allows	you	to	inspect	(hopefully	in	detail).



9.2.2	Choosing	a	research	site
Having	worked	out	a	research	topic,	you	need	to	decide	the	best	place	to	do
your	fieldwork.	Marvasti	(2004:	44)	gives	the	example	of	a	researcher
interested	in	the	shopping	patterns	of	people	who	live	in	suburbs.	Should	you
study	a	department	store,	supermarket	or	a	whole	shopping	mall?	Moreover,
are	you	more	interested	in	shoppers	or	salespeople,	or	both?	Alternatively,
should	you	instead	look	at	things	that	might	precede	shopping	and,	say,
examine	how	people	discuss	the	family	budget	in	their	household?

There	can	be	no	clear	answer	to	these	questions	until	you	have	narrowed
down	your	research	problem.	Perhaps	the	best	way	to	do	this	is	to	combine
armchair	thought	with	a	little	observation.	‘Casing	the	joint’	at	an	early	stage
can	aid	the	sluggish	analytical	imagination.	It	may	reveal	phenomena	of
which	you	were	unaware.	It	can	also	tell	you	about	the	time	required	for
observation	of	different	matters	and	the	financial	(and	perhaps	emotional)
costs	involved.	For	instance,	one	of	the	reasons	I	chose	to	observe	hospital
outpatient	consultations	was	that	they	were	scheduled	events	(Silverman,
1987).	So	I	knew	that,	if	I	turned	up	at	the	heart	hospital	at	11	a.m.	on	a
Wednesday,	I	could	get	several	hours	of	‘good’	data.	By	contrast,	casing	the
joint	revealed	that	observation	on	the	ward	or	in	the	parents’	room,	while
potentially	revealing,	might	mean	hours	and	days	without	‘good’	data.	With
my	busy	teaching	schedule,	these	pragmatic	issues	determined	my	choice	of
research	site.

9.2.3	Gaining	access
Textbooks	(e.g.	Hornsby-Smith,	1993:	53;	Walsh,	2004:	230–2)	usually
distinguish	between	two	kinds	of	research	setting:

‘closed’	or	‘private’	settings	(organisations,	deviant	groups)	where	access
is	controlled	by	gatekeepers
‘open’	or	‘public’	settings	(e.g.	vulnerable	minorities,	public	records	or
settings)	where	access	is	freely	available	but	not	always	without
difficulty	either	practical	(e.g.	finding	a	role	for	the	researcher	in	a	public
setting)	or	ethical	(e.g.	should	we	be	intruding	upon	vulnerable
minorities?).

Depending	on	the	contingencies	of	the	setting	(and	the	research	problem
chosen)	two	kinds	of	research	access	may	be	obtained:

‘covert’	access	without	subjects’	knowledge	(for	the	ethical	issues
involved	here,	see	Chapter	4)



‘vert’	access	based	on	informing	subjects	and	getting	their	agreement
often	through	gatekeepers.

The	impression	you	give	may	be	very	important	in	deciding	whether	you	get
overt	access:

Whether	or	not	people	have	knowledge	of	social	research,	they	are	often
more	concerned	with	what	kind	of	person	the	researcher	is	than	with	the
research	itself.	They	will	try	to	gauge	how	far	he	or	she	can	be	trusted,
what	he	or	she	might	be	able	to	offer	as	an	acquaintance	or	a	friend,	and
perhaps	also	how	easily	he	or	she	could	be	manipulated	or	exploited.
(Hammersley	and	Atkinson,	1995:	78)

Of	course,	gatekeepers’	responses	to	your	approach	should	not	be	regarded	as
merely	being	a	stage	through	which	you	need	to	pass,	but	as	providing	you
with	valuable	data	on	the	very	setting	which	you	want	to	study.	The	terms	on
which	you	gain	entry	also	tell	you	something	about	the	setting	you	want	to
study.	For	instance,	I	have	found	that	medical	staff	often	require	access	to	be
coupled	with	an	agreement	that	their	names	will	appear	on	publications
arising	from	the	research.	This	tells	you	something	about	the	professional
needs	of	hospital	doctors	(who	are	often	connected	to	university	medical
schools)	to	publish.

Even	once	you	are	‘inside’,	confidantes	or	informants	in	a	social	setting	may
be	entirely	unrepresentative	of	the	less	open	participants.	So	the	factory
managers	who	were	keenest	to	speak	to	Dalton	(1959)	turned	out	to	be	the
most	socially	isolated	and	least	powerful	in	the	managerial	clique	structure.

This	clearly	brings	us	on	to	how	the	ethnographer	finds	an	identity	in	the
field.

Case	Study

‘Acceptable’	Research	Topics
Buscatto	tells	how	she	managed	to	get	access	to	two	French	insurance	companies	by	proposing	a
topic	which	was	fashionable	in	management	circles:

Getting	such	open	access	is	often	difficult	since	most	top	managers	experience	this	presence
at	best	as	an	investment	to	be	made	profitable,	at	worse	as	a	risk	to	be	tightly	controlled.
How	does	one	get	top	management’s	interest	in	one’s	work	while	being	allowed	to	observe
as	freely	as	possible	over	time?	…	It	gradually	appeared	that	I	had	been	accepted	in	this
organization	mainly	because	my	research	goal	had	been	considered	to	be	interesting	by	both
Human	Resources	and	operational	managers.	This	had	supposed	that	I	transform	my



academic	research	interest	–	‘organizational	socialisation	in	big	private	companies	using	a
comparative	approach	’	–	into	acceptable	and	understandable	managerial	terms	…	When
sending	letters	to	big	organizations,	I	had	first	translated	my	academic	research	question	into
operational	terms	:	‘organizational	learning	conditions	at	work	’.	I	presented	my	research	as
‘easy	to	lead’	and	as	‘an	experimental	research’.	To	my	big	surprise,	three	insurance
companies	showed	interest,	including	Hermes	and	Mercure!	Other	letters	got	lost	in
recruiting	services	or	were	filed	without	even	being	answered.	As	I	found	out	later,	once
inside	[these	organisations],	my	problematization	work	was	successful	in	companies	which
were	already	sensitive	to	such	a	question:	I	was	part	of	a	fashion	trend	…	‘Organizational
learning	’	had	become	a	trendy	topic	in	the	French	business	literature.	(Buscatto,	2008:	30–
1)

Link



You	can	find	Marie	Buscatto’s	ethnography	of	insurance	companies	at:

www.qualitativesociologyreview.org/ENG/volume11.php

TIP

Delamont	(2004:	225)	refers	to	three	golden	rules	in	relation	to	access	negotiations:

1.	 Every	aspect	needs	to	be	meticulously	recorded	because	vital	features	of	the	setting
are	made	visible	during	the	access	stages.

2.	 Failed	access	attempts	are	data	just	as	much	as	successful	attempts.
3.	 The	harder	it	is	to	gain	access,	the	more	likely	the	research	will	be	rewarding	once

‘inside’.

http://www.qualitativesociologyreview.org/ENG/volume11.php


9.2.4	Finding	an	identity
Observers	may	change	the	situation	just	by	their	presence	and	so	the	decision
about	what	role	to	adopt	will	be	fateful.	Alternatively,	observers	may	‘go
native’,	identifying	so	much	with	the	participants	that,	like	a	child	learning	to
talk,	they	cannot	remember	how	they	found	something	out	or	articulate	the
principles	underlying	what	they	are	doing.	More	frequently,	faced	with
moving	between	your	identity	in	the	field	and	your	other	identities	at	home
and	at	work,	you	have	to	make	difficult	choices.

Czarniawska	(2007)	has	shown	the	value	of	shadowing	people	during	the
course	of	their	everyday	activities.	This	is	a	frequently	used	method	in
studying	organisations.	However,	in	the	case	study	below,	the	‘shadower’	is
interested	in	family	dynamics,	using	a	set	of	concepts	deriving	from	Erving
Goffman.

A	potential	criticism	would	be	that	the	banter	was	produced	for	the
benefit	of	the	shadow,	as	it	were.	[But]	impression	management	is	a
methodological	problem	only	under	the	assumption	that	deeds	and
utterances	of	people	under	study	should	correspond	one-on-one	to	a
reality	hidden	behind	appearances,	to	be	revealed	in	the	course	of
research.	If	this	assumption	is	replaced	by	the	Goffmanian	premise	that
life	is	a	theatre,	however,	then	that	which	is	played	is	of	central
importance.	(2007:	37–8)

Table	9.2	follows	the	conventional	assumption	that	fieldwork	‘distorts’
behaviour.

Source:	adapted	from	Atkinson	and	Hammersley	(1994:	249)

Following	Czarniawska	and	Goffman,	however,	we	can	treat	the	relationship
between	fieldworker	and	participants	less	as	a	distorting	mechanism	and	more



as	a	fruitful	source	of	additional	data.	Take	item	3	in	Table	9.2	which	relates
the	observer’s	behaviour	to	how	the	researcher	is	defined	by	research
subjects.
In	a	study	of	a	ward	for	terminally	ill	patients,	Peräkylä	(1989)	has	shown
how	staff	can	use	four	different	ways	to	define	themselves	and	their	patients.
Following	Goffman	(1974),	how	people	treat	what	is	currently	relevant	and
irrelevant	defines	the	frame	through	which	a	setting	is	constituted.	Using
what	Peräkylä	calls	a	psychological	frame,	staff	define	themselves	as
objective	surveyors	of	the	emotional	reactions	of	patients;	patients	are	both
subjects	(who	feel	and	experience)	and	objects	(of	the	knowing	psychological
gaze).	The	psychological	frame	is	a	powerful	means	of	resolving	the	identity-
disturbances	found	in	other	frames	–	where	a	patient	is	resisting	practical	or
medical	framing,	for	instance,	this	can	be	explained	in	terms	of	their
psychological	state.

But	the	psychological	frame	was	also	relevant	to	how	staff	defined	the
researcher’s	own	identity.	This	frame	seemed	to	be	a	convenient	means	for
the	staff	to	talk	about	their	activities	to	Peräkylä	himself	and	to	define	his
presence	to	each	other	and	to	patients.	So,	although	Peräkylä	was	actually	a
sociologist,	staff	found	it	convenient	to	define	him	as	a	psychologist.

Finding	an	identity	in	the	field	may	not,	of	course,	just	be	about	your
professional	affiliation.	Your	gender	in	relation	to	the	gender	of	the	people
you	are	studying	may	turn	out	to	be	very	important	in	relation	to	how	you	are
defined	and,	therefore,	what	you	find	out.	Although,	as	we	have	seen,	in	his
study	of	restaurants,	Whyte	(1949)	treated	gender	as	a	topic,	it	was	not	until
20	years	later	that	social	scientists	began	to	think	systematically	about	the
impact	of	gender	on	the	fieldwork	process	as	a	whole.	In	part,	this	reflected
an	interest	in	the	interplay	between	gender	and	power.	For	instance,	almost	all
the	‘classics’	of	the	Chicago	School	were	written	by	men,	as	were	those
researchers	who	rose	up	the	academic	hierarchy	to	become	full	professors
(see	Warren,	1988:	11).	Increasingly,	the	gender	of	fieldworkers	themselves
was	seen	to	play	a	crucial	factor	in	observational	research.	Informants	were
shown	to	say	different	things	to	male	and	female	researchers.

For	instance,	in	a	study	of	a	nude	beach,	when	approached	by	someone	of	a
different	gender,	people	emphasised	their	interest	in	‘freedom	and
naturalism’.	Conversely,	where	the	researcher	was	the	same	gender	as	the
informant,	people	were	far	more	likely	to	discuss	their	sexual	interests
(Warren	and	Rasmussen,	1977,	reported	by	Warren,	1988).

In	studies	which	involved	extended	stays	in	‘the	field’,	people	have	also	been
shown	to	make	assumptions	based	upon	the	gender	of	the	researcher.	For
instance,	particularly	in	rural	communities,	young,	single	women	may	be



precluded	from	participating	in	many	activities	or	asking	many	questions.
Conversely,	female	gender	may	sometimes	accord	privileged	access.

For	instance,	Oboler	(1986)	reports	that	her	pregnancy	increased	her	rapport
with	her	Kenyan	informants,	while	Warren	(1988:	18)	suggests	that	women
fieldworkers	can	make	use	of	the	sexist	assumption	that	only	men	engage	in
‘important	business’	by	treating	their	‘invisibility’	as	a	resource.	Equally,	male
fieldworkers	may	be	excluded	or	exclude	themselves	from	contact	with
female	respondents	in	certain	kinds	of	situation	(see	McKeganey	and	Bloor,
1991).

One	danger	in	all	this,	particularly	in	the	past,	was	that	fieldworkers	failed	to
report	or	reflect	upon	the	influence	of	gender	in	their	fieldwork.	For	instance,
in	a	study	of	a	large	local	government	organisation,	mentioned	in	Section
10.3.1,	we	discussed	but	did	not	report	the	different	kinds	of	situations	to
which	the	male	and	female	researchers	gained	easy	access	(Silverman	and
Jones,	1976).	These	are	important	issues	which	have	been	taken	up	by
feminist	ethnographers	(for	summaries,	see	Brewer,	2000:	99–101;	Noaks	and
Wincup,	2004:	96–8).	However,	even	as	the	role	of	doing	fieldwork	as	a
woman	has	become	more	addressed,	hardly	any	attention	has	been	paid	by
researchers	to	questions	of	male	gender	(McKeganey	and	Bloor,	1991:	198).

Nonetheless,	as	fashions	change,	it	is	possible	to	swing	too	far	and	accord
gender	issues	too	much	importance.	As	McKeganey	and	Bloor	(1991:	195–6)
argue,	there	are	two	important	issues	relevant	to	the	significance	of	gender	in
fieldwork.	First,	the	influence	of	gender	may	be	negotiable	with	respondents
and	not	simply	ascribed.	Second,	we	should	resist	‘the	tendency	to	employ
gender	as	an	explanatory	catch-all’	(1991:	196).

For	instance,	McKeganey	and	Bloor	suggest	other	variables	than	gender,	like
age	and	social	class,	may	also	be	important	in	fieldwork.	Equally,	I	would
argue,	following	Schegloff	(1991),	we	need	to	demonstrate	that	participants
are	actually	attending	to	gender	in	what	they	are	doing,	rather	than	just	work
with	our	intuitions	or	even	with	statistical	correlations	(see	Section	2.1	and
Frith	and	Kitzinger,	1998).

None	of	this	should	imply	that	it	would	be	correct	to	swing	full	circle	and,
like	an	earlier	generation,	ignore	gender	issues	in	research.	It	is	incumbent
upon	fieldworkers	to	reflect	upon	the	basis	and	status	of	their	observations.
Clearly,	how	the	researcher	and	the	community	studied	respond	to	their
gender	can	provide	crucial	insights	into	field	realities.	Indeed,	we	would	do
well	to	become	conscious	that	even	taken-for-granted	assumptions	may	be
culturally	and	historically	specific.	For	instance,	Warren	suggests	that:	‘The
focal	gender	myth	of	field	research	is	the	greater	communicative	skills	and
less	threatening	nature	of	the	female	fieldworker’	(1988:	64,	my	emphasis).



As	Warren	notes,	the	important	thing	is	to	resist	treating	such	assumptions	as
‘revealed	truths’	but	as	‘accounts’	which	are	historically	situated.

Case	Study

Field	Identities	at	a	Homeless	Hostel
Marvasti	shows,	in	his	research	on	a	homeless	shelter,	that	he	had	to	face	a	difficult	balancing	act
between	his	theoretical	preferences,	personal	characteristics	and	the	practical	contingencies	of	the
field.	The	comment	below	also	reveals	that	it	is	usually	wrong	to	assume	that,	even	in	the	field,
the	observer	has	only	one	identity:

I	might	have	begun	a	day	with	the	peripheral	role	of	just	listening	to	the	clients’
conversations	in	the	parking	lot.	I	could	then	go	on	to	the	more	active	role	of	a	volunteer.
The	day	could	have	ended	with	me	assuming	the	completely	participant	role	of	the	shelter’s
night	manager.	(Marvasti,	2004:	52)

Case	Study

Shopping	Together
Gary	Miller	(personal	correspondence	reported	in	Czarniawska,	2007)	followed	a	married	couple,
Sheila	and	Bob,	when	they	shopped	together.	In	his	reading,	they	both	held	conservative	notions
of	gender	differences,	which	provided	grounds	for	a	constant	comic	banter	between	the	spouses
when	they	were	shopping:

A	key	element	within	this	comic	banter	is	her	constant	criticism	of	his	lack	of	shopping	skills
…	Taken	in	context,	however,	these	criticisms	are	a	mechanism	she	uses	to	affirm	that	as	a
man,	although	he	may	shop,	he	is	not	a	natural	shopper.	He	is	thereby	able	to	receive	such
‘criticisms’	as	praise	for	his	natural	manliness,	something	which	he	recognizes.	(2007:	25)

The	complications	of	impression	management	became	even	more	obvious	when	Miller	shadowed
a	couple-to-be,	a	young	divorced	woman	and	her	boyfriend:

At	this	stage	the	crucial	factor	in	shopping	was	my	[Miller’s]	presence.	This	was	an	occasion
to	learn	about	each	other’s	taste	and	forge	a	relationship	in	terms	of	shopping	compatibility.
But	there	was	also	a	question	as	to	how	they	appeared	as	a	couple	to	an	outsider.	The	sheer
effort	that	I	felt	they	were	putting	into	showing	me	how	happy	they	were	together	should	not
be	seen	as	thereby	false.	It	reflected	their	own	question	as	to	whether,	when	revealed	in	the
reflected	gaze	of	the	anthropologist,	they	would	find	themselves	to	be	in	love.	(2007:	29)

This	is	Czarniawska’s	insightful	comment	about	Miller’s	observation:

This	was	indeed	an	interesting	situation,	because	the	young	woman	and	her	boyfriend,	unlike
Sheila	and	Bob,	did	not	rehearse	their	common	impression	management	many	times	before.
Theirs	was	a	double	trial:	to	perform	together	an	act	of	acting	together.	One	could	venture	a
guess	that	the	anthropologist’s	presence	was	beneficial	to	the	couple,	setting	this	double	test
for	them.	Eventually,	the	anthropologist	managed	to	see	more	in	their	performance	than	they



themselves	knew.	Although	this	was,	upon	their	own	declaration,	a	couple	that	aimed	at
equality,	the	woman	was	trying	to	learn	as	much	as	possible	about	her	boyfriend’s	habits	and
desires,	while	he	was	establishing	his	right	to	have	the	last	word	on	everything,	which	she
could	accept	as	long	as	he	did	not	force	her	to	acknowledge	this	fact	(they	did	become
engaged,	however).	(2007:	38)

Does	such	shadowing	change	the	situation	that	the	shadower	observes?	Undoubtedly,	if	we
assume	that	there	is	a	single	‘truth’	about	any	couple’s	behaviour.	But,	if	we	follow	Goffman’s
focus	on	impression	management,	we	do	not	need	to	assume	that	we	are	‘distorting’	observed
behaviour.	As	Czarniawska	comments:

Case	Study

Identity	in	the	Field
In	a	comparative	study	of	public	and	private	cancer	clinics	(Silverman,	1984),	I	saw	how	the
emphasis	on	privacy	in	British	‘private’	medicine	creates	a	special	problem	of	identity	for	the
researcher.	While	at	the	National	Health	Service	(NHS)	clinics	I	sheltered	happily	behind	a	name-
tag,	at	the	private	clinic	my	presence	was	always	explained,	if	ambiguously	(‘Dr	Silverman	is
sitting	in	with	me	today	if	that’s	all	right?’).	Although	identified	and	accepted	by	the	patient,	I
remained	uncomfortable	in	my	role	in	this	setting.	Its	air	of	quiet	seclusion	made	me	feel	like	an
intruder.	Like	the	doctor,	I	found	myself	dressing	formally	and	would	always	stand	up	and	shake
hands	with	the	patient.	I	could	no	longer	merge	into	the	background	as	at	the	NHS	clinics.	I
regularly	experienced	a	sense	of	intruding	on	some	private	ceremony.

9.2.5	Looking	as	well	as	listening
In	his	study	of	the	social	organisation	of	a	restaurant,	Whyte	(1949)	reaped
rich	rewards	by	using	his	eyes	to	observe	the	spatial	organisation	of	activities.
However,	ethnographers	have	not	always	been	as	keen	to	use	their	eyes	as
well	as	their	ears.	Notable	exceptions	are	Humphreys’	(1970)	Tearoom	Trade
(a	study	of	the	spatial	organisation	of	gay	pick-up	sites)	and	Prior’s	(1988)
work	on	hospital	architecture.	Michel	Foucault’s	Discipline	and	Punish
(1977)	offers	a	famous	example	of	the	analysis	of	prison	architecture,	while
Edward	Hall’s	The	Hidden	Dimension	(1969)	coined	the	term	‘proxemics’	to
refer	to	people’s	use	of	space	–	for	instance,	how	we	organise	an	appropriate
distance	between	each	other.

However,	these	are	exceptions.	For	instance,	Stimson	(1986:	641)	has	noted
how	‘photographs	and	diagrams	are	virtually	absent	from	sociological
journals,	and	rare	in	sociological	books’	(but	see	Prior,	2003).

But,	when	it	comes	to	treating	what	you	see	as	data,	all	is	not	doom	and
gloom	(see	Chapter	10).	In	a	study	of	interaction	in	hospital	wards,	Peräkylä
(1989)	notes	how	spatial	arrangements	differentiate	groups	of	people.	There
are	the	wards	and	patient	rooms,	which	staff	may	enter	anytime	they	need	to.
Then	there	are	patient	lounges	and	the	like,	which	are	a	kind	of	public	space.
Both	areas	are	quite	different	from	areas	like	the	nurses’	room	and	doctors’



offices	where	patients	enter	only	by	invitation.	Finally,	if	there	is	a	staff	coffee
room,	you	never	see	a	patient	there.

As	Peräkylä	points	out,	one	way	to	produce	different	categories	of	human
beings	in	a	hospital	is	the	allocation	of	space	according	to	categories.	At	the
same	time,	this	allocation	is	reproduced	in	the	activities	of	the	participants.
For	instance,	the	perceptive	observer	might	note	the	demeanour	of	patients	as
they	approach	the	nurses’	room.	Even	if	the	door	is	open,	they	may	stand
outside	and	just	put	their	heads	round	the	door.	In	doing	so,	they	mark	out	that
they	are	encroaching	on	foreign	territory.

In	the	early	1980s,	like	Peräkylä,	I	tried	to	use	my	eyes	as	well	as	my	ears	in	a
study	of	medical	practice	already	mentioned	in	Section	9.2.2	above.	First,	I
obtained	access	to	a	number	of	clinics	treating	cancer	patients	in	an	NHS
hospital.	Following	Strong’s	(1979)	account	of	the	‘ceremonial	order	of	the
clinic’,	I	was	interested	in	how	doctors	and	patients	presented	themselves	to
each	other.	For	instance,	Strong	had	noted	that	NHS	doctors	would	adhere	to
the	rule	‘politeness	is	all’	and	so	rarely	criticise	patients	to	their	faces.

While	at	the	hospital,	I	noticed	that	one	of	the	doctors	regularly	seemed	to	‘go
missing’	after	his	morning	clinics.	My	curiosity	aroused,	I	made	enquiries.	I
discovered	that	most	afternoons	he	was	conducting	his	‘private’	practice	at
consulting	rooms	in	a	salubrious	area	of	London’s	West	End.

Nothing	ventured,	nothing	gained,	so	I	tried	asking	this	doctor	if	I	could	‘sit
in’	on	his	private	practice.	To	my	great	surprise,	he	consented	on	condition
that	I	did	not	tape	record.	I	happily	agreed,	even	though	this	meant	that	my
data	were	reduced	to	(what	I	saw	as)	relatively	unreliable	field	notes	(see
Section	9.2.6).	A	brief	account	of	what	I	saw	is	contained	in	the	case	study
below.

Such	observations	were	a	very	important	resource	in	understanding	the
character	of	‘private’	medicine	at	this	British	clinic.	Unfortunately,	we	have
all	become	a	little	reluctant	to	use	our	eyes	as	well	as	our	ears	when	doing
observational	work.	However,	there	are	exceptions.	Stimson	(1986)	discusses
a	room	set	out	for	hearings	of	a	disciplinary	organisation	responsible	for
British	doctors.	The	Professional	Conduct	Committee	of	the	General	Medical
Council	sits	in	a	high-ceilinged,	oak-panelled	room	reached	by	an	imposing
staircase.	There	are	stained-glass	windows,	picturing	16	crests	and	a	woman
in	a	classical	Greek	pose.	As	Stimson	comments:

This	is	a	room	in	which	serious	matters	are	discussed:	the	room	has	a
presence	that	is	forced	on	our	consciousness	…	speech	is	formal,
carefully	spoken	and	a	matter	for	the	public	record.	Visitors	in	the



gallery	speak	only,	if	at	all,	in	hushed	whispers,	for	their	speech	is	not
part	of	the	proceedings.	(1986:	643–4)

In	such	a	room,	as	Stimson	suggests,	even	without	anything	needed	to	be	said,
we	know	that	what	goes	on	must	be	taken	seriously.	Stimson	aptly	contrasts
this	room	with	a	McDonald’s	hamburger	restaurant:

Consider	the	decorations	and	materials	–	plastic,	paper,	vinyl	and
polystyrene,	and	the	bright	primary	colours.	[Everything]	signifies
transience.	This	temporary	character	is	further	articulated	in	the	casual
dress	of	customers,	the	institutionally	casualised	dress	of	staff	and	the
seating	that	is	constructed	to	make	lengthy	stays	uncomfortable.	(1986:
649–50)

Stimson	and	Peräkylä	show	that	ethnographers	who	fail	to	use	their	eyes	as
well	as	their	ears	are	neglecting	a	crucial	source	of	data.	This	lesson	is	most
readily	learnt	if	you	imagine	a	sighted	person	being	forced	to	make	sense	of
the	world	while	blindfolded!	The	importance	of	such	visual	data	is	discussed
at	length	in	Chapter	12.

Case	Study

Viewing	Private	Medicine
Both	NHS	clinics	were	held	in	functional	rooms,	with	unadorned	white	walls,	no	carpets,	simple
furniture	(a	small	desk,	one	substantial	chair	for	the	doctor	and	a	number	of	stacking	chairs	for
patients,	families	and	students).	Like	most	NHS	hospitals,	heating	pipes	and	radiators	were	very
obtrusive.
To	enter	the	consulting	rooms	of	the	private	clinic	is	to	enter	a	different	world.	The	main	room
has	the	air	of	an	elegant	study,	perhaps	not	unlike	the	kind	of	room	in	a	private	house	where	a
wealthy	patient	might	have	been	visited	by	an	eighteenth-century	doctor.	The	walls	are	tastefully
painted	and	adorned	with	prints	and	paintings.	The	floor	has	a	fine	carpet.	The	furniture	is
reproduction	antique	and	includes	a	large,	leather-topped	desk,	several	comfortable	armchairs,	a
sofa,	a	low	table	covered	with	coffee-table	books	and	magazines,	and	a	bookcase	which	holds
ivory	figures	as	well	as	medical	texts.	Plants	are	placed	on	several	surfaces	and	the	room	is	lit	by
an	elegant	central	light	and	a	table	lamp.	To	add	an	executive	touch,	there	are	three	phones	on	the
desk,	as	well	as	a	pen	in	a	holder.

This	room	establishes	an	air	of	privacy	as	well	as	luxury.	At	the	NHS	clinics,	patients	are	nearly
always	examined	in	curtained-off	areas.	Here,	however,	the	examination	couch	is	in	a	separate
room	which	can	only	be	entered	through	the	consulting	room.	Although	more	functional	than	the
latter,	it	is	nonetheless	carpeted	and	kept	at	a	high	temperature	to	keep	patients	warm.	Even	the
doctor	himself	may	knock	before	entering	this	examination	room	while	the	patient	is	dressing	or
undressing.



Exercise	9.3
This	is	a	research	exercise	to	improve	your	observational	skills	in	the	public	realm.	These	are
your	instructions:

1.	 Select	a	setting	in	which	you	regularly	participate	–	good	examples	would	be	a	student
cafeteria,	a	bus	or	train	or	a	supermarket	checkout	queue.

2.	 Make	a	sketch	map	of	the	site.	What	sort	of	activities	does	the	physical	layout	encourage,
discourage	or	is	neutral	towards?	(Refer	to	Section	9.2.5	for	Stimson’s	comparison	of	the
room	for	medical	hearings	and	McDonald’s.)

3.	 How	do	people	use	the	space	you	are	studying?	What	do	they	show	they	are	attending	to?
How	do	they	communicate	with	one	another	or	avoid	communication?	Do	they	look	at	one
another	or	avoid	it?	What	distance	do	they	keep	between	one	another?

4.	 In	what	ways	are	people	using	the	space	to	co-operate	with	one	another	to	define
themselves	(e.g.	as	a	restaurant	crowd	but	not	bus	passengers)?

5.	 Is	there	any	difference	between	how	people	organise	their	activities	when	they	are	on	their
own,	in	pairs	or	in	a	crowd?

6.	 How	do	people	use	the	setting	as	a	resource	for	engaging	in	activities	not	specifically
intended	(but	not	necessarily	inappropriate)	in	that	setting	(e.g.	displaying	particular
personal	characteristics	such	as	wanting	to	communicate	or	not	wanting	to	communicate)?

9.2.6	Recording	observations
Even	if	you	are	using	both	eyes	and	ears,	you	will	still	have	to	decide	how	to
record	your	data.	Let	us	assume	that	you	are	not	using	electronic	recordings
(audiotapes	or	videotapes)	or	that	you	wish	to	supplement	such	recordings
with	observational	data.	(Working	with	transcripts	deriving	from	recordings	is
discussed	in	Chapter	9.)	In	this	case,	you	must	rely	on	contemporary	field
notes.	How	should	you	write	field	notes?

The	greatest	danger	is	that	you	will	seek	to	report	‘everything’	in	your	notes.
Not	only	does	this	overlook	the	theory-driven	nature	of	field	research	(see
Section	9.4),	but	also	it	gives	you	an	impossible	burden	when	you	try	to
develop	a	more	systematic	analysis	at	a	later	stage.	As	Wolcott	puts	it:	‘The
critical	task	in	qualitative	research	is	not	to	accumulate	all	the	data	you	can,
but	to	“can”	(get	rid	of)	most	of	the	data	you	accumulate.	This	requires
constant	winnowing’	(1990:	35).

At	the	outset,	however,	it	is	likely	that	you	will	use	broad	descriptive
categories	‘relating	to	particular	people	or	types	of	people,	places,	activities
and	topics	of	concern’	(Hammersley	and	Atkinson,	1995:	167).	Moreover,
items	may	be	usefully	assigned	to	more	than	one	category	in	order	to
maximise	the	range	of	hypotheses	that	can	be	generated.	To	do	this,	it	may
help	to	make	multiple	copies	of	each	segment	of	data,	filed	under	several
categories	(1995:	170).

One	useful	aid	in	filing	and	indexing	is	provided	by	a	computer	program	in
computer-assisted	qualitative	data	analysis	(CAQDAS).	What	Seale	(2010)
has	called	‘mainstream’	CAQDAS	software	allows	the	user	to	see	these



materials	in	the	same	way	that	a	word	processor	allows	a	user	to	see	a
document.	The	software	will	also	support	the	user	in	searching	through
documents	for	particular	features,	for	example	a	particular	word	or	phrase.
Sometimes	each	instance	of	a	word	or	phrase	can	be	inspected	in	its	context.
Additionally,	and	this	is	perhaps	the	most	commonly	used	core	feature,	such
software	allows	the	user	to	code	segments	of	data	(e.g.	some	text)	according
to	some	conceptual	scheme.	Coded	segments	can	then	be	searched	for	and
retrieved.	Together,	this	is	known	as	the	‘code	and	retrieve’	element	of	such
software.

In	order	to	make	this	discussion	of	note-taking	more	concrete,	I	want	to	give
an	example	from	a	piece	of	research	I	carried	out	in	the	early	1980s	(see
Silverman,	1987).	The	study	was	of	a	paediatric	cardiology	unit.	Much	of	my
data	derived	from	tape	recordings	of	an	outpatient	clinic	that	lasted	between
two	and	four	hours	every	Wednesday.

Secure	in	the	knowledge	that	the	basic	data	were	being	recorded,	I	was	free	to
use	my	eyes	as	well	as	my	ears	to	record	more	data	to	help	in	the	analysis	of
the	audiotapes.	Gradually,	with	the	help	of	my	co-worker	Robert	Hilliard,	I
developed	a	coding	sheet	to	record	my	observations.

As	an	illustration	of	how	I	coded	the	data,	Table	9.3	shows	the	full	coding
sheet	used	in	this	study.	In	order	to	explain	how	we	derived	the	categories,	I
have	included	explanations	of	some	of	the	categories	in	square	brackets.





I	ought	to	stress	that	this	coding	form	was	only	developed	after	observation	of
more	than	ten	outpatient	clinics	and	after	extensive	discussions	between	the
research	team.	During	this	time,	we	narrowed	down	what	we	were	looking
for.

As	noted	earlier	(p.	163),	we	became	interested	in	how	decisions	(or
‘disposals’)	were	organised	and	announced.	It	seemed	likely	that	the	doctor’s
way	of	announcing	decisions	was	systematically	related	not	only	to	clinical
factors	(like	the	child’s	heart	condition)	but	to	social	factors	(such	as	what
parents	would	be	told	at	various	stages	of	treatment).

For	instance,	at	a	first	outpatients’	consultation,	doctors	would	not	normally
announce	to	parents	the	discovery	of	a	major	heart	abnormality	and	the
necessity	for	life-threatening	surgery.	Instead,	they	would	suggest	the	need	for



more	tests	and	only	hint	that	major	surgery	might	be	needed.	They	would	also
collaborate	with	parents	who	produced	examples	of	their	child’s	apparent
‘wellness’.	This	step-by-step	method	of	information-giving	was	avoided	in
only	two	cases.	If	a	child	was	diagnosed	as	‘healthy’	by	the	cardiologist,	the
doctor	would	give	all	the	information	in	one	go	and	would	engage	in	what	we
called	a	‘search	and	destroy’	operation,	based	on	eliciting	any	remaining
worries	of	the	parent(s)	and	proving	that	they	were	mistaken.

In	the	case	of	a	group	of	children	with	the	additional	handicap	of	Down’s
syndrome,	as	well	as	suspected	cardiac	disease,	the	doctor	would	present	all
the	clinical	information	at	one	sitting,	avoiding	a	step-by-step	method.
Moreover,	atypically,	the	doctor	would	allow	parents	to	make	the	choice
about	further	treatment,	while	encouraging	parents	to	focus	on	non-clinical
matters	like	their	child’s	‘enjoyment	of	life’	or	friendly	personality
(Silverman,	1981).

The	coding	form	shown	in	Table	9.3	allowed	us	to	identify	these	patterns.	For
instance,	by	relating	item	14	on	the	scope	of	the	consultation	to	the	decision
format	(item	20),	we	were	able	to	see	differences	between	consultations
involving	Down’s	children	and	others.	Moreover,	it	also	turned	out	that	there
were	significant	differences	between	these	two	groups	in	both	the	form	of	the
elicitation	question	(item	16)	and	the	diagnosis	statement	(item	19).

The	coding	form	in	Table	9.3	followed	a	practice	which	derives	from

that	well-established	style	of	work	whereby	the	data	are	inspected	for
categories	and	instances.	It	is	an	approach	that	disaggregates	the	text
(notes	or	transcripts)	into	a	series	of	fragments,	which	are	then	regrouped
under	a	series	of	thematic	headings.	(Atkinson,	1992:	455)

Obviously,	in	making	field	notes,	one	is	not	simply	recording	data	but	also
analysing	them.	The	categories	you	use	will	inevitably	be	theoretically
saturated	–	whether	or	not	you	realise	it!	So	the	coding	form	shown	as	Table
9.3	reflected	my	interest	in	Goffman’s	(1974)	concept	of	frame.	This	meant
that	I	tried	to	note	down	the	activities	through	which	the	participants	managed
their	identities.	For	instance,	I	noted	how	long	the	doctor	and	patient	spent	on
social	‘small	talk’	and	how	subsequent	appointments	were	arranged.

These	concerns	show	how	theoretically	defined	concepts	drive	good
ethnographic	research	(see	Section	9.3).	They	also	demonstrate	how	one	can
develop	analysis	of	field	data	after	a	research	problem	has	been	carefully
defined.



However,	as	Atkinson	points	out,	one	of	the	disadvantages	of	coding	schemes
is	that,	because	they	are	based	upon	a	given	set	of	categories,	they	furnish	‘a
powerful	conceptual	grid’	(1992:	459)	from	which	it	is	difficult	to	escape.
While	this	‘grid’	is	very	helpful	in	organising	the	data	analysis,	it	also	deflects
attention	away	from	uncategorised	activities.	In	these	circumstances,	it	is
helpful	to	return	occasionally	to	the	original	data.

In	our	research,	we	had	our	tapes	and	transcripts	which	offered	endless
opportunities	to	redefine	our	categories.	By	contrast,	lacking	tapes	of	his	data
on	medical	education,	Atkinson	returned	to	his	original	field	notes.	He	shows
how	the	same,	original	data	can	be	re-read	in	a	quite	different	way.	Atkinson’s
earlier	method	had	been	to	fragment	his	field	notes	into	relatively	small
segments,	each	with	its	own	category.

For	instance,	a	surgeon’s	description	of	post-operative	complications	to	a
surgical	team	was	originally	categorised	under	such	headings	as
‘unpredictability’,	‘uncertainty’,	‘patient	career’	and	‘trajectory’.	Later,	when
Atkinson	returned	to	his	data,	it	was	re-categorised	as	an	overall	narrative
which	sets	up	an	enigma	(‘unexpected	complications’)	resolved	in	the	form	of
a	‘moral	tale’	(‘beware,	unexpected	things	can	always	happen’).	Viewed	in
this	way,	the	surgeon’s	story	becomes	a	text	with	many	resemblances	to	a
fairy	tale,	as	we	shall	see	in	Section	9.3.

There	is	a	further	‘moral	tale’	implicit	in	using	Atkinson’s	story.	The	field
researcher	is	always	torn	between	the	need	to	narrow	down	analysis	through
category-construction	and	to	allow	some	possibility	of	reinterpretation	of	the
same	data.	So,	while	the	rush	to	categorise	is	laudable,	it	should	always	occur
in	the	context	of	a	solid	body	of	original	data.	The	ideal	form	for	this	is	a	tape
recording	or	original	document.	Where	these	cannot	be	used,	the	field
researcher	must	attempt	to	transcribe	as	much	as	possible	of	what	is	said	and
done	–	and	the	settings	in	which	it	is	said	and	done.

In	such	transcription,	R.	Dingwall	(personal	correspondence)	notes	how
important	it	is	to	record	descriptions	rather	than	mere	impressions.	In
practice,	this	means	that	we	should	always	try	to	note	concrete	instances	of
what	people	have	said	or	done,	using	verbatim	quotations	and	‘flat’	(or
unadorned)	descriptions.

TIP



Emerson	et	al.	suggest	five	sets	of	questions	which	you	should	try	to	answer	when	making
field	notes:

1.	 What	are	people	doing?	What	are	they	trying	to	accomplish?
2.	 How	exactly	do	they	do	this?
3.	 How	do	people	characterise	and	understand	what	is	going	on?
4.	 What	assumptions	do	they	make?
5.	 Analytic	questions:	What	do	I	see	going	on	here?	What	did	I	learn	from	these	notes?

Why	did	I	include	them?	(1995:	146)

Link



CAQDAS	Software:
NVIVO	www.qsrinternational.com/what-is-qualitative-research.aspx

MAXqda	www.maxqda.com
ATLAS.ti	www.atlasti.com

Exercise	9.4
Return	to	your	field	notes	in	Exercises	9.2	and	9.3	and	answer	the	following	questions:

1.	 How	were	your	notes	organised	(did	you	just	write	down	verbatim	what	you	saw	or	heard
or	did	you	use	some	organising	principle,	e.g.	‘frames’)?

2.	 If	there	was	an	organising	principle,	which	one	was	it?	Why	did	you	choose	it?	And	how

http://www.qsrinternational.com/what-is-qualitative-research.aspx
http://www.maxqda.com
http://www.atlasti.com


did	it	help	or	hinder	you?
3.	 If	there	was	no	organising	principle,	how	did	you	move	from	description	of	what	you

observed	to	its	analysis?
4.	 In	what	ways	were	your	notes	dependent	on	your	common-sense	knowledge	of	what	was

going	on?
5.	 How	can	that	dependence	be	treated	as	a	problem	but	also	as	a	help?

9.2.7	Developing	analysis	of	field	data
One	of	the	strengths	of	observational	research	is	its	ability	to	shift	focus	as
interesting	new	data	become	available.	For	instance,	as	already	noted,	during
a	study	of	two	cancer	clinics	at	a	British	NHS	hospital,	I	unexpectedly	gained
access	to	a	‘private’	(fee-paying)	clinic	run	by	one	of	the	doctors	in	his	spare
time.	I	was	thus	able	to	change	my	research	focus	towards	a	comparison	of
the	‘ceremonial	orders’	of	public	and	private	medicine	(Silverman,	1984).
This	process	of	interweaving	different	aspects	of	research	is	well	described	by
using	an	analogy	with	a	funnel:

Ethnographic	research	has	a	characteristic	‘funnel’	structure,	being
progressively	focused	over	its	course.	Progressive	focusing	has	two
analytically	distinct	components.	First,	over	time	the	research	problem	is
developed	or	transformed,	and	eventually	its	scope	is	clarified	and
delimited	and	its	internal	structure	explored.	In	this	sense,	it	is	frequently
only	over	the	course	of	the	research	that	one	discovers	what	the	research
is	really	‘about’,	and	it	is	not	uncommon	for	it	to	turn	out	to	be	about
something	quite	remote	from	the	initially	foreshadowed	problems.
(Hammersley	and	Atkinson,	1995:	175)

For	instance,	my	research	on	the	two	cancer	clinics	unexpectedly	led	into	a
comparison	of	fee-for-service	and	state-provided	medicine	(Silverman,	1984).
Similarly,	my	observation	of	a	paediatric	cardiology	unit	moved
unpredictably	in	the	direction	of	an	analysis	of	disposal	decisions	with	a	small
group	of	Down’s	syndrome	children	(Silverman,	1981).

We	may	note	three	features	which	these	two	cases	had	in	common:

1.	 The	switch	of	focus	–	through	the	‘funnel’	–	as	a	more	defined	topic
arose.

2.	 The	use	of	the	comparative	method	as	an	invaluable	tool	of	theory-
building	and	testing.

3.	 The	generation	of	topics	with	a	scope	outside	the	substantive	area	of	the
research.	Thus	the	‘ceremonial	orders’	found	in	the	cancer	clinics	are	not



confined	to	medicine,	while	the	‘democratic’	decision-making	found
with	the	Down’s	children	had	unexpected	effects	of	power	with	a
significance	far	beyond	medical	encounters.

However,	shifts	of	focus	in	ethnographic	research	can	sometimes	resemble
not	so	much	a	funnel	as	a	rubbish	dump!	Some	ethnographies	seem	like	a
disorganised	stumble	through	a	mass	of	data,	full	of	‘insightful’	observations
of	a	mainly	‘anecdotal’	nature.	For	instance,	in	a	survey	of	qualitative	papers
in	two	journals	in	the	area	of	health	and	social	science,	I	was	struck	by	the
number	of	articles	based	on	one	or	two	‘convincing’	examples	(Silverman,
2005:	232–5).

There	is	absolutely	no	reason	why	observational	research	cannot	combine
insight	with	rigour.	In	other	words,	it	is	right	to	expect	that	such	research
should	be	both	original	and	valid.	This	will	involve	testing	hypotheses	that	we
have	generated	in	the	field.	Increasingly,	however,	as	our	knowledge	of
micro-social	processes	expands,	it	will	mean	that	we	can	enter	the	field	with	a
hypothesis	we	already	want	to	test.	So,	in	my	comparative	study	of	medical
practice,	Strong’s	(1979)	work	on	the	‘ceremonial	orders’	of	doctor–patient
interaction	gave	me	a	clear	hypothesis	which	became	testable	when	I	gained
access	to	a	private	clinic.	For	more	on	testing	hypotheses	in	qualitative
research,	see	Chapter	4.

9.3	The	theoretical	character	of	ethnographic
observations

any	researcher,	no	matter	how	unstructured	or	inductive,	comes	to
fieldwork	with	some	orienting	ideas,	foci	and	tools.	(Miles	and
Huberman,	1984:	27)

As	we	have	already	seen,	even	the	apparently	simple	act	of	describing	what
you	see	in	the	field	can	be	highly	complicated.	Arguing	that	subjects’
meanings	are	always	part	of	a	wider	system	of	signs	or	webs	of	significance,
Geertz	(1973)	has	called	for	thick	description	based	on	a	study	of	systems	of
signs	(see	the	discussion	of	semiotics	in	Chapter	12).	However,	given	that	one
always	has	to	select	from	a	large	data	corpus,	researchers	have	to	seek	a
balance	between	‘thick’	description	of	some	phenomena	at	the	cost	of	‘thin’
description	of	others	(see	Brekhus	et	al.,	2005).	So	no	research	can	ever	be
‘theory-free’.	We	only	come	to	look	at	things	in	certain	ways	because	we	have
adopted,	either	tacitly	or	explicitly,	certain	ways	of	seeing.	This	means	that,	in



observational	research,	data	collection,	hypothesis	construction	and	theory-
building	are	not	separate	things	but	are	interwoven	with	one	another.	Three
‘ways	of	seeing’	are	outlined	in	Table	9.4.

9.3.1	The	naturalist	model
As	Gubrium	and	Holstein	note,	the	apparently	atheoretical	position	of	some
ethnographers	itself	derives	from	a	theory:	‘The	directive	to	“minimize
presuppositions”	in	order	to	witness	subjects’	worlds	on	their	own	terms	is	a
key	to	naturalistic	inquiry’	(1997a:	34,	my	emphasis).

So	the	idea	of	just	‘hanging	out’	with	the	aim	of	‘faithfully	representing
subjects’	worlds	(‘telling	it	like	it	is’)	is	a	convenient	myth	derived	from	a
theory	that	Gubrium	and	Holstein	term	naturalism.	Of	course,	without	some
conceptual	orientation,	one	would	not	recognise	the	‘field’	one	was	studying.
So	the	problem	is	that	many	closet	naturalists	fail	to	come	clean	about	the
theory	dependence	of	their	research.	As	two	ethnographers	put	it:

Telling	it	like	it	is	implies	presenting	an	account	of	the	social	world	from
the	perspective	of	those	being	researched;	telling	the	story	as	they	would
tell	it	(based	on	the	unlikely	assumption	that	they	would	all	tell	the	same
story).	This	is	an	overly	simplistic	view	because	if	an	ethnographer	were
to	do	this,	he	or	she	would	have	‘gone	native’,	in	other	words	become	so
immersed	in	the	culture	they	were	studying	that	they	had	left	their
academic	culture	behind.	(Noaks	and	Wincup,	2004:	92)

I	only	have	space	for	one	example	of	the	problems	of	naturalism	(see
Silverman,	2010:	297–308,	for	more	discussion	of	this	and	other	examples).
Engebretson	(1996)	reports	a	participant	observation	and	interview	study	of
three	groups	of	healers	who	‘heal’	through	the	laying	on	of	hands.	She	locates
her	findings	in	terms	of	three	‘dimensions’	(setting,	interaction	and	cognitive



process)	and	finds,	unsurprisingly,	that	such	healing	differed	from
biomedicine	on	each	of	these	dimensions.

Unfortunately,	Engebretson	mentions	no	explicit	model	or	theory.	So,
although	her	descriptions	of	how	healing	was	organised	and	how	the	sessions
were	opened	and	closed	have	at	least	the	potential	to	suggest	practical
relevance,	they	lack	the	coherence	that	a	theoretically	defined	study	might
offer.	Such	a	theory	would,	for	instance,	inform	how	data	are	recorded.	Yet
Engebretson	makes	no	mention	of	the	system	used	for	recording	field	notes
and	its	impact	on	the	reliability	of	her	data	(see	Section	4.2).

Second,	her	account	of	her	data	is	presented	just	as	a	simple	description.
Without	a	discussion	of	the	analytic	basis	for	the	researcher’s	account,	her
report	once	more	can	only	have	a	journalistic	status.	As	I	point	out	in	Chapter
15,	this	is	not	to	criticise	journalism	which,	at	its	best,	can	be	highly
illuminating.	It	is	simply	intended	to	distinguish	between	journalism	and
social	science.	Third,	although	Engebretson	groups	her	interview	respondents’
accounts	into	a	number	of	categories	(physical	sensations,	emotional
experiences	and	visual	images),	there	is	nothing	to	suggest	that	these	are
anything	but	ad	hoc	labels	without	a	clear	analytical	basis.

I	should	add	two	qualifications	to	this	critique.	First,	it	is	unfair	to	single	out
just	one	study	when	even	respected	academic	journals	are	overflowing	with
research	reports	that	refuse	to	recognise	the	theoretically	guided	character	of
ethnographic	description.	Second,	it	would	be	foolish	to	deny	that	naturalism
(even	when	unacknowledged)	has	been	the	source	of	any	insights.	Even	one
of	naturalism’s	fiercest	critics,	Harvey	Sacks,	nonetheless	found	much	to
admire	in	the	naturalistically	informed	Chicago	School’s	attention	to	detail.
As	Sacks	put	it:

Instead	of	pushing	aside	the	older	ethnographic	work	in	sociology,	I
would	treat	it	as	the	only	work	worth	criticizing	in	sociology;	where
criticizing	is	giving	some	dignity	to	something.	So,	for	example,	the
relevance	of	the	works	of	the	Chicago	sociologists	is	that	they	do	contain
a	lot	of	information	about	this	and	that.	And	this-and-that	is	what	the
world	is	made	up	of.	(1992,	I:	27)

However,	the	ethnographers’	praiseworthy	attention	to	detail	rarely	satisfied
Sacks’s	rigorous	methodological	demands.	For	Sacks,	the	ethnographer	needs
to	go	beyond	naturalism	in	order	to	analyse	the	most	basic	details	of
interaction.	The	ethnographer	cannot	rely	on	glosses	of	what	everyone	knows.
What	this	might	entail	will	be	illustrated	in	the	following	discussion	of



constructionism.

9.3.2	The	constructionist	model
Maynard	(1989)	notes	how	ethnographers	are	still	trying	to	picture	how
people	see	things	rather	than	focusing	on	what	is	observable.	As	he	puts	it:

In	doing	ethnography,	researchers	attempt	to	draw	a	picture	of	what
some	phenomenon	‘looks	like’	from	an	insider’s	account	of	the
phenomenon	and	for	some	audience	who	wants	to	know	about	it.	The
ethnographer,	in	general,	is	in	the	business	of	describing	culture	from	the
members’	point	of	view.	(1989:	130)

Maynard	shows	how	such	concerns	have	shaped	research	in	one	part	of	the
sociology	of	law.	‘Plea	bargaining’	has	been	identified	as	a	process	by	which
defendants	plead	guilty	to	a	‘lesser’	offence,	thereby	minimising	their
punishment	and	speeding	up	the	work	of	the	courts	(evidence	does	not	need	to
be	heard	if	the	defendant	pleads	guilty).	Ethnographers	have	assumed	that	this
process	works	on	the	basis	of	shared	perceptions	held	by	prosecution	and
defence	lawyers.

However,	Maynard	suggests	that	such	ethnographic	work,	based	on	the
identification	of	people’s	perceptions,	has	at	least	three	deficiencies:

1.	 It	depends	upon	common-sense	knowledge:	‘ethnographers	rely	on
unnoticed	abilities	to	record	and	recognise	such	features,	just	as
participants	rely	on	basically	uninvestigated	abilities	in	producing	them’
(1989:	130).

2.	 It	glosses	over	what	‘plea	bargaining’	actually	is	–	the	diversity	of
discourse	that	gets	called	‘plea	bargaining’.

3.	 It	fails	to	treat	the	common	orientation	of	the	parties	concerned	as	an
outcome	of	their	interaction,	preferring	to	make	such	‘mutuality	appear
to	be	a	matter	of	cognitive	consensus’	(1989:	134).

Instead,	following	Sacks’s	emphasis	on	what	is	observable,	Maynard	studies
‘how	a	sense	of	mutuality	is	accomplished’	(1989:	134).	This	involves
examining	how	plea-bargaining	sequences	are	introduced	into	the	talk.	For
instance,	a	bargaining	proposal	can	be	solicited	or	it	can	be	announced,	as
shown	in	Table	9.5.



Source:	Maynard	(1989:	134)

Maynard’s	study	draws	attention	to	how	the	phenomenon	of	‘plea	bargaining’
is	itself	locally	constituted	in	the	activities	of	the	participants.	If	we	follow
naturalism	and	reduce	social	life	merely	to	the	definitions	of	the	participants,
there	is	a	danger	that	we	lose	sight	of	social	interaction.	Instead,	the	point	is	to
narrow	the	focus	to	what	people	are	doing.	As	Maynard	puts	it:

The	question	that	ethnographers	have	traditionally	asked	–	‘How	do
participants	see	things?’	–	has	meant	in	practice	the	presumption	that
reality	lies	outside	the	words	spoken	in	a	particular	time	and	place.	The
…	(alternative)	question	–	‘How	do	participants	do	things?’	–	suggests
that	the	microsocial	order	can	be	appreciated	more	fully	by	studying	how
speech	and	other	face-to-face	behaviours	constitute	reality	within	actual
mundane	situations.	(1989:	144)

James	Holstein	and	Jaber	Gubrium	clearly	show	how	constructionism	departs
from	naturalistic	ethnography	based	on	the	study	of	how	people	see	things.	As
they	put	it:

The	naturalistic	goal	in	ethnography	is	to	understand	social	reality	on	its
own	terms,	‘as	it	really	is,’	to	describe	what	comes	naturally,	so	to	speak.
It	seeks	rich	descriptions	of	people	and	interaction	as	these	exist	and
unfold	in	their	native	habitats	…	Whereas	the	naturalistic	impulse	in
fieldwork	is	typically	to	ask	‘What	is	going	on?’	with,	and	within,	social
reality,	constructionist	sensibilities	provoke	questions	about	how	social
realities	are	produced,	assembled,	and	maintained.	(2008:	374–5)



Table	9.6	sets	out	these	differences	in	more	detail.

Source:	adapted	from	Holstein	and	Gubrium	(2008:	375,	385)

The	following	case	study	shows	how	I	used	a	constructionist	approach	in	an
ethnography	of	cleft	palate	clinics.

Case	Study

Communicating	with	a	Child	with	a	Cleft	Palate
Cleft-palate	clinics	treat	children	born	with	hare	lips	and/or	cleft	palates.	Cleft	palates	can	stop
babies	feeding	and	so	are	usually	repaired	in	the	first	few	months	of	life.	A	hare	lip	is	treatable	by
routine,	low-risk,	cosmetic	surgery	usually	carried	out	when	the	patient	is	in	their	teens.	The
rationale	for	delaying	cosmetic	surgery	in	the	cleft	palate	clinic	is	that,	since	appearance	is	a
matter	of	personal	judgement,	it	is	best	left	until	somebody	is	of	an	age	when	they	can	decide	for
themselves	rather	than	be	influenced	by	the	surgeon	or	their	parents.	This	is	how	things	panned
out	in	an	Australian	cleft	palate	clinic	I	studied	in	1986:

Extract	9.1	[Silverman,	1987:	182]
(D	=	Doctor,	S	=	Simon,	an	18-year-old	patient)

D:	Do	you	worry	at	all	about	your	appearance?
S:	Oh	I	really	notice	it	but	I	um	if	it	could	be	improved,	I’d	like	to	get	it	done.	I	really	worry
about	it.

D:	Really?
S:	Yes

D:	Not	really	but	really?
S:	But	really	yes.

In	one	leap,	Simon	(S)	seems	to	have	overcome	the	communication	difficulties	that	a	question
about	your	appearance	usually	generates	in	these	clinics.	He	freely	admits	that	he	‘notices’	and
‘worries’	about	his	looks	and,	consequently,	would	‘like	to	get	it	done’.
What	is	going	on	in	Extract	9.1?	Why	is	Simon’s	apparently	straightforward	response	subject	to
further	questioning?	To	answer	these	questions,	I	noted	comments	made	by	a	doctor	before	Simon
had	entered	the	room.	These	are	shown	in	Extract	9.2:

Extract	9.2	[Silverman,	1987:	180]
D:	He’s	er	(0.5)	it’s	a	matter	of	deciding	whether	he	should	have	an	operation.	And,	er,	what	we
are	concerned	about	is	his	degree	of	maturity	which	it	will	be	very	interesting	for	you	[D	turns
towards	me]	to	make	a	judgement	on	when	he	comes	in.



We	see	from	Extract	9.2	that,	even	before	Simon	enters	the	room,	his	‘degree	of	maturity’	will	be
an	issue.	We	are	advised	that	Simon’s	answers	should	not	stand	alone	as	expression	of	his	wishes
but	should	be	judged	as	mature	or	immature	and,	perhaps,	discarded	or	reinterpreted.

After	Simon	leaves,	this	doctor	worries	some	more	about	what	Simon’s	answers	‘really’	mean:
Extract	9.3	[Silverman,	1987:	186]

D:	It’s	very	difficult	to	assess	isn’t	it?	Because	he’s	pretty	sophisticated	in	some	of	his	comments
and	it’s	er	(1.0)	it’s	just	the,	you	know,	continuously	sunny	nature	that’s	troubling	me	a	little	bit
about	the	problem	as	to	whether	it	should	be	done.
Eventually,	this	doctor	concludes	that	Simon’s	relaxed	manner	is	merely	‘a	cover-up’	for	his	self-
consciousness	about	his	appearance.	Although	this	is	rather	an	odd	conclusion	since	Simon	has
freely	admitted	that	he	is	concerned	about	his	appearance,	it	generates	general	consent	and	all	the
doctors	present	agree	that	Simon	is	‘motivated’	and	should	have	his	operation.

Exercise	9.5
Referring	to	Table	9.6,	show	why	my	analysis	of	the	cleft	palate	clinic	had	a	constructionist
flavour.	How	might	my	approach	have	differed	if	I	had	been	a	naturalist?

9.3.3	The	ethnomethodological	model
Just	because	something	seems	‘pretty	routine’,	we	cannot	assume	that	it	is	not
difficult	to	explain.	As	Sacks	pointed	out	in	one	of	his	lectures:	‘the	activities
that	molecules	are	able	to	engage	in	quickly,	routinely,	have	not	been
described	by	enormously	brilliant	scientists’	(1992,	I:	115).

To	understand	humans’	routine	activities,	Sacks	followed	his	teacher	Harold
Garfinkel	in	attempting	to	make	common-sense	a	‘topic’	not	just	a	tacit
‘resource’.	It	follows	that	how	societal	members	(including	social
researchers)	‘see’	particular	activities	is,	for	Sacks,	the	central	research
question.

In	this	respect,	together	with	Garfinkel	(1967),	he	offers	a	unique	perspective
in	social	science.	This	perspective	is	ethnomethodology	(or	the	study	of	folk
–	or	members’	–	methods)	which	‘seeks	to	describe	methods	persons	use	in
doing	social	life’	(Sacks,	1984:	21).

For	Garfinkel	and	Sacks,	when	ethnographers	‘describe’	and	‘question’,	the
problem	is	that	they	are	tacitly	using	members’	methods.	If	we	are	to	study
such	methods,	it	is,	therefore,	crucial	that	we	do	not	take	for	granted	what	it	is
we	appear	to	be	‘seeing’.	As	Sacks	says:	‘In	setting	up	what	it	is	that	seems	to
have	happened,	preparatory	to	solving	the	[research]	problem,	do	not	let	your
notion	of	what	could	conceivably	happen	decide	for	you	what	must	have
happened’	(1992,	I:	115).	Here	Sacks	is	telling	us	that	our	‘notion	of	what
could	conceivably	happen’	is	likely	to	be	drawn	from	our	unexamined
members’	knowledge.	Instead,	we	need	to	proceed	more	cautiously	by
examining	the	methods	members	use	to	produce	activities	as	observable	and



reportable.

Sacks	suggests	that	people	should	not	be	seen	as	‘coming	to	terms	with	some
phenomenon’	(I:	437)	but	as	actively	constituting	it.	The	phenomenon	of
‘speeding’	on	the	roads	is	considered	in	the	next	case	study.

As	Sacks	notes,	the	self-same	features	can	be	seen	in	medical	consultations,
where	what	is	‘normal’	is	attended	to	by	doctors	on	the	basis	of	their
elicitation	of	what	is	normal	for	you	(I:	57–8).	Moreover,	while	illnesses	may
be	‘erasable’,	this	does	not	usually	apply	to	speeding	fines	or	suicide	attempts
–	and	the	latter	is	seen	in	people’s	reluctance	to	identify	themselves	when
calling	an	emergency	psychiatric	service	(I:	61).

Put	at	its	simplest,	researchers	must	be	very	careful	how	they	use	categories.
For	instance,	Sacks	quotes	from	two	linguists	who	appear	to	have	no	problem
in	characterising	particular	(invented)	utterances	as	‘simple’,	‘complex’,
‘casual’	or	‘ceremonial’.	For	Sacks,	such	rapid	characterisations	of	data
assume	‘that	we	can	know	that	without	an	analysis	of	what	it	is	(they)	are
doing’	(I:	429).	Over	20	years	on,	his	comments	stand	as	a	criticism	of	the
rapid	coding	of	data	that	sometimes	passes	as	grounded	theory.

Case	Study
How	does	one	know	one	is	speeding?	One	solution	is	to	look	at	the	car’s	speedometer.	However,
another	well-used	method	is	to	compare	the	car’s	movement	relative	to	other	traffic.	And	‘traffic’
is	a	phenomenon	that	is	actively	organised	by	road	users.	As	Sacks	suggests:

persons	can	be	seen	to	clump	their	cars	into	something	that	is	‘a	traffic’,	pretty	much
wherever,	whenever,	whoever	it	is	that’s	driving.	That	exists	as	a	social	fact,	a	thing	which
drivers	do	…	[so]	by	‘a	traffic’	I	don’t	mean	that	there	are	some	cars,	but	there	is	a	set	of	cars
that	can	be	used	as	‘the	traffic’,	however	it’s	going;	those	cars	that	are	clumped.	And	it	is	in
terms	of	‘the	traffic’	that	you	see	you’re	driving	fast	or	slow.	(1992,	I:	437)

Sacks	here	is	arguing	that,	rather	than	being	a	natural	fact,	‘the	traffic’	is	a	self-organising	system,
in	which	people	adjust	their	speed	by	reference	to	how	they	define	‘the	traffic’.	The	traffic	thus
serves	as	a	metaphor	for	how	social	order	is	constructed	by	reference	to	what	can	be	inferred.	It
also	shows	how	the	ability	‘to	read	other	people’s	minds’	(in	this	case,	the	minds	of	other	drivers)
is	not	a	psychotic	delusion	but	a	condition	for	social	order.	For	Sacks,	then,	‘traffic’	and	‘speed’
are	not	natural	facts	but	locally	assembled	phenomena	(see	also	Pollner,	1987).

TIP



Before	you	code	any	data	extract,	ask	yourself	what	common-sense	knowledge	you	are	using
to	see	it	in	the	way	that	you	do.	Treat	this	as	a	way	to	try	to	get	at	how	participants	‘code’
(constitute)	particular	phenomena.

9.3.4	Constructionism	and	ethnomethodology
compared
You	may	now	wonder	how	ethnomethodology	differs	from	constructionism.
After	all,	both	are	concerned	with	how	social	phenomena	from	medical
interviews	to	‘speeding’	are	constructed.	I	like	to	see	the	differences	between



the	two	approaches	as	a	matter	of	emphasis.	To	explain	this	further,	I	will
look	at	another	case	study.

Gubrium	(1988)	suggests	how	we	can	reframe	this	argument	to	mark	out	the
limits	of	three	different	kinds	of	ethnography:

1.	 Structural	ethnography	simply	aims	to	understand	participants’
subjective	meanings.	It	makes	great	use	of	open-ended	interviews	and,	as
such,	is	the	most	common	approach.	It	is	associated	with	naturalism.

2.	 By	contrast,	articulative	ethnography	seeks	to	locate	the	formal
structures	of	interaction.	It	is	usually	based	on	audiotapes	or	videotapes
of	naturally	occurring	interaction	and	identifies	sequential	structures	like
charge–rebuttal	sequences.	It	is	associated	with	ethnomethodology.

3.	 Practical	ethnography	recognises	that	members’	interpretations	are
neither	limitless	nor	purely	formal.	For	example,	in	Gubrium’s
residential	home,	staff	members	would	construct	particular	versions	of
children	in	different	contexts,	for	example	a	treatment	review	team
versus	a	meeting	with	the	child’s	family.	Again,	charge–rebuttal
sequences	may	look	very	different	in	children’s	talk	versus	a	clinic	or
courtroom.	Such	actions	are,	as	Gubrium	(1988)	puts	it,	‘organisationally
embedded’,	that	is	different	settings	may	provide	the	participants	with
differing	meanings	and	interactional	resources.	This	approach	is
associated	with	Gubrium’s	version	of	constructionism.

Gubrium	is	arguing	that,	although	both	structural	and	articulative	ethnography
answer	important	questions,	they	cannot,	even	in	combination,	define	the
whole	of	the	ethnographic	enterprise.	To	do	this,	we	need	to	understand	the
context	in	which	the	parties	generate	their	meanings	and	interactions.

Case	Study

Children	in	Residential	Care
Around	the	time	I	was	observing	the	cleft	palate	clinics,	Gubrium	(1988)	was	doing	an
ethnographic	study	of	Cedarview,	a	US	residential	treatment	centre	for	emotionally	disturbed
children.	Extract	9.4	below	involves	three	boys	(aged	9–10)	who	are	talking	in	their	dormitory
room.	Gubrium	reports	that	he	overheard	this	conversation	from	an	adjacent	room	while	reading
comics	with	other	boys.
Extract	9.4	[Gubrium,	1988:	10]

Gary:	can	you	really	get	firecrackers	from	your	brother?
Tom:	really!

[Gary	produces	‘a	chain	of	accusatory	exchanges	that	play	on	the	word	“really”’]
[Gary	and	Bill	press	Tom	to	tell	the	truth	‘or	else’	asking	Tom	whether	he	was	just	kidding]

Tom:	really,	really,	really



Gary	and	Bill:	[jostling	Tom]	no	you	didn’t	…	you’re	lying

In	this	extract,	Gary	and	Bill	are	challenging	Tom	about	his	access	to	firecrackers.	Compare	what
is	said	to	what	we	have	just	seen	in	the	Australian	cleft	palate	clinic:
Extract	9.5	[Extract	9.1	repeated]

S:	I	really	worry	about	it.
D:	Really?

S:	Yes
D:	Not	really	but	really?

S:	But	really	yes
Despite	two	very	different	settings	and	participants	(a	peer	group	and	a	professional–client
interview),	note	how	participants	systematically	search	for	what	‘really’	is	the	case,	using	that
term	to	frame	questions	and	to	provide	answers.	In	formal	terms,	both	extracts	look	like	the	kind
of	charge–rebuttal	sequences	that	are	common	in	courts	of	law.	Is	it	appropriate	to	say	that	we	are
dealing	with	a	single	phenomenon	which	happens	to	be	located	in	a	variety	of	contexts?

Yes	and	no.	An	analysis	of	the	features	of	charge–rebuttal	sequences	is	indeed	a	useful	exercise
since	it	can	identify	the	various	strategies	available	to	people	to	make	or	rebut	charges.	However,
we	must	not	exclude	the	different	agendas	the	participants	bring	to	different	contexts	and	the
resources	they	can	draw	upon	in,	say,	medical	clinics,	peer-group	interaction	and	law	courts.
Without	this	further	step,	our	analysis	runs	the	danger	of	becoming	purely	formalistic	and,
thereby,	likely	to	lack	the	kind	of	practical	relevance	in	which	I	am	interested.

9.4	Conclusion:	the	unity	of	the	ethnographic
project
It	would	be	entirely	mistaken	to	believe	that	all	the	certainties	in
observational	work	derive	from	constructionist	and/or	ethnomethodological
insights.	In	fact,	as	I	have	argued	already,	a	number	of	ethnographers	have
either	taken	on	board	many	of	these	insights	or	reached	them	independently.
For	instance,	a	recognition	that	social	phenomena	are	locally	constituted
(through	the	activities	of	participants)	is	not	confined	to	Sacks	and	Maynard.
Using	the	example	of	studies	of	the	‘family’,	I	want	to	show	another	direction
from	which	one	can	draw	the	same	conclusion.

In	a	paper	on	methodological	issues	in	family	studies,	Gubrium	and	Holstein
(1987)	show	how	much	sociological	work	assumes	that	‘family	life’	is
properly	depicted	in	its	‘natural’	habitat	–	the	home.	Conversely,	they	argue
that	the	‘family’	is	not	a	uniform	phenomenon,	to	be	found	in	one	setting,	but
is	‘occasioned’	and	‘contexted’.	We	can	see	more	clearly	what	they	are	saying
in	Table	9.7	which	contrasts	the	‘conventional	understanding’	with	Gubrium
and	Holstein’s	alternative.



Source:	adapted	from	Gubrium	and	Holstein	(1987)

Gubrium	and	Holstein’s	alternative	direction	for	family	studies	closely	fits
Sacks’s	approach,	while	opening	up	a	number	of	fascinating	areas	for	family
studies,	as	set	out	below.	Once	we	conceive	of	the	‘family’	in	terms	of	a
researchable	set	of	descriptive	practices,	we	are	freed	from	the
methodological	and	ethical	nightmare	of	obtaining	access	to	study	families
‘as	they	really	are’,	that	is	in	their	own	households.	This	means	that:

1.	 We	can	now	study	how	the	structures	of	family	organisation	are	depicted
in	different	milieux	(e.g.	employment	agencies,	schools,	clinics).

2.	 This	links	to	studies	of	the	social	distribution	of	‘knowledge’	about	the
family	(e.g.	when,	where	and	by	whom	theories	of	the	nature	and
consequences	of	‘broken	homes’	are	employed).

3.	 It	also	ties	in	with	the	study	of	how	different	organisational	routines
constrain	particular	depictions	of	family	order.

As	already	noted,	issues	of	household	location	and	privileged	access	now
become	re-defined	as	topics	rather	than	troubles	–	for	example,	we	might
study	the	claims	that	professionals	make	for	such	access.	This	underlines
Gubrium	and	Holstein’s	point	that	family	knowledge	is	never	purely	private.
Family	members	themselves	appeal	to	collective	representations	(like	maxims
and	the	depictions	of	families	in	soap	operas)	to	explain	their	own	behaviour.
Family	members	also	present	the	‘reality’	of	family	life	in	different	ways	to
different	audiences	and	in	different	ways	to	the	same	audience	(see	Gubrium
and	Holstein,	1990,	for	a	fuller	discussion).

Gubrium	and	Holstein	offer	an	exciting	prospectus	for	family	studies	and	an
appropriate	way	to	conclude	this	chapter	on	observation.	For	this	kind	of
work	(termed	‘practical	ethnography’	by	Gubrium,	1988),	together	with



ethnomethodology,	offers	three	crucial	insights	for	observational	studies:

1.	 It	switches	attention	away	from	a	more	psychological	orientation	around
what	people	are	thinking	towards	what	they	are	doing.

2.	 It	shows	the	analytic	issues	that	lie	behind	methodological	puzzles.
3.	 It	firmly	distinguishes	social	science	observational	work	from	journalism

and	common-sense,	thus,	in	a	certain	sense,	fulfilling	Durkheim’s
project.

As	Moerman	once	commented:	‘Folk	beliefs	have	honourable	status	but	they
are	not	the	same	intellectual	object	as	a	scientific	analysis’	(1974:	55).

Exercise	9.6
This	exercise	encourages	you	to	use	the	‘alternative’	version	of	describing	family	life	proposed	by
Gubrium	and	Holstein.

Imagine	that	you	wish	to	do	an	observational	study	of	the	family.	Now	consider	the	following
questions:

1.	 What	are	the	advantages	and	disadvantages	of	obtaining	access	to	the	family	household?
2.	 In	what	ways	may	families	be	studied	outside	the	household	setting?	What	methodology

might	you	use	and	what	questions	could	you	ask?
3.	 What	might	observation	tell	you	about	the	‘family’	in	each	of	the	following	settings:

law	courts
doctor–patient	consultations
TV	soap	operas?

(Either	do	a	study	of	one	of	these	settings	or	write	hypothetically	about	all	three.)
4.	 What	does	it	mean	to	say	you	are	studying	the	‘family’	(i.e.	within	inverted	commas)?

Key	Points
There	are	three	crucial	aspects	of	observational	research:

the	focus	of	the	study
methodological	decisions
theoretical	choices.

Naturalism,	constructionism	and	ethnomethodology	provide	very	different
ways	of	defining	observational	research.	Each	offers	a	‘tool	box’	providing	a
set	of	concepts	and	methods	to	select	appropriate	data	and	to	illuminate	data
analysis.

Study	Questions
1.	 What	is	ethnography?



2.	 Why	should	qualitative	research	study	behaviour	as	well	as	perceptions?
3.	 What	methodological	issues	arise	in	doing	an	ethnography?	How	can

they	best	be	resolved?
4.	 What	is	‘shadowing’?	How	can	it	be	used	in	ethnographic	research?
5.	 What	problems	and	insights	arise	in	negotiating	an	identity	for	the

fieldworker?
6.	 What	can	ethnographers	learn	by	using	their	eyes	as	well	as	their	ears?
7.	 What	are	field	notes	and	how	can	they	be	organised?
8.	 What	do	we	gain	by	obtaining	audio	or	video	recordings	of	events	in	the

field?
9.	 What	are	the	different	theoretical	underpinnings	of	ethnography?	What

are	the	advantages	and	disadvantages	of	each	approach?

Recommended	Reading
Introductions	to	observational	and	ethnographic	work	are	given	by	Gobo
(2011)	and	Buscatto	(2011).	On	the	ethnography	of	organisations,	see	Eberle
and	Maeder	(2011)	and	Nick	Llewellyn	and	Jon	Hindmarsh’s	edited
collection	Organization,	Interaction	and	Practice	(2010).	Kozinets	(2010)
provides	the	standard	text	on	netnography.

Gubrium	and	Holstein	(1997a)	offer	an	important	account	of	four	current
models	used	in	observational	research.	Harvey	Sacks’s	lectures	offer
marvellous	insights	into	the	current	relevance	of	the	Chicago	School	(Sacks,
1992,	I:	26–31).	Anne	Ryen	and	Marie	Buscatto	have	written	online	articles
full	of	methodological	insights	into	participant	observation:

www.qualitativesociologyreview.org/ENG/volume11.php

http://www.qualitativesociologyreview.org/ENG/volume11.php
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

understand	how	you	can	analyse	blogs,	emails,	official	documents,	lonely	hearts
advertisements	and	other	texts
treat	documents	as	re-presentations	of	reality	rather	than	as	simply	true	or	false
learn	about	comparative	key-word	analysis
analyse	organisational	documents	and	documents	produced	in	everyday	life	(e.g.	emails,
diaries)
analyse	how	people	use	categorisation	devices	to	make	sense	of	documents.

Having	a	separate	chapter	on	‘documents’	may	look	a	little	artificial.	After	all,
to	treat	an	interview	as	a	narrative	(see	Section	5.4)	can	mean	looking	for	the
same	textualfeatures	as	researchers	working	with	printed	material.	Indeed,
the	mere	act	of	transcription	of	an	interview	turns	it	into	a	written	text.

To	make	things	clearer,	in	this	chapter,	I	use	‘document’	to	identify	data
consisting	of	words	and/or	images	which	have	become	recorded	without	the
intervention	of	a	researcher	as	happens	in	an	interview	or	focus	group.	For
presentational	purposes,	the	chapter	will	focus	on	written	texts	such	as	blogs,
emails	or	documents	produced	by	organisations.	The	analysis	of	images	will
be	discussed	in	Chapter	12.

Written	texts	and	interviews	have	one	more	thing	in	common.	Both	underline
the	linguistic	character	of	much	qualitative	data.	Even	if	our	aim	is	to	search
for	supposedly	‘external’	realities	in	our	data	(e.g.	class,	gender,	power),	our
raw	material	is	inevitably	the	words	written	in	documents	or	spoken	by
interview	respondents.	As	Table	10.1	shows,	texts	are	marvellous	data	for
even	novice	researchers	to	analyse.

Yet	British	and	American	social	scientists	have	never	been	entirely	confident
about	analysing	written	texts.	Perhaps,	in	(what	the	French	call)	the	‘Anglo-
Saxon’	cultures,	words	seem	too	ephemeral	and	insubstantial	to	be	the	subject
of	scientific	analysis.	It	might	seem	better,	then,	to	leave	textual	analysis	to
literary	critics	and	to	concentrate	on	definite	social	phenomena,	like	actions



and	the	structures	in	which	they	are	implicated.

This	uncertain	attitude	to	language	is	also	reflected	in	the	way	in	which
quantitative	researchers	sometimes	begin	with	fairly	arbitrary	but	measurable
definitions	of	their	‘variables’.	The	classic	model	is	Durkheim’s	analysis	of
suicide	which	offers	a	‘conclusive’	definition	of	the	phenomenon	in	its	first
few	pages	and	then	rushes	off	to	investigate	it	in	these	terms.	As	Atkinson
(1978)	has	pointed	out,	this	method	rules	out	entirely	any	analysis	of	the	very
social	processes	through	which	‘suicide’	is	socially	defined	–	particularly	in
the	context	of	death	certificates	or	of	coroners’	investigations.

Even	in	qualitative	research,	documents	are	sometimes	only	important	as
‘background	material’	for	the	‘real’	analysis.	Where	documents	are	analysed,
they	are	often	presented	as	‘official’	or	‘common-sense’	versions	of	social
phenomena,	to	be	undercut	by	the	underlying	social	phenomena	apparently
found	in	the	qualitative	researcher’s	analysis	of	their	interviewees’	stories.
The	model	is:	the	documents	claim	X,	but	we	can	show	that	Y	is	the	case.
According	to	this	approach,	documents	are	to	be	used	as	a	resource	for	social
scientists	in	order	to	get	a	better	overall	picture	of	how	a	social	institution
operates.

The	problem	with	this	position	is	that,	in	some	respects,	it	replicates	how
ordinary	participants	in	society	use	documents.	Think,	for	instance,	what
happens	when	an	insurance	company	decides	whether	to	pay	out	on	a	claim
for	accidental	damage	to	the	contents	of	a	house.	In	order	to	make	a	decision,
insurance	assessors	will	then	examine	documents	like	the	householder’s	claim
form	and	any	accompanying	builders’	estimates.	In	doing	so,	the	documents
will	be	treated	as	a	resource	in	order	to	establish	the	facts	of	the	case.

By	contrast,	constructionist	qualitative	researchers	are	not	specifically
interested	in	working	out	what	‘really’	happened	(in	this	example,	we	can
safely	leave	that	to	the	insurance	assessors	who	are	likely	to	be	more	expert	in
this	field	than	we	can	ever	be!).	Our	concern	is	rather	with	how	such
documents	are	assembled	and	evaluated.

Table	10.2	implies	that	constructionists	are	interested	in	documents	as	topics
but	not	as	resources	(for	further	discussion	of	this	issue	in	textual	analysis,	see
Noaks	and	Wincup,	2004:	107–10).



The	following	case	study	shows	how	we	can	ask	these	kinds	of	questions
about	Internet	blogs.

Hookway	says	that	the	first	questions	he	is	asked	when	he	tells	people	that	he
is	using	blogs	as	a	data	source	are:	‘How	trustworthy	are	the	expressions	of
self	that	bloggers	provide?	How	do	you	know	what	bloggers	are	telling	you	is
true?	They	could	be	an	elaborate	fiction’	(2008:	97).

This	is	his	answer	to	such	questions:

While	I	do	not	–	and	cannot	believe	that	I	can	definitely	answer	this
question	–	what	I	can	do	instead	is	animate	a	series	of	questions	that	are
worth	considering	in	response	to	this	question.	The	first	question	is	‘does
it	really	matter?’	Even	if	bloggers	do	not	tell	the	‘truth’,	these
‘fabrications’	still	tell	us	something	about	the	manner	in	which	specific
social	and	cultural	ideas	such	as	morality	are	constructed.	Here	issues	of
‘truth’	are	not	really	at	stake	as	the	emphasis	is	on	how	the	constitutive
elements	of	blogs	work	to	produce	‘particular	effects’.	(2008:	97,	my
emphasis).

Case	Study

Studying	‘Livejournal’,	a	Weblog
Nicholas	Hookway	chose	weblogs	as	his	research	data.	He	points	out	(Hookway,	2008)	that
weblogs,	or	‘blogs’	as	they	are	more	commonly	known,

refer	to	a	website	which	contains	a	series	of	frequently	updated,	reverse	chronologically



ordered	posts	on	a	common	web	page,	usually	written	by	a	single	author.	Blogs	are
characterized	by	instant	text/graphic	publishing,	an	archiving	system	organized	by	date	and	a
feedback	mechanism	in	which	readers	can	‘comment’	on	specific	posts.	Blogs	are	typically
housed	by	software	programs	that	enable	users	of	low	technical	competence	to	present
attractive	and	regularly	updated	online	material.

LiveJournal	became	[my]	main	data	source.	LiveJournal	was	deemed	to	be	the	most
appropriate	because	it	had	the	following	features:	(1)	user-friendly	interface;	(2)	systematic
search	engine	which	enabled	identification	of	blogs	by	location	(country,	state,	city)	and	age;
(3)	a	sizeable	share	of	the	blog	market	in	Australia	and	(4)	a	reputation	as	a	site	purely	for
online	diaries
The	online	diaries	of	LiveJournal	vary	greatly	in	degrees	of	self-reflection	and	analysis.	At
one	end	of	the	‘self-reflection	continuum’	are	purely	descriptive	blogs,	which	non-
reflexively	recount	the	events	of	the	day,	from	what	the	blogger	has	eaten	for	breakfast	to
who	they	have	seen	that	day.

At	the	other	end	of	the	continuum,	are	highly	confessional	and	self-analytical	blogs	in	which
bloggers	make	sense	of	their	identity	and	relationships	with	others.	For	my	purposes,	I
trawled	for	the	latter	style	of	blog	as	they	were	more	likely	to	be	of	a	morally	reflective
nature.	The	following	quotations	illustrate	these	two	extremes:
32-year-old	male:	Things	i’ve	done	recently:	been	to	ikea,	been	to	my	local	furniture	shop,
been	to	ikea	again,	been	to	ikea	yes	i	know,	…	again	…	bought	a	rug,	bought	a	lamp,	bought
a	bigger	lamp	…	dug	my	lawn	up,	re-sown	lawn,	bought	some	shredded	bark	…	walked
along	the	beach,	moved	the	shelving	unit	from	the	lounge	to	the	kitchen,	paid	for	my	flight,
cut	my	hair	…	had	a	performance	review	at	work,	asked	for	a	pay	rise,	got	laid,	filed	a	years
worth	of	bill	…	thats	all	for	now.

36-year-old	male:	I	wish	i	had	the	magic	to	give	Janine	the	life	i	stole	from	her.	of	all	the
people	i’ve	hurt	in	my	life,	it’s	her	that	i	feel	most	dreadful	about.	she	put	so	much	trust	and
faith	in	me	…	and	i	really	loved	her.	i	still	do.	yet	i	screwed	her	over	and	tore	that	wonderful
heart	in	two.	if	only	i	had	some	way	to	make	it	so	i’d	never	happened	to	her	life	…	if	i	could
just	patch	up	my	era	[sic]	with	a	big	sander	bandaid	…	so	that	it	had	been	him	that	she’d	met
and	not	me.	admittedly,	i’d	lose	a	part	of	my	life	that	means	a	lot	to	me	…	but	i’d	really
rather	never	to	have	hurt	her.	and	no	matter	how	sorry	i	am,	and	how	deeply	i	feel	the	grief,
the	apologies	i	give	her	can	never	unhurt	her.	(2008:	102–3)

Exercise	10.1
1.	 What	features	seem	to	differentiate	the	blogs	of	the	two	males	in	their	thirties	provided	by

Hookway?
2.	 Attempt	to	use	any	one	data	analysis	method	discussed	in	this	book	(e.g.	content	analysis,

narrative	analysis	or	membership	categorisation	device	analysis)	on	these	extracts.	What
further	features	can	you	see?

Hookway	underlines	the	point	that,	from	a	constructionist	viewpoint,
documents	such	as	blogs	are	properly	used	as	a	topic	but	not	as	a	resource.
However,	this	is	by	no	means	always	the	case,	even	in	qualitative	research.
Take	a	further	example.	In	the	UK,	academic	disciplines	in	higher	education
are	subjected	to	external	scrutiny	and	inspection	of	their	research.	The
Research	Assessment	Exercise	(RAE)	is	a	system	of	peer	review	of	every
academic	department’s	national	and	international	reputation	for	high-quality
research.	As	part	of	this	exercise,	every	four	or	five	years,	each	academic
department	prepares	a	long	and	detailed	statement	of	its	research



achievements.

Of	course,	what	might	be	called	the	‘politics’	of	this	process	is	deeply
fascinating	to	academics.	For	instance,	how	do	departments	present
themselves	to	the	world	and	what	influences	the	judgements	of	their	peers?

Because	of	my	interest	in	these	matters,	I	recently	attended	a	presentation	of
some	research	on	this	very	topic.	The	research	data	consisted	of	interviews
with	members	of	several	departments	as	well	as	the	documents	these
departments	had	submitted	for	the	RAE.	Yet	the	paper	I	heard	dealt	only	with
what	these	academics	said	when	interviewed	about	this	topic.	When	I	asked
about	the	written	material,	I	was	told	this	was	only	being	used	as
‘background’	material.

Here	we	see	how	qualitative	researchers	can	sometimes	privilege	the	accounts
people	give	of	themselves	over	data	drawn	from	what	they	actually	do	(when
not	being	pestered	by	an	interviewer’s	questions).	Yet	this	is	not	the	only	way
to	proceed.	A	constructionist	way	of	looking	at	documents	from	the	RAE	is
demonstrated	in	the	case	study	below.

Analysing	material	like	this	RAE	document	shows	that	qualitative	researchers
are	quite	wrong	to	neglect	textual	data.

Case	Study

Claiming	Academic	Distinction
Below	is	part	of	the	document	submitted	by	the	Cardiff	University	Education	Department	for	the
2001	RAE	(cited	by	Atkinson	and	Coffey,	2011:	81).
Educational	research	at	Cardiff	has	for	some	time	adopted	an	explicit	analytical	perspective	that
views	education	as	a	‘cradle-to-grave’	process,	within	which	schooling	constitutes	only	one,	albeit
very	important,	part.	Learning	is	seen	as	taking	place	in	a	variety	of	social	contexts;	in	schools,
colleges	and	universities	certainly,	but	also	within	homes,	work-places	and	wider	community
settings.	The	impacts	of	educational	change	are	understood	not	simply	within	the	educational
system	itself,	but	also	in	relation	to	other	elements	of	the	social	structure,	such	as	families,	labour
markets	and	political	and	cultural	institutions.	This	approach	necessitates	situating	educational
research	within	a	strong	social	scientific	framework,	which	fosters	the	development	of
interdisciplinary	work.	This	counters	any	tendencies	for	educational	research	to	be	both
intellectually	isolated	and	dominated	by	its	predominantly	teacher	education	environment.

It	also	facilitates	contribution	to	the	improvement	of	policy	and	practice	in	an	era	of
increasingly	‘joined-up’	government	and	collaborative	initiatives	between	professional
disciplines.

The	creation	of	the	School	of	Social	Sciences	has	boosted	capacity	to	deliver	this	ambitious
research	agenda.	The	School	brings	together	almost	100	research-active	staff	in	education,
sociology,	social	policy,	social	work	and	criminology.

Atkinson	and	Coffey	(2011:	81–4)	indicate	three	lines	of	enquiry	which	help	us	to	look	at	this



document	as	a	topic:

1.	 How	the	use	of	terms	like	‘cradle	to	grave’,	learning	taking	place	in	a	‘variety	of	contexts’
and	‘interdisciplinarity’	invites	the	reader	to	see	what	is	distinctive	about	this	department.

2.	 How	these	and	other	terms	(e.g.	‘a	strong	social	scientific	framework’,	‘capacity	to	deliver’
and	‘research-active	staff’)	serve	as	linguistic	building	blocks	which	will	be	familiar	to	the
audience	of	academic	assessors	who	will	read	this	document.

3.	 How	the	document	draws	upon	the	genre	of	other	such	documents	and	is	constructed	in
terms	recognisably	appropriate	to	a	situation	in	which	claims	are	being	evaluated	by	peers.

By	raising	these	issues,	we	recognise	that	this	document:

is	not	a	transparent	description	…	This	is	not	because	the	author(s)	set	out	to	deceive	in
some	way.	The	issue	here	is	not	about	honesty,	or	even	about	accuracy,	in	any	simple	sense.
It	reflects	the	extent	to	which	documentary	realities	constitute	distinctive	levels	of
representation,	with	some	degrees	of	autonomy	from	other	social	constructions.	(Atkinson
and	Coffey,	2011:	84).

Tip



There	is	one	obvious	trap	in	analysing	documents.	Just	as	we	may	be	tempted	to	treat
interview	responses	as	true	or	false	depictions	of	inner	‘experience’,	so	we	may	scan	texts	in
terms	of	their	degree	of	correspondence	to	‘reality’	(i.e.	are	they	‘true’	or	‘false’?).	If	this
tempted	you	when	reading	the	last	case	study,	remember	that	this	is	the	way	that	the	RAE
assessors	themselves	will	have	read	the	Cardiff	document.	By	contrast,	the	role	of	document
researchers	is	not	to	criticise	or	to	assess	particular	texts	in	terms	of	apparently	‘objective’
standards.	It	is	rather	to	analyse	how	they	work	to	achieve	particular	effects	–	to	identify	the
elements	used	and	the	functions	these	play.

10.1	Four	ways	of	analysing	documents
Three	commonly	used	ways	of	analysing	texts	are:	content	analysis



(discussed	in	Sections	5.2	and	7.2.1);	thematic	analysis	(discussed	in	Section
8.2.2);	and	narrative	analysis	(discussed	in	Section	5.4).

In	this	chapter,	I	will	consider	four	more	ways	in	which	textual	researchers
have	analysed	how	texts	re-present	reality.	Each	is	set	out	below	with	a	brief
definition:

Comparative	keyword	analysis	(CKA):	CKA	is	based	on	corpus
linguistics	(Seale	et	al.,	2006).	This	method	uses	the	computational
power	of	modern	personal	computers	and	WordSmith	Tools	software
(www.lexically.net/wordsmith/),	which	supports	the	creation	and
comparison	of	lists	of	words	appearing	in	different	texts,	to	perform	a
conjoint	‘quantitative’	and	‘qualitative’	analysis	of	text.	Hence	it	is	a
method	that	breaks	free	of	the	division	between	these	forms	of	research
that	underlies	much	debate	about	qualitative	secondary	analysis,	and
indeed	methods	in	general.
Constructionist	analysis	of	organizational	documents:	as	we	saw	in
Chapter	9,	ethnographers	seek	to	understand	the	organisation	of	social
action	in	particular	settings.	Most	ethnographic	data	are	based	on
observation	of	what	people	are	saying	and	doing	(and	of	the	territories	in
which	this	talk	and	action	take	place).	However,	in	literate	societies,
written	accounts	are	an	important	feature	of	many	settings	(Hammersley
and	Atkinson,	1995:	128).	Therefore,	ethnographers	must	not	neglect	the
way	in	which	documents,	tables	and	visual	material	like	advertisements
and	cartoons	(see	Chapter	10)	exemplify	certain	features	of	those
settings.	Notable	attention	has	been	paid	to	the	common-sense	practices
involved	in	assembling	and	interpreting	written	records.	Constructionist
work	has	refused	to	reduce	texts	to	a	secondary	status	and	has	made	an
important	contribution	to	our	understanding	of	the	everyday	practices	of
organisations.
Constructionist	analysis	of	documents	of	everyday	life:	document-
production	is	not	confined	to	organisations.	I	show	how	we	can	analyse
everyday	texts	like	emails	and	diaries.
Ethnomethodology:	following	Garfinkel	(1967),	ethnomethodology
attempts	to	understand	‘folk’	(ethno)	methods	(methodology)	for
organising	the	world.	It	locates	these	methods	in	the	skills	(‘artful
practices’)	through	which	people	come	to	develop	an	understanding	of
each	other	and	of	social	situations.	Drawing	on	an	important	paper	by
Sacks	(1974),	a	major	focus	of	ethnomethodology	has	been	on	the	skills
we	all	use	in	producing	and	understanding	descriptions	–	from	a	remark
in	a	conversation	to	a	newspaper	headline.	I	will,	therefore,	conclude	this
chapter	by	an	account	of	Sacks’s	concept	of	membership

http://www.lexically.net/wordsmith/


categorisation.

I	now	turn	to	a	closer	description	of	each	of	these	three	approaches.

10.2	Comparative	keyword	analysis	(CKA)
CKA	counts	the	frequencies	with	which	participants	use	particular	words.
One	of	the	disadvantages	of	the	coding	schemes	used	in	other	enterprises
concerned	with	word	counts,	such	as	content	analysis,	is	that,	because	they
are	based	upon	a	given	set	of	categories,	they	furnish	‘a	powerful	conceptual
grid’	(Atkinson,	1992:	459)	from	which	it	is	difficult	to	escape.	While	this
‘grid’	is	very	helpful	in	organising	the	data	analysis,	it	also	deflects	attention
away	from	uncategorised	activities	(see	my	discussion	of	field	notes	in
Section	5.2.6).

In	part,	Atkinson’s	critique	vitiates	the	claims	of	many	quantitative
researchers	who	attempt	to	produce	reliable	evidence	about	a	large	sample	of
texts.	The	meat	of	the	problem	with	content	analysis	(and	its	relatives)	is	not
simply	Atkinson’s	point	about	overlooked	categories	but	how	analysts	usually
simply	trade	off	their	tacit	members’	knowledge	in	coining	and	applying
whatever	categories	they	do	use.

For	instance,	in	a	lecture	given	in	the	1960s,	Harvey	Sacks	compared	the
social	psychologist	Bales’s	(1950)	tendency	to	produce	immediate	categories
of	‘interaction	process’	with	the	relatively	long	time	taken	by	experienced
physicians	to	read	the	output	of	electroencephalographs	(EEGs).	For	Sacks,
you	should	not	‘categorize	…	as	it	comes	out’	(1992,	I:	28).	Indeed,	as	we
shall	see	in	my	later	discussion	of	what	Sacks	called	membership
categorisation,	our	ability	to	categorise	quickly	is	properly	treated	as	a
research	topic	rather	than	a	research	resource.

By	contrast,	in	some	qualitative	research,	small	numbers	of	texts	and
documents	may	be	analysed	for	a	very	different	purpose.	The	aim	is	to
understand	the	participants’	categories	and	to	see	how	these	are	used	in
concrete	activities	like	telling	stories	(Propp,	1968;	Sacks,	1974),	assembling
files	(Cicourel,	1968;	Gubrium	and	Buckholdt,	1982)	or	describing	‘family
life’	(Gubrium,	1992).

Although	CKA	appears	similar	to	content	analysis,	its	word	counts	are	not
based	on	researchers’	categories.	CKA	has	the	advantage	of	rapidly
identifying	points	of	key	difference	in	large	bodies	of	text:

Unlike	content	analysis,	it	removes	the	pre-existing	preferences	of	the
researcher	from	the	initial	identification	of	features	of	interest,	as



keywords	are	identified	purely	because	of	their	relative	frequency	rather
than	that	they	catch	the	researcher’s	eye.
Features	can	be	identified	that	might	otherwise	go	unnoticed	in
conventional	content	or	thematic	analysis	(for	instance,	in	the	study	that
follows,	unexpected	features	such	as	superlatives,	or	the	focus	of	men	on
localised	body	regions	were	identified).

In	this	sense,	CKA	is	a	more	purely	inductive	approach	than	conventional
qualitative	thematic	analysis	(see	Section	7.2.2).	As	such,	it	fits	other
qualitative	methods	of	data	analysis	such	as	grounded	theory	(see	Section
3.4).

The	following	case	study	shows	how	Clive	Seale	used	CKA	to	study	gender
differences	in	the	content	of	a	web	forum	for	people	with	cancer.

Seale	(2006)	notes	that	CKA	has	potential	for	application	in	areas	outside	that
of	illness	experience,	for	example	in	comparisons	of	the	leadership	styles	of
politicians	(see,	e.g.,	Charteris-Black,	2005).	But	Seale	also	identifies	some
disadvantages	of	CKA:

It	is	suited	to	the	detection	of	differences	rather	than	similarities.	It	is
possible	that	this	leads	to	a	greater	sense	of	difference	than	is	justified.
Differences	at	the	level	of	phrases	or	sentences	may	be	missed.	For
example,	journey	metaphors	are	commonly	used	to	describe	cancer
experience	(Seale,	2002)	and	these	may	be	differentiated	by	gender.
Interactive	and	sequential	features	of	communication	(such	as	one
speaker	contradicting,	praising	or	criticising	another)	may	be	missed.
The	detection	of	some	of	these	features,	though,	can	be	assisted	by
concordance	software,	as	has	been	shown	by	Skelton	et	al.	(2002)	who
have	used	this	to	identify	usage	of	metaphors	in	transcripts	of	medical
consultations.

Case	Study

Gender	in	a	Cancer	Web	Forum
Web	forums	are	a	rich	source	of	data	about	illness	experience	and	gender	differences.	Forums	and
message	boards	provide	online	support,	enabling	individuals	to	post	and	respond	to	messages
over	time.	CKA	was	used	to	compare	the	language	of	men	and	women	with	cancer	in	two	popular
Internet-based	support	groups	for	people	with	cancer.	A	complete	retrieval	(on	20	April	2005)
was	made	of	all	current	and	archived	postings	to	the	online	forums/message	boards	of	the	two
most	popular	UK-based	breast	and	prostate	cancer	websites.	Messages	were	converted	into	text
files	and	grouped	according	to	name	of	author.	The	content	of	messages	was	inspected	to
determine	the	gender	of	the	author,	whether	the	author	was	a	person	with	cancer	(PWC),	a	person
investigating	symptoms	that	they	felt	might	be	cancer,	the	relative	or	friend	of	a	PWC,	or	some
other	type	of	person.	Only	postings	by	PWCs	were	analysed,	comprising	12,757	posts	and



1,629,370	words.	Marked	gender	differences	were	evident.	These	differences	followed	linguistic
and	other	behavioural	patterns	(such	as	social	network	differences)	established	in	other	contexts:

Men	used	a	somewhat	greater	number	and	range	of	key	words	concerning	the	disease	and
its	actual	and	potential	progression,	such	as	‘spread’,	rate’,	‘enlarged’,	‘doubling’	than	did
women	(28	such	words	for	men;	15	for	women).
Key	words	associated	with	research	and	the	Internet	featured	more	in	men’s	than	women’s
text,	a	difference	not	evident	in	the	interview	text.	Thus	men	were	frequently	found	citing
other	websites	that	contained	information	about	aspects	of	cancer,	reflected	in	the	key
words	‘www’,	‘http’,	‘.com’,	‘htm’,	‘.org’	and	‘.asp’.	Women’s	key	words	involving
Internet-related	terms	contained	no	such	website	references,	being	references	to	the	forums
themselves	(e.g.	‘[chat]	room’	and	‘forums’).	While	women’s	text	contained	no	key	words
associated	with	research,	men’s	contained	four	that	were	unambiguously	categorised	under
this	heading:	‘study’,	‘data’,	funding’	and	‘median’.	‘Cases’	was	also	a	key	word	in	the
men’s	text,	though	this	word	was	‘split’	in	being	categorised	both	under	‘research’	and
‘people’.
Women’s	forum	postings	orient	much	more	towards	the	exchange	of	emotional	support,
including	concern	with	the	impact	of	illness	on	a	wide	range	of	other	people.	Women’s	use
of	superlatives	as	well	as	words	referring	to	feelings	indicate	their	enactment	of	greater
emotional	expressivity.
Lifestyle	key	words	differed	between	men	and	women	on	the	web	forums,	with	men	being
more	concerned	with	‘wine’,	‘running’,	‘[red]	meat’,	‘cranberry	[juice]’,	‘exercise’,
‘fitness’,	‘golf’,	‘drinking’,	‘intake’	and	in	‘[running	a]	mile’.	Women’s	‘lifestyle’	key
words	were	‘birthday’,	‘party’,	‘organic’,	‘job’,	‘pay’,	‘chocolate’	and	‘Xmas’.
Direct	expressions	of	support	and	interpersonal	greetings	were	present	in	the	web	forums.
But	their	nature	differed	between	men	and	women:	women’s	expressions	were	effusive,
with	a	higher	emotional	content	(‘love’,	[take]	care,	‘x’,	‘xx’,	‘hugs’)	whereas	men’s	were
more	restrained	(‘regards’,	‘hello’,	‘welcome’,	[all	the]	best’,	‘regs’	(regards),	‘hi’,	‘bless
[you]’).	Additionally,	the	quantitative	difference	in	words	categorised	as	being	about
‘feelings’	was,	if	anything,	more	extreme	on	the	web	forums	than	in	the	interviews	(40	key
words	in	women’s	web	text,	as	opposed	to	21	in	their	interview	text).	(Adapted	from	Seale,
2006,	2011)

Case	Study

British	Press	Reports	of	Refugees	and	Asylum	Seekers
Gabrielatos	and	Baker	(2008)	used	CKA	to	examine	the	discursive	construction	of	refugees	and
asylum	seekers	(and	to	a	lesser	extent	immigrants	and	migrants)	in	a	140-million-word	corpus	of
UK	press	articles	from	19	British	newspapers	published	between	1996	and	2005.	For	example,
they	look	at	this	report	in	the	British	tabloid	Daily	Star:

MORE	than	150	illegal	immigrants	are	trying	to	sneak	into	the	UK	through	the	Channel
Tunnel.	Bosses	say	it’s	now	time	for	an	urgent	crackdown	by	the	British	and	French
Governments.	The	daredevil	refugees	are	risking	their	lives—and	disrupting	services	for
thousands	of	legitimate	travellers.	Eurotunnel	finance	director	Richard	Shireffs	said
hundreds	of	illegal	immigrants	were	trying	to	creep	through	the	tunnel	or	stow	away	on
trucks.	“It	has	been	really	getting	quite	serious	for	the	last	year.	The	immigrants	are	causing
massive	disruption	to	services.	They	are	putting	staff	at	risk	and	are	a	safety	worry	to
themselves	and	to	passengers.	They	try	to	walk	through	the	tunnel,	which	has	electrified
rails.	If	we	catch	them	they	just	turn	round	and	try	again.”	(	Daily	Star,	20	February	2001)

Note	the	terms	‘illegal	immigrants’	and	‘legitimate	travellers’	in	this	report.	The	researchers
examine	their	corpus	for	the	frequency	distribution	of	a	number	of	such	expressions	which



indicate	blatant	negative	bias:	illegal	refugee(s)/asylumseeker(s)	and	bogus
immigrant(s)/migrant(s),	as	well	as	their	“positive”	counterparts:	legal	refugee(s)/asylum
seeker(s)	and	genuine	immigrant(s)/migrant(s).	They	find	that	the	Sun	was	most	likely	to	combine
these	terms,	followed	by	other	British	tabloid	newspapers.	The	Sun	was	ten	times	more	likely	to
combine	these	terms	than	broadsheet	newspapers
As	they	comment:

Irrespective	of	the	definition	that	one	may	operate	on,	none	of	these	negative	expressions
makes	sense.	Also,	their	seemingly	positive	counterparts	are	equally	nonsensical,	and
negatively	biased,	as	they	can	only	exist	by	virtue	of	their	negative	“opposites.”	In	fact,	their
use	prompted	the	Press	Complaints	Commission	to	issue	a	guidance	note	to	newspaper
editors	informing	them	that	“there	can	be	no	such	thing	in	law	as	an	‘illegal	asylum	seeker’”
and	asking	them	to	refrain	from	the	term’s	use.	(Gabrielatos	and	Baker,	2008:	30)

TIP



Think	long	and	hard	before	you	categorise	and	code	data.	In	particular:

make	sure	your	categories	fit	an	appropriate	model
consider	the	relationship	between	your	categories	and	those	of	the	persons	involved	in
producing	your	data.

10.3	Organisational	documents
Constructionist	who	study	documents	are	more	concerned	with	the	processes
through	which	texts	depict	‘reality’	rather	than	with	whether	such	texts
contain	true	or	false	statements.	As	Atkinson	and	Coffey	put	it:



In	paying	due	attention	to	such	materials,	however,	one	must	be	quite
clear	about	what	they	can	and	cannot	be	used	for.	Documents	are	‘social
facts’,	in	that	they	are	produced,	shared	and	used	in	socially	organised
ways.	They	are	not,	however,	transparent	representations	of
organizational	routines,	decision-making	processes,	or	professional
diagnoses.	They	construct	particular	kinds	of	representations	using	their
own	conventions.	(2004:	58)

The	implications	of	this	are	clear:

Documentary	sources	are	not	surrogates	for	other	kinds	of	data.	We
cannot,	for	instance,	learn	through	records	alone	how	an	organization
actually	operates	day	by	day.	Equally,	we	cannot	treat	records	–	however
‘official’	–	as	firm	evidence	of	what	they	report	…	This	recognition	or
reservation	does	not	mean	that	we	should	ignore	or	downgrade
documentary	data.	On	the	contrary,	our	recognition	of	their	existence	as
social	facts	(or	constructions)	alerts	us	to	the	necessity	to	treat	them	very
seriously	indeed.	We	have	to	approach	documents	for	what	they	are	and
what	they	are	used	to	accomplish.	(2004:	58)

How	can	we	study	organisational	documents	‘for	what	they	are’?	Table	10.3,
overleaf,	provides	some	answers	to	this	question.

Table	10.3	shows	many	interesting	questions	that	can	be	asked	about
organisational	documents.	Some	of	these	questions	(e.g.	how	are	documents
read	and	for	what	purposes?)	take	us	beyond	Seale’s	concern	with	the	internal
structures	of	narratives	and	moves	us	towards	a	concern	with	the	social
contexts	in	which	narratives	are	articulated.	As	Gubrium	has	argued:

Much	narrative	analysis	has	centered	on	the	internal	organization	of
stories.	Less	attention	has	been	paid	to	their	production,	distribution,	and
circulation	in	society.	This	requires	that	one	step	outside	of	narrative
material	itself	and	consider	questions	such	as	who	produces	particular
kinds	of	stories,	what	interests	publicize	them,	how	do	they	gain
popularity,	where	are	they	likely	to	be	encountered,	what	are	the
consequences,	and	how	are	they	challenged?	…	I	have	found	that	the
internal	organization	of	stories,	while	important	to	understand	in	its	own
right,	does	not	tell	us	very	much	about	the	relation	of	stories	to	the
worlds	in	which	they	circulate.	(2005:	525)



Gubrium	reveals	how	his	own	research	on	dementia	support	groups	in	the
United	States	(Gubrium,	1986)	illustrates	this	very	point:

The	Alzheimer’s	disease	movement	transformed,	virtually	overnight,	the
way	professionals,	families,	the	senile,	and	significant	others	narrated
their	relation	to	the	aging	brain	and	its	associated	cognitive	functions.	As
the	senile	became	victims	of	a	disease,	the	aging	enterprise	–	from	the
new	National	Institute	of	Aging	to	local	caregivers	–	went	into	high	gear
to	construct	the	associated	social	problems	that	became	issues	of	national
and	international	importance.	It	became	evident	that	what	was	new	and
what	was	being	affirmed	were	interwoven.	(2005:	527)

Gubrium	is	concerned	with	spoken	narratives	(e.g.	in	support	groups)	as	well
as	with	written	texts.	Similarly,	Prior	(2011)	has	shown	how	medical	staff	at	a
cancer	genetics	clinic	discuss	their	understanding	of	the	degree	to	which	a
given	patient	is	at	risk	of	inheriting	a	certain	type	of	cancer	mutation	by
drawing	upon	documents	such	as	referral	letters	and	drawings	of	families’
medical	histories.

Source:	Hammersley	and	Atkinson	(1995:	142–3)

In	this	chapter,	however,	I	will	focus	just	upon	the	internal	organisation	of
written	texts.	Such	texts	may	include	novels,	newspapers	and	magazines,



blogs,	email	messages	and	official	documents.	In	this	section,	I	will	focus	on
organisational	documents	because	they	have	been	a	fruitful	area	for
ethnographic	research.	Subsequently,	I	will	examine	how	newspapers,	email
messages	and	diaries	have	been	analysed	using	other	approaches.
I	discuss	below	different	kinds	of	documents,	taken	in	the	following	order:

files
statistical	records
records	of	official	proceedings
documents	about	corporate	social	responsibility.

It	should	be	stressed	that	this	is	not	a	hard	and	fast	or	an	all-embracing	list	of
every	kind	of	document.	It	is	organised	in	this	way	purely	for	ease	of
presentation.	Nonetheless,	the	discussion	that	follows	tries	consistently	to
pursue	the	analytic	issues	involved	in	dealing	with	textual	data.	Although
there	are	always	practical	problems	which	arise	in	data	analysis	and
techniques	that	can	offer	assistance,	methodological	problems	should	never
be	reduced	to	merely	practical	issues	and	‘recipe’	solutions.

10.3.1	Files
Like	all	documents,	files	are	produced	in	particular	circumstances	for
particular	audiences.	Files	never	speak	for	themselves.	The	document	analyst
seeks	to	understand	both	the	format	of	the	file	(for	instance,	the	categories
used	in	blank	printed	sheets)	and	the	processes	associated	with	its	completion.

Selection	interviews	provide	a	good	example	of	a	setting	where	an	interaction
is	organised,	at	least	in	part,	by	reference	to	the	categories	to	be	found	on
some	document	that	will	later	constitute	a	‘file’.	For	instance,	a	large	British
local	government	organisation	used	the	following	record	of	job-selection
interviews	with	candidates	in	their	final	year	at	university	(Silverman	and
Jones,	1976):

name
appearance
acceptability
confidence
effort
organisation
motivation
any	other	comments.



Following	Hammersley	and	Atkinson’s	set	of	questions	in	Table	10.3,	we	can
immediately	ask	about	which	items	are	represented	on	this	list	and	which	are
omitted.	For	instance,	the	fact	that	‘appearance’	and	‘acceptability’	are	cited
and	located	at	the	top	of	the	list,	while	‘ability’	is	omitted,	gives	us	clues
about	the	culture	of	the	organisation.	So,	‘successful	candidates	will	be
recognised	in	their	preparedness	to	defer	to	“commonsense”	and	to	the
accumulated	wisdom	of	their	seniors;	to	“sell	themselves”	without	implying
that	a	university	degree	provides	any	more	than	a	basis	for	further	training’
(Silverman	and	Jones,	1976:	31).	Some	of	this	is	seen	in	the	completed	file	of
one	(unsuccessful)	applicant	to	whom	we	gave	a	fictitious	name.	This	is	set
out	in	Table	10.4.

Source:	Silverman	and	Jones	(1976:	31–2)

It	is	tempting	to	treat	such	completed	forms	as	providing	the	causes	of
selection	decisions.	However,	two	important	points	must	be	borne	in	mind
before	we	rush	to	such	a	conclusion.	First,	such	forms	provide	‘good	reasons’
for	any	selection	decision.	This	means	that	we	expect	the	elements	of	the
form	to	‘fit’	the	decision	recorded.	For	instance,	we	would	be	surprised	if	the
‘reject’	decision	had	been	preceded	by	highly	favourable	comments	about	the
candidate.

Thus	the	language	of	‘acceptability’	provides	a	rhetoric	through	which
selectors	define	the	‘good	sense’	of	their	decision-making.	It	does	not
determine	the	outcome	of	the	decision.

A	telling	example	of	this	was	provided	when	we	played	back	tapes	of
selection	interviews	to	selectors	several	months	later	without	meeting	the
selectors’	request	to	remind	them	of	their	decision.	Predictably,	on	hearing	the
tapes,	selectors	often	made	a	different	decision	than	they	had	made	at	the
time.	Nevertheless,	when	told	of	their	earlier	decision,	they	were	able	to
adjust	their	comments	to	take	account	of	it.	The	‘acceptability’	criterion	(and
its	converse	‘abrasiveness’)	thus	served	more	as	a	means	to	rewrite	history



(Garfinkel,	1967)	than	as	a	determinant	of	a	particular	selection	decision.

The	second	point	is	that	the	files	themselves	are	not	simple	‘records’	of	events
but	are	artfully	constructed	with	a	view	to	how	they	may	be	read.	For
instance,	in	a	study	of	a	promotion	panel	at	the	same	organisation,	I	showed
how	the	committee	organised	its	discussion	in	a	way	which	made	its	eventual
decision	appear	to	be	sound.	In	particular,	I	identified	a	three-stage	process:

1.	 Beginning	with	premises	all	can	accept	(e.g.	‘facts’	everyone	can	agree
upon).

2.	 Appealing	to	rules	in	ways	which	make	sense	in	the	present	context.
3.	 Reaching	conclusions	demonstrably	grounded	in	the	rules	as	applied	to

the	facts.	(Silverman,	1973)

In	order	to	produce	‘sound’	decisions,	committees	attend	to	relevant
background	circumstances	which	shape	how	‘facts’	are	to	be	seen.	For
instance,	in	the	case	of	one	candidate	who	had	not	made	much	progress,	the
following	was	said.

Extract	10.1	[extracts	adapted	from	Silverman	and	Jones,	1976:	157–8]

Chair:	and,	um,	is	no	doubt	handicapped	in,	you	know,	his	career
development	by	the	fact	that	that	Department	suddenly	ha,	ha

?:	yes,	yes

Chair:	came	to	an	end	and	he	was,	had	to	be	pitched	forth	somewhere

Even	when	the	facts	are	assembled,	they	ask	themselves	further	questions
about	what	the	facts	‘really	mean’.	For	instance:

Extract	10.2

May:	He’s	been	there	a	long	while	in	this	job	has	he	not?	Does	he	do	it	in
exactly	the	same	way	as	when	he	started?

Or	again:

Extract	10.3

May:	supposing	he	had	people	under	his	control	who	needed	the	softer	form
of	encouragement	(…)	assistance	rather	than	pushing	and	driving;	could	he
handle	that	sort	of	situation?

?:	Yes,	and	not	only	could	he,	but	he	has	done

May:	He	has,	ah	good

Gubrium	and	Buckholdt’s	(1982)	study	of	a	US	rehabilitation	hospital	shows
that	a	concern	to	assemble	credible	files	may	be	a	common	feature	of



organisational	activities.	The	authors	examine	how	hospital	staff	select,
exchange	and	present	information	about	the	degree	of	physical	disability	and
rehabilitation	of	patients	and	potential	patients.	Like	reports	of	selection
interviews,	such	descriptions	are	never	context-free	but	are	assembled	or
‘worked	up’	with	reference	to	some	audience:	‘staff	members	work	up
descriptions	of	activities	…	using	their	knowledge	of	audience	relevance	in
organizing	what	they	say	and	write’	(Gubrium	and	Buckholdt,	1982:	ix).

The	case	study	below	illustrates	such	‘working	up’	in	the	context	of	what	the
authors	call	‘third-party	description’.	This	refers	to	descriptions	assembled	for
insurers	and	government	agencies	rather	than	for	patients	or	their	families.

Gubrium	and	Buckholdt’s	work	shows	that	hospital	files	can	be	treated	as	the
outcome	of	a	series	of	staff	decisions	grounded	in	the	contingencies	of	their
work.	Similarly,	Silverman	and	Jones	reveal	how	records	of	selection
interviews	satisfy	organisational	conceptions	of	what	is	appropriate.

Both	studies	confirm	that	qualitative	researchers	are	not	primarily	concerned
with	whether	files	are	factually	‘true’	or	‘false’.	Instead,	they	focus	on	how
such	files	reveal	the	practical	decision-making	of	employees	in	the	context	of
the	constraints	and	contingencies	of	their	work.

TIP



Remember	that	people	who	generate	and	use	such	documents	are	concerned	with	how
accurately	they	represent	reality.	Conversely,	ethnographers	are	concerned	with	the
construction	or	social	organisation	of	documents,	irrespective	of	whether	they	are	accurate
or	inaccurate,	true	or	biased.

Exercise	10.2
The	following	is	a	completed	selector’s	report	using	the	same	form	as	found	in	Table	10.4.

Name:	Fortescue
Appearance:	Tall,	thin,	straw-coloured	hair.	Neat	and	tidy
Acceptability:	High.	Pleasant,	quite	mature	sensible	man
Confidence:	Very	good.	Not	conceited	but	firm,	put	himself	across	very	well



Effort:	Excellent	academic	record
Organization:	Excellent,	both	at	school	and	university
Motivation:	Keen	on	administration	and	very	well	informed	on	it.	Has	had	considerable
experience.	Quite	well	informed	about	both	organization	and	its	functions	generally.
Any	other	comments:	Call	for	interview.	First-rate.

1.	 What	conclusions	may	be	drawn	from	how	the	selector	has	completed	this	form	(e.g.
what	sort	of	features	does	the	selector	find	praiseworthy	or	not	needing	comment?).

2.	 Does	the	completed	form	help	us	in	understanding	why	certain	candidates	are
selected	at	this	organisation?	If	so,	how?	If	not,	why	not?

3.	 If	you	were	told	that	this	selector	came	to	a	different	decision	when	played	a	tape
recording	of	the	same	interview	some	months	later,	what	would	you	make	of	this
fact?	What	research	questions	could	be	asked	now?

Case	Study

Third-Party	Description	at	a	Hospital
Gubrium	and	Buckholdt	(1982)	show	that	rehabilitation	at	a	US	hospital	was	paid	for	through
government	funds	(via	Medicare	and	Medicaid	programmes)	and	insurance	companies.	An
essential	constraint,	established	by	the	US	Congress	in	1972,	was	a	review	agency	called	the
Professional	Standards	Review	Organization	(PSRO).	The	PSRO	looks	at	decision-making	over
patient	intake	and	discharge	with	a	view	to	limiting	costs.	For	instance,	the	acceptable	average
stay	for	a	rehabilitation	patient	had	been	calculated	at	38	days.
A	further	constraint	on	the	organisation	of	patient	care	was	two	rules	of	insurance	companies.
First,	the	hospital’s	charges	would	not	be	paid	if	a	patient	could	not	have	rehabilitation	because	of
additional	medical	problems	(e.g.	pneumonia).	Second,	if	a	patient’s	stay	is	very	short,	the
insurance	company	may	decide,	retrospectively,	that	the	patient	should	not	have	been	admitted	in
the	first	place.	These	constraints	shape	how	admissions	are	organised	and	how	patient	‘progress’
is	described.

Admissions	staff	have	to	make	an	initial	decision	about	whether	or	not	a	potential	patient	is
suitable	for	rehabilitation	or	needs	other	services	involving	chronic	or	acute	care.	A	rule	of	thumb
when	considering	whether	a	patient	should	be	admitted	is	that	the	patient	should	be	able	to	benefit
from	at	least	three	hours	of	therapy	per	day.	However,	staff	recognise	that	the	files	they	are	sent
are	not	conclusive	and	may	‘shade	the	truth’.	For	instance,	another	institution	may	wish	to
discharge	the	patient	or	the	family	may	have	exerted	pressure	for	a	transfer	to	the	rehabilitation
hospital.	Consequently,	admissions	staff	appeal	to	‘experience’	and	‘professional	discretion’	in
working	out	what	a	potential	patient’s	notes	‘really	mean’.
Appealing	to	these	kinds	of	grounds,	staff	establish	a	basis	for	deciding	what	is	‘really’	meant	by
any	file.	Thus,	in	sorting	out	‘facts’	from	‘fancy’,	participants	use	a	body	of	interpretive	and
rhetorical	resources	to	define	what	will	constitute	‘reality’	or	‘the	bottom	line’.

Once	a	patient	is	admitted,	the	‘work-up’	of	descriptions	continues.	‘Progress	Notes’	are	prepared
at	regular	intervals	and	staff	work	at	making	them	internally	consistent	and	appropriate	to	the
recommendation	(just	like	selectors).	For	instance,	staff	talk	about	‘the	need	to	make	sure	that	the
figures	tell	the	right	story’	and	regularly	try	out	their	accounts	on	colleagues	by	asking,	‘How
does	that	sound?’
The	institutional	interest	is	to	show	some	sort	of	progress	which	will	be	sufficient	to	satisfy	the
funding	agencies.	Consequently,	there	is	a	pressure	to	identify	simple	problems	where	progress
can	readily	be	made	and	to	seek	patient	statements	which	accord	with	the	therapist’s	version	of
progress.

Exercise	10.3
In	a	discussion	of	how	records	are	assembled	on	‘juvenile	delinquents’	in	the	US	justice	system,



Cicourel	(1968)	considers	the	case	of	Linda,	aged	13.	Linda	first	came	to	the	attention	of	the
police	when	she	reported	that	she	had	been	kidnapped	by	four	boys.	She	said	that	she	had	been
coaxed	away	from	a	party	by	them	and	admitted	that	she	had	told	them	that	she	would	get	drunk
and	then	have	sexual	intercourse	with	one	of	them.	After	stealing	some	alcohol,	the	boys	took	her
to	a	club	where	they	all	got	drunk	and	she	had	sex	with	the	youngest	boy.	Although	the	boys
sought	to	depict	Linda	as	a	‘slut’,	the	police	viewed	Linda	as	an	‘attractive’	victim	with	no	prior
record.	However,	some	weeks	later,	acting	on	information	from	Linda’s	parents,	the	police	saw
Linda	in	a	drunken	state	and	obtained	an	admission	that	she	had	had	sex	with	ten	boys.	She	was
now	charged	as	in	danger	of	leading	a	lewd	and	immoral	life.	Extract	10.3	is	from	an	interview
between	Linda	(L)	and	a	female	probation	officer	(PO)	after	Linda’s	arrest:

PO:	You’re	not	pregnant?
L:	No

PO:	Have	you	used	anything	to	prevent	a	pregnancy?
L:	Once	X	(one	of	her	boyfriends)	used	one	of	those	things

PO:	Did	you	ever	feel	scared	about	getting	pregnant?
L:	No,	I	was	always	trying	to	get	even	with	my	parents

PO:	You	sort	of	wanted	to	get	even	with	them?
L:	Yes.	I	always	wanted	to	get	even	with	other	people.	My	mother	gets	mad	at	me.	I	love	my
father.	I	know	that’s	what’s	wrong	with	me.	I	talk	about	this	with	my	parents.	I	don’t	know	why.

The	PO’s	report	suggests	that	Linda	needs	psychotherapy	and	suggests	that	she	be
institutionalised	for	three	to	six	months’	treatment.

1.	 How	does	the	PO	organise	her	questioning	to	support	her	eventual	recommendation?
2.	 Is	there	any	evidence	that	Linda	is	colluding	with	the	PO	in	a	particular	interpretation	of

her	past	behaviour?

10.3.2	Statistical	records
Until	the	1960s,	official	statistics,	like	files,	were	treated	as	a	more	or	less
accurate	representations	of	a	stable	reality.	Of	course,	this	did	not	mean	that
their	reliability	or	validity	were	taken	for	granted.	Particular	statistics	or
measures	were	often	found	to	be	of	dubious	scientific	status.	However,	it
tended	to	be	assumed,	in	these	cases,	that	such	data	or	measures	could	always
be	improved.

The	1960s	saw	a	massive	shift	of	focus	among	sociologists	as	documented
below:

Cicourel	and	Kitsuse	(1963)	showed	how	school	statistics	on	educational
performance	depended	upon	the	organised,	practical	judgements	of
school	staff.
Garfinkel	revealed	how	coroners	writing	death	certificates	formulated
accounts	‘of	how	death	really	(for-all-practical-purposes)	happened’
(1967:	12).	As	Garfinkel	noted,	‘really’	in	these	cases,	referred,
unavoidably,	to	common-sense	understandings	in	the	context	of
organisational	contingencies.



Sudnow	(1968a)	showed	how	hospital	‘death’	was	recognised,	attended
to	and	disattended	to	by	hospital	staff.
Sudnow	(1968b)	revealed	that	US	criminal	statistics	depended,	in	part,
on	a	socially	organised	process	of	‘plea	bargaining’	through	which
defendants	were	encouraged	to	plead	guilty.

Now,	of	course,	many	of	these	processes	had	already	been	recognised	by
sociologists	and	demographers.	The	difference	was	that	such	processes	were
no	longer	viewed	as	‘problems’	which	distorted	the	validity	or	reliability	of
official	statistics.	Instead,	they	were	now	treated	in	their	own	right,	not	as
distortions	of	the	phenomena	they	ostensibly	measured	but	as	constitutive	of
those	phenomena.	In	other	words,	inspired	by	these	studies,	many	sociologists
now	treated	such	phenomena	(‘death’,	‘guilt,	‘ability’)	as	arising	within	the
very	record-keeping	activity	which	was	supposed	passively	to	record	them.

This	shift	of	focus	did	not	mean	that	demography,	based	on	official	statistics,
suddenly	became	worthless.	As	Hindess	(1973)	showed,	one	can	pay	attention
to	the	social	context	of	statistical	production	and	still	make	use	of	statistics	for
both	practical	and	analytical	purposes.	So	the	work	that	developed	out	of	the
insights	of	the	1960s	is	properly	seen	as	having	taken	a	divergent	but	non-
competitive	path	to	the	continuing	studies	based	on	the	use	of	official
statistics.

For	instance,	Prior	(1987)	follows	Garfinkel	by	looking	at	how	‘deaths’	are
investigated	by	coroners.	Prior	puts	it	this	way:

men	are	more	likely	to	have	their	deaths	investigated,	and	to	have	their
deaths	regarded	as	‘unnatural’,	than	are	women.	The	same	is	true	of	the
middle	class	as	against	the	working	class,	the	married	as	against	the
unmarried,	widowed	or	single,	and	the	economically	active	as	against	the
inactive.	(1987:	368)

However,	in	the	case	of	decisions	to	do	a	post-mortem	(autopsy)	after
‘violent’	deaths,	Prior	finds	that	the	figures	go	in	the	other	direction:	manual
workers	and	the	single,	widowed	or	divorced	are	more	likely	to	have	an
autopsy	than	the	middle	class	or	married.

Prior	suggests	that	coroners	use	their	‘common-sense	knowledge’	to	treat
sudden	and	violent	death	as	more	suspicious	among	the	former	groups.
Although	autopsy	is	generally	more	common	after	a	death	defined	as
‘violent’,	Prior	notes	that,	‘in	its	search	for	the	origins	of	death,	forensic
pathology	tends	to	reserve	the	scalpel	as	an	investigatory	instrument	for



distinct	and	specific	segments	of	the	population’	(1987:	371).

The	implication	is	that	statistical	tables	about	causes	of	death	are	themselves
the	outcome	of	a	decision-making	process	which	needs	to	be	described	(see
also	Prior,	2003,	2004).	Consequently,	for	the	qualitative	researcher,	statistics,
like	files,	raise	fundamental	questions	about	the	processes	through	which	they
are	produced.

10.3.3	Official	proceedings
Public	or	official	records	are	not	limited	to	statistical	tables.	A	common
feature	of	democracies	is	a	massive	documentation	of	official	business
covering	legal	proceedings,	certain	business	meetings	and	the	work	of
parliaments	and	parliamentary	committees.

Such	public	records	constitute	a	potential	goldmine	for	sociological
investigation.	First,	they	are	relevant	to	important	issues	–	revealing	how
public	and	private	agencies	account	for,	and	legitimate,	their	activities.
Second,	they	are	accessible;	the	field	researcher	does	not	have	the	problem,	so
common	in	observational	work,	of	negotiating	access.

Despite	the	potential	of	such	work,	it	has	been	sadly	neglected	by	field
researchers.	However,	an	important	source	of	studies	in	this	area	has	been
provided	by	the	journal	Discourse	and	Society.

I	will	take	just	one	example:	a	study	of	the	1973	Watergate	Hearings	in	the
US	Congress.	Molotch	and	Boden	(1985)	show	how	their	work	on	the	text	of
these	hearings	arises	in	the	context	of	a	debate	about	the	nature	of	power.
They	are	not	concerned	with	explicit	power	battles	or	with	the	ability	to	set
agendas.	Instead,	they	are	concerned	with	a	‘third	face	of	power’:	‘the	ability
to	determine	the	very	grounds	of	the	interactions	through	which	agendas	are
set	and	outcomes	determined	…	the	struggle	over	the	linguistic	premises	upon
which	the	legitimacy	of	accounts	will	be	judged’	(1985:	273).

As	they	show,	a	problem	resolved	in	all	talk	is	that,	while	accounts	are
context-bound,	a	determinate	account	has	‘somehow’	to	be	achieved	(see
Garfinkel,	1967).	Molotch	and	Boden	apply	this	insight	to	the	interrogation	of
President	Nixon’s	counsel	(John	Dean)	by	a	pro-Nixon	senator	(Senator
Gurney).	Dean	had	made	public	charges	about	the	involvement	of	the	White
House	in	the	Watergate	‘cover-up’.	Gurney’s	strategy	is	to	define	Dean	as
someone	who	avoids	‘facts’	and	just	relies	upon	‘impressions’.	This	is	seen	in
the	following	extract:

Extract	10.4	[Molotch	and	Boden,	1985:	280,	adapted]

(G	=	Sen.	Gurney;	D	=	John	Dean)



[Transcription	conventions	are	given	in	the	Appendix]

G:	Did	you	discuss	any	aspects	of	the	Watergate	at	that	meeting	with	the
President?	For	example,	did	you	tell	him	anything	about	(1.4)	what	Haldeman
knew	of	or	what	Ehrlichman	knew?

D:	Well,	given	the-	given	the	fact	that	he	told	me	I’ve	done	a	good	job	I
assumed	he	had	been	very	pleased	with	what	ha-	what	had	been	going	on…

G:	Did	you	discuss	what	Magruder	knew	about	Watergate	and	what
involvement	he	had?

D:	No,	I	didn’t.	I	didn’t	get	into	any	–	I	did	not	give	him	a	report	at	that	point
in	time

G:	Did	you	discuss	cover-up	money	money	that	was	being	raised	and	paid?

D:	No,	sir…

G:	Well	now	how	can	you	say	that	the	President	knew	all	about	these	things
from	a	simple	observation	by	him	that	Bob	tells	me	you	are	doing	a	good	job?

As	Molotch	and	Boden	show,	Gurney’s	strategy	is	to	insist	on	literal	accounts
of	‘facts’	not	‘impressionistic’	ones.	Throughout	Extract	10.4,	for	instance,
Gurney	demands	that	Dean	state	that	he	actually	discussed	the	cover-up	with
Nixon.	When	Dean	is	unable	to	do	this,	Gurney	imposes	limits	on	Dean’s
ability	to	appeal	to	a	context	(Dean’s	‘assumptions’)	which	might	show	that
Dean’s	inferences	were	correct.

However,	as	Gurney	knows,	all	accounts	can	be	defeated	by	demonstrating
that	at	some	point,	since	they	depend	upon	knowing	the	context,	they	are	not
‘really	objective’.	Hence:	‘Demands	for	“just	the	facts”,	the	simple	answers,
the	forced-choice	response,	preclude	the	“whole	story”	that	contains	another’s
truth	…	[consequently]	Individuals	can	participate	in	their	own	demise
through	the	interactional	work	they	do’	(1985:	285).

10.3.4	Corporate	social	responsibility	(CSR)
Many	contemporary	organisations	pay	attention	to	their	relation	to	the	wider
community	by	generating	documents	to	legitimate	their	activities.	Examples
are	‘mission	statements’	and	claims	to	‘social	responsibility’.	Brei	and	Böhm
suggest	CSR	documents	attend	to	two	sets	of	claims:

claims	that	a	firm’s	financial	performance	depends	on	positive
‘stakeholder	management’;	that	is,	successful	cooperation	with
stakeholders	and	not	just	company	shareholders
more	widely,	the	continuing	commitment	by	businesses	to	contribute	to



economic	development	and,	simultaneously,	improve	the	quality	of	life
of	the	workforce,	their	families,	the	community	and	society	at	large.
(2014:	6–7)

Brei	and	Böhm	comment	that	in	recent	years	it	has	become	an	increasingly
common	marketing	practice	to	connect	the	sale	of	consumer	products	to
corporate	social	responsibility	(CSR)	initiatives,	such	as	aid	and	development
projects	in	so-called	‘developing’	countries.	They	cite	the	example	of	Volvic’s
pioneering	‘1L	=	10L	for	Africa’	campaign	(2005–2010),	which	linked	the
sale	of	each	litre	of	bottled	water	in	‘developed’	countries	with	the	promise	by
Danone,	Volvic’s	owner,	to	provide	10	litres	of	drinking	water	in	Africa.

Brei	and	Böhm’s	analysis	shows	the	ways	that	CSR	often	operates	to	deflect
ethical	critiques,	consolidate	brand	loyalty	and	corporate	profits,	and	defuse
political	struggles	around	consumption.	By	doing	so,	they	suggest	that	CSR
forms	part	of	a	complex	strategy	deployed	to	legitimise	particular	brands	and
commodities.	In	this	way	CSR	can	be	seen	as	playing	an	important	role	in	the
ideological	make-up	of	contemporary	consumer	capitalism.

Case	Study

Csr	and	Bottled	Water
Using	critical	discourse	analysis	(CDA),	Brei	and	Böhm	show	how	Volvic	was	able	to	transform
an	ordinary	commodity,	bottled	water,	into	a	consumer	activist	brand	through	which	consumers
could	take	part	in	solving	global	social	problems,	such	as	the	access	to	safe	drinking	water	in
‘developing’	countries.
They	collected	257	web	pages,	129	pictures	and	102	minutes	of	video	material	from
Volvic/Danone,	UNICEF	and	their	partnering	NGOs.	As	they	put	it:

Volvic’s	marketing,	advertising	language,	focused	on	persuasive	messages	that	tried	to	create
negative	feelings	of	guilt	and	shock,	associating	them	with	contemporary	concerns	for	aid,
philanthropy,	ethics,	sustainability	and	development.	But,	despite	such	efforts,	the	core	idea
was	always	explicitly	shown:	buy	Volvic!	(2014:	17).

This	campaign	to	link	Volvic	to	quality	of	life	in	the	Third	World	was	not	just	designed	to
improve	sales	of	bottled	water	but	also	to	improve	the	company’s	image.	As	Brei	and	Böhm
comment:

The	short-term	goals	of	improving	sales	and	responding	to	concrete	consumer	concerns
about	bottled	water	consumption	only	provide	half	the	explanation	for	why	Volvic	engaged
in	this	major	cause-related	marketing	campaign.	Equally	important,	in	our	view,	are	the	long-
term	benefits	of	binding	consumers	to	a	‘good’	brand	by	positioning	it	in	a	favorable	web	of
discursive	representations.	That	is,	Volvic	did	not	simply	want	to	sell	a	utilitarian	good,
water,	but	an	idea,	a	particular	symbolic	system	of	representation	and	discourse	tightly
connected	to	positive,	altruistic	images	of	improving	the	lives	of	underprivileged	people	in
poor	countries.	This	is	probably	why	the	word	‘buy’	was	rarely	used	in	the	campaign.



Instead,	terms	such	as	‘drink’	and	‘for	Africa’	were	used	much	more	frequently.	This
language	de-emphasized	the	importance	of	the	act	of	buying	what	some	would	argue	is	an
unnecessary	and	environmentally	damaging	commodity,	instead	connecting	what	one	has	to
do	anyway	(drinking)	to	a	highly	symbolic,	ethical	and	meaningful	act	of	doing	something
for	‘other’	people,	who	are	perceived	to	be	poor	and	in	urgent	need	of	help.	(2014:	23).

TIP

The	journal	Discourse	and	Society	is	an	excellent	source	of	articles	examining	how
organisations	work	through	the	production	of	documents.

Exercise	10.4



Analyse	the	following	extract	from	Enron’s	Ethical	Code	as	a	narrative	(see	Section	5.4)	or	as	a
set	of	membership	categories	(Section	10.4).	Explain	why	Enron	won	prizes	for	this	statement.

The	material	that	follows	can	be	found	at:	www.thesmokinggun.com/documents/crime/enrons-
code-ethics

Principles	of	Human	Rights
As	a	partner	in	the	communities	in	which	we	operate,	Enron	believes	it	has	a	responsibility	to
conduct	itself	according	to	certain	basic	tenets	of	human	behavior	that	transcend	industries,
cultures,	economics,	and	local,	regional	and	national	boundaries.
And	because	we	take	this	responsibility	as	an	international	employer	and	global	corporate	citizen
seriously,	we	have	developed	the	following	principles	on	human	rights.

Enron’s	Vision	and	Values	are	the	platform	upon	which	our	human	rights	principles	are	built.

Vision
Enron’s	vision	is	to	become	the	world’s	leading	energy	company	–	creating	innovative	and
efficient	energy	solutions	for	growing	economies	and	a	better	environment	worldwide.

Values

Respect
We	treat	others	as	we	would	like	to	be	treated	ourselves.	We	do	not	tolerate	abusive	or
disrespectful	treatment.	Ruthlessness,	callousness	and	arrogance	don’t	belong	here.

Integrity
We	work	with	customers	and	prospects	openly,	honestly	and	sincerely.	When	we	say	we	will	do
something,	we	will	do	it;	when	we	say	we	cannot	or	will	not	do	something,	then	we	won’t	do	it.

Communication
We	have	an	obligation	to	communicate.	Here,	we	take	the	time	to	talk	with	one	another	…	and	to
listen.	We	believe	that	information	is	meant	to	move	and	that	information	moves	people.

Excellence
We	are	satisfied	with	nothing	less	than	the	very	best	in	everything	we	do.	We	will	continue	to
raise	the	bar	for	everyone.	The	great	fun	here	will	be	for	all	of	us	to	discover	just	how	good	we
can	really	be.

10.4	Documents	of	everyday	life
So	far	we	have	been	dealing	with	documents	assembled	within	organisations.
However,	ethnographers	have	also	shown	how	we	can	fruitfully	examine
textual	material	generated	in	more	mundane	settings.	This	is	illustrated	in	my
next	two	examples:	diaries	and	Internet	communication.

10.4.1	The	Internet

http://www.thesmokinggun.com/documents/crime/enrons-code-ethics


It	is	now	commonplace	to	remark	that	communication	is	increasingly
mediated	by	information	technology.	Originally,	telephone	calls	were	a	great
impetus	to	research.	Somehow,	without	visual	cues,	people	managed	to
communicate	with	each	other.	Researchers	investigated	how	we	create	an
orderly	structure	here	with	stable	expectations	of	the	rights	and	obligations	of,
for	instance,	‘caller’	and	‘called’	(see	Section	9.3).

More	recently,	as	we	saw	with	Hookway’s	blog	data	earlier	in	this	chapter,	the
Internet	has	been	a	crucial	medium	of	largely	text-based	communication.
Dependent	upon	ethically	appropriate	access,	this	has	opened	up	a	whole	new
field	for	ethnographic	investigation	of	textual	data	including	home	pages,	chat
rooms	and	email	correspondence.

Markham	(2004)	has	argued	that	three	different	frameworks	can	help
illustrate	how	the	Internet	is	typically	conceptualised	in	qualitative	research.
These	frameworks	are	presented	in	Table	10.5.	They	show	the	qualitative
researcher	might	use	or	study	the	Internet	as	a	context	in	itself	or	use	it	as	a
tool	in	a	traditional	study.

Source:	adapted	from	Markham	(2004:	96–7)

The	three	frameworks	shown	in	Table	10.5	can,	as	Markham	shows,	be
collapsed	into	two	different	ways	of	analysing	the	Internet.	The	qualitative
researcher	can	use	it	as	a	resource	or	can	treat	it	as	a	topic,	studying	it	as	a
social	and	technological	context	in	itself.

To	give	a	taste	of	what	such	topicalising	of	the	Internet	can	reveal,	I	will	use	a
case	study	drawn	from	analysis	of	Internet	discussion	forums.

Tip



Before	you	set	out	to	gather	new	data	using	research	instruments	(such	as	interviews	or
focus	groups),	consider	whether	the	kind	of	material	you	need	is	available	on	the	Internet.	If
it	is,	not	only	will	you	save	a	lot	of	time	but	your	data	will	be	naturally	occurring.

Case	Study

Racism	or	Prejudice
Goodman	and	Rowe	(2014)	studied	the	ways	in	which	opposition	towards	Gypsies	is	debated,
with	particular	regard	to	whether	or	not	this	opposition	constitutes	racism	or	prejudice	towards	a
group	shown	to	be	vulnerable	and	subject	to	discrimination.

Three	Internet	discussion	forums	were	studied:



One	arose	following	an	article	on	the	Independent	newspaper’s	website,	entitled	‘No
Blacks,	no	dogs,	no	Gypsies’,	which	highlights	the	prejudicial	treatment	of	Gypsies	in	the
UK.
A	second	forum	followed	an	article	on	the	website	‘Foreigners	in	the	UK’,	entitled	‘Gypsy
child	thieves:	controversy	over	BBC	documentary’,	which	responded	to	the	BBC
documentary	Gypsy	Child	Thieves	and	argued	that	the	documentary	unfairly,	and
prejudicially,	represented	Gypsies.
The	third	forum	followed	an	article	on	the	Sun	newspaper’s	website,	entitled	‘Paradise	lost
to	JCB	gypsies’,	which	described	the	local	response	to	Gypsies	laying	the	foundations	for	a
permanent	caravan	site

They	show	that	although	contributors	to	these	websites	go	to	rhetorical	lengths	to	dissociate
themselves	from	being	presented	as	racist,	there	is	nevertheless	an	acceptance	that	opposition	to
Gypsies	may	constitute	prejudice.	This	prejudice	is	presented	as	an	inevitable	and	acceptable
result	of	Gypsies’	behaviour.	This	implies	that	there	is	a	hierarchy	of	prejudices	where	only
racism	is	deemed	too	extreme	to	acknowledge,	while	prejudice	towards	Gypsies	is	not	denied	but
rather	is	presented	as	an	inevitable	outcome	given	the	actions	of	Gypsies	themselves.

This	is	seen	in	the	posting	below:
Extract	10.5	[Independent,	kuma2000,	26	February	2010,	01.40pm]

1.	 I	always	find	this	politically	correct	bollocks	to	be	annoying.	The	‘Travellers’	who	have
2.	 made	my	life	hell	in	the	past	have	been	white	like	me	and	I	have	no	idea	where	their
3.	 origin	is.	People	hate	them	because	they	are	a	bunch	of	thieves	who	have	a	disregard	to
4.	 other	people	and	the	law.	Their	visits	around	my	previous	homes	and	workplaces	have
5.	 left	children’s	playing	fields	and	areas	of	natural	beauty	strewn	with	debris	and	waste
6.	 and	local	homes	hit	by	a	mini	crimewave.	Their	colure	or	where	they	are	from	is
7.	 completely	beside	the	point,	there	is	no	racism	here.

Goodman	and	Rowe	comment	that

the	use	of	‘bollocks’	to	insinuate	nonsense	dramatises	the	remark,	making	it	seem	more
striking	and	vivid.	After	making	this	initial	claim,	the	writer	goes	on	to	give	a	personal
account	of	the	difficulties	s/he	has	purportedly	suffered	at	the	hands	of	Travellers.	It	is
noteworthy	that	the	category	‘Travellers’	(line	1)	is	placed	in	quotation	marks	in	a	way	that
questions	this	description	and	potentially	serves	to	present	these	people	as	illegitimate.	Once
again,	Travellers	are	presented	as	problematic	through	an	association	with	crime	(lines	3,	4
and	6)	…	The	point	about	hatred	is	made	by	speaking	on	behalf	of	other,	unspecified	people
(line	3),	which	is	an	interesting	footing	(Goffman,	1981)	as	it	means	that	the	writer	doesn’t
have	to	align	with	feeling	hatred	her/himself.	(2014:	39)

The	next	extract	begins	with	a	partial	acceptance	of	the	suggestion	that	opposition	to	Gypsies	is
prejudiced.

Extract	10.6	[Independent,	kuma2000,	26	February	2010,	07.03pm]

1.	 Maybe	it	is	prejudice.	But	its	prejudice	derived	from	experience	not	hearsay.	But	it	is
2.	 NOT	racism.	That	is	throwing	in	a	buzzword	that	is	designed	to	provoke	a	reaction	of
3.	 denial,	you	could	do	the	same	thing	by	saying	‘all	people	who	hate	Travellers	are
4.	 paedophiles’	and	get	a	similar	immediate	reaction.	My	multiple	experiences	of	different
5.	 Traveller	groups	found	them	to	be	people	who	have	a	complete	disregard	for	the	people
6.	 around	them.	They	expect	us	to	provide	free	campsites	for	them	and	to	pay	to	clean
7.	 up	the	filth	and	mess	they	leave	around	our	houses	and	workplaces	when	they	decide
8.	 to	leave	and	to	turn	a	blind	eye	to	the	things	that	go	coincidentally	go	missing	when
9.	 they	are	around.



Acceptance	of	the	possibility	of	prejudice	is	signalled	through	the	term	‘maybe’.	Goodman	and
Rowe	remark:

[this]	is	a	hedging	term	that	neither	fully	denies	nor	confirms	that	this	is	the	case.	However,
the	next	sentence	does	concede	that	this	opposition	is	caused	by	prejudice	(signalled	through
the	‘but’),	which	changes	the	meaning	of	the	previous	‘Maybe’	to	an	acceptance.	This
prejudice	is	accounted	for	in	a	way	that	is	designed	to	present	the	speaker	as	rational	rather
than	bigoted,	on	the	grounds	of	‘experience’	(line	1),	which	is	a	difficult	thing	for	others	to
argue	against.	What	this	means	is	that	prejudice	based	on	‘hearsay’	(line	1)	is	irrational	and
wrong,	whereas	prejudice	based	on	experience	is	understandable	and	acceptable.
Interestingly,	this	statement	is	followed	by	an	explicit	denial	that	this	opposition	is	racist,
which	is	emphasised	through	the	capitalisation	of	‘NOT’	(line	2).	(2014:	41)

Exercise	10.5
Select	an	Internet	forum	that	interests	you.	To	simplify	analysis,	limit	your	data	to	posts	which
total	no	more	than	20	lines.
Now	identify	the	identities	invoked	and	the	activities	described	in	these	messages..

10.4.2	Diaries
Diaries	can	be	rich	sources	of	data	which	detail	how	people	make	sense	of
their	everyday	lives.	In	contemporary	society,	handwritten	diaries	have	almost
entirely	been	replaced	by	the	kind	of	weblogs	discussed	earlier	in	this	chapter.
Like	organisational	documents,	blogs	are	naturally	occurring	data	which
vividly	represent	how	people	represent	their	activities	and	experiences.

Haldar	and	Wærdahl	(2009)	have	mined	some	marvellous	diary	data	from
Norwegian	and	Chinese	schools.	Following	Gubrium	and	Holstein	(1987),
they	are	interested	in	family	life	within	a	constructionist	framework.	As	the
following	case	study	shows,	‘teddy	diaries’	show	how	‘families	need	to	be
“displayed”	as	well	as	“done”’	(2009:	1141).

The	issue	of	identity	takes	us	full	circle	back	to	my	earlier	critique	of	other
approaches	to	textual	analysis.	My	problem	with	content	analysis	was	that	its
numerical	outcomes	were	achieved	through	counting	in	terms	of	analysts’
categories.	While	such	categories	can	be	well	defined,	they	have	an	unknown
relation	to	how	participants	themselves	categorise	(and	count)	(see	Section
5.2).

By	contrast,	narrative	analysis	does	claim	to	access	the	active	story-telling
formats	of	participants	(see	Section	5.4).	However,	it	sometimes	reverts	once
again	to	an	analyst’s	set	of	categories	(e.g.	hero/villain;	leader/led).

Such	forms	of	textual	analysis	leave	themselves	open	to	exactly	the	same
charge	that	can	be	made	about	some	observational	research.	This	is	why
Sacks	made	the	following	comment	about	much	sociological	research,



whether	qualitative	or	quantitative:	‘All	the	sociology	we	read	is	unanalytic,
in	the	sense	that	they	simply	put	some	category	in.	They	may	make	sense	to
us	in	doing	that,	but	they’re	doing	it	simply	as	another	Member’	(1992,	I:	41–
2,	my	emphasis).

Fortunately,	the	kind	of	document	analysis	we	have	just	been	discussing	does
attempt	to	identify	the	categories	used	by	ordinary	participants	(‘members’).
In	my	view,	however,	ethnography	lacks	a	well-developed	model	to	describe
these	categories.	To	find	such	a	model,	we	must	turn	to	ethnomethodology
and,	more	particularly,	Sacks’s	account	of	membership	categorisation	devices.

Case	Study

Teddy	Diaries
Norway	has	used	‘teddy	diaries’	as	a	common	tool	to	bridge	the	transition	between	family	and
school	for	pupils	entering	school	for	the	very	first	year.	A	teddy	carrying	a	diary	is	circulated
between	the	children’s	homes	and	the	school.	The	diary	entries	are	written	by	the	children	and
their	parents.	As	Haldar	and	Wærdahl	put	it:

The	child	is	encouraged	to	be	the	author	of	the	diary	on	behalf	of	the	bear.	Given	the	young
age	of	the	child,	he/she	naturally	enlists	the	aid	of	adult	family	members	in	making	the
entries.	Regardless	of	the	actual	author,	the	child	or	the	bear	are	understood	to	be	the	voice
of	the	story.	Even	if	the	adult	members	of	the	family	do	the	actual	writing,	it	is	very	likely
that	the	content	of	the	story	is	discussed	with	the	child	before	it	is	written.	After	all,	it	is	the
child	who	is	going	to	bring	the	story	back	to	the	classroom	to	talk	about.	The	family
representations	in	these	books	can	thus	be	seen	as	a	child–adult	negotiated	perspective	on
family	life.	(Haldar	and	Wærdahl,	2009:	1144)

The	written	stories	from	the	teddy’s	experiences	in	the	children’s	home	are	shared	with	the	others
in	class,	as	well	as	with	the	school	and	the	next	families	to	receive	the	book.	In	other	words,	they
are	not	produced	for	research,	and	usually	not	even	initiated	by	researchers.	In	this	sense,	they	are
naturally	occurring	data.
Teddy	diaries	provide	rich	data	on	how	family	life	is	represented:

The	diaries	allow	for	multiple	authors	to	create	stories	of	the	teddy	bear’s	home	visits.
Likewise,	the	voice	of	the	narrator	in	the	diary	can	be	the	product	of	many	voices.	In	this
way,	the	singular	voices	often	weakening	family	studies	can	be	avoided	(Gubrium	and
Holstein,	1987).	For	each	visit	by	the	teddy,	it	is	the	child,	the	child	together	with	the	parents
or	the	parents	alone	that	make	an	entry	telling	the	other	children	in	the	class	what	the	bear
has	been	up	to	while	it	has	been	away	from	the	classroom.	(2009:	1143–4)

To	provide	comparative	data,	ten	schools	in	the	centre	of	Beijing,	China,	were	asked	to	introduce
a	teddy	and	a	diary	for	their	first-grade	school	classes.	Around	250	teddy	diaries	were	collected
from	each	country.	For	each	teddy-visit,	the	child,	the	child	with	its	parents	or	its	parents	make	an
entry	in	the	book	telling	the	other	children	in	class	what	the	teddy	has	been	up	to	while	gone	from
the	classroom.	The	diary	usually	has	a	greeting	page	with	a	greeting	from	the	teddy	written	by	the
teacher,	sometimes	with	a	photo	of	the	teddy.	The	greeting	page	would	be	written	in	the	teddy’s
voice	and	say	something	like:



Hello,	my	name	is	Bobby	and	I	am	a	special	friend	of	this	class.	This	is	my	book.	I	will	be
very	happy	if	you	write	and	draw	in	my	book	about	the	things	you	and	I	experience	together.
I	am	sure	that	your	Mama	or	your	Papa	can	help	you.

Warm	regards,
Bobby

Here	is	a	child	entry	from	one	of	the	Chinese	books:

October	28th	2006	[Sunny].

In	the	morning,	I	and	[Bangbang]	slept/took	a	bath	together,	brushed	our	teeth,	washed	our
faces,	played	together.	I	did	homework	together	with	[Bangbang].
Before	noon,	I	and	[Bangbang]	[skipped	rope]	and	slept/took	a	nap.

In	the	afternoon,	I	and	[Bangbang]	went	outside	to	play/went	to	do	outdoors	activities.
Together	we	jumped	high,	jumped	long,	spun	around.	Bangbang	and	I	played	quite	happily
together.	Di.	(Chinese	entry	2.1)

This	is	a	typical	child	entry,	and	it	is	fair	to	say	that	they	look	trivial	and	maybe	insignificant	at
first	sight.	But	remember	that	this	is	not	just	any	list	of	daily	activities.	It	is	a	list	of	the	activities
worth	mentioning,	an	image	of	what	an	ideal	day	should	look	like.	In	this	entry	Bangbang	gets	to
take	part	in	the	hygienic	routines,	in	doing	homework	and	in	play	activities.	The	togetherness	in
play	is	also	described	as	happy.	Among	other	possible	interpretations,	the	entry	shows	a	balance
between	duty	and	play,	and	also	gives	a	sense	of	the	expectations	of	how	these	tasks	are	to	be
performed.	This	is	not	just	a	repetition	of	‘what	we	did	today’,	but	a	list	of	‘what	we	did	today	for
others	to	read	and	judge’.
One	could	read	the	Chinese	children’s	brushing	of	teeth	and	keen	reference	to	homework	as
explicit	norms.	These	things	are	mentioned	because	they	are	of	true	and	explicit	value.	Explicit
norms	build	character	and	carry	tradition.	In	the	Norwegian	sample,	washing	is	not	mentioned	but
the	other	relations	and	activities	mentioned	can	also	be	read	as	narratives	of	what	are	considered
good	things	to	do	or	good	places	to	be.	Being	with	your	grandparents,	outdoor	life,	baking	wheat
buns	and	trips	to	the	cabin	or	feeding	ducks	are	all	considered	good	and	healthy	activities	for
children.

In	sum,	teddy	diaries	provide	answers	to	questions	that	researchers	never	think	to	ask	and	provide
exactly	the	sort	of	data	about	the	construction	of	identities	that	a	constructionist	approach
demands.

10.5	Ethnomethodology:	membership	categorisation
analysis
As	we	saw	in	Chapter	3,	the	work	of	the	sociologist	Harvey	Sacks	has	raised
some	vital	methodological	questions	for	ethnographers	and	anyone	else
attempting	to	construct	the	social	sciences	as	a	set	of	‘observational’
disciplines.	Sacks	puts	the	issue	succinctly:

Suppose	you’re	an	anthropologist	or	sociologist	standing	somewhere.
You	see	somebody	do	some	action,	and	you	see	it	to	be	some	activity.



How	can	you	go	about	formulating	who	is	it	that	did	it,	for	the	purposes
of	your	report?	Can	you	use	at	least	what	you	might	take	to	be	the	most
conservative	formulation	–	his	name?	Knowing,	of	course,	that	any
category	you	choose	would	have	the(se)	kinds	of	systematic	problems:
how	would	you	go	about	selecting	a	given	category	from	the	set	that
would	equally	well	characterize	or	identify	that	person	at	hand.	(1992,	I:
467–8)

The	classic	statement	of	this	problem	is	found	in	Moerman’s	(1974)	self-
critical	treatment	of	his	attempt	to	do	a	standard	ethnography	upon	a	Thai
tribe.	But	the	message	has	also	been	taken	by	intelligent	ethnographers	who,
like	Gubrium	(1988),	are	centrally	concerned	with	the	descriptive	process
(both	Moerman	and	Gubrium’s	work	is	discussed	in	Section	2.2.2).

Sacks	shows	how	you	cannot	resolve	such	problems	simply	‘by	taking	the
best	possible	notes	at	the	time	and	making	your	decisions	afterwards’	(1992,
I:	468).	Instead,	our	aim	should	be	to	try	to	understand	when	and	how
members	do	descriptions,	seeking	thereby	to	describe	the	apparatus	through
which	members’	descriptions	are	properly	produced.

Consider	this	description	in	which	the	identities	of	the	parties	are	concealed:

The	X	cried.	The	Y	picked	it	up.

Why	is	it	that	we	are	likely	to	hear	the	X	as,	say,	a	baby	but	not	a	teacher?
Furthermore,	given	that	we	hear	X	as	a	baby,	why	are	we	tempted	to	hear	Y	as
an	adult	(possibly	as	the	baby’s	mother)	(Sacks,	1992,	I:	248–9)?

In	fact,	Sacks	looks	at	the	first	two	sentences	of	a	story	written	by	a	child:
‘The	baby	cried.	The	mommy	picked	it	up.’	Why	do	we	hear	the	‘mommy’	as
the	mother	of	this	‘baby’	(I:	236)?	Why	do	we	hear	the	baby’s	cries	as	the
‘reason’	why	the	mommy	picks	him	up?

Not	only	are	we	likely	to	hear	the	story	this	way,	but	we	hear	it	as	‘a	possible
description’	without	having	observed	the	circumstances	which	it
characterises.	Sacks	asks:	‘Is	it	some	kind	of	magic?	One	of	my	tasks	is	going
to	be	to	construct	an	apparatus	for	that	fact	to	occur.	That	is,	how	we	come	to
hear	it	in	that	fashion’	(I:	236).

No	magic	lies	behind	such	observations.	Instead:	‘What	one	ought	to	seek	is
to	build	an	apparatus	which	will	provide	for	how	it	is	that	any	activities,
which	members	do	in	such	a	way	as	to	be	recognizable	as	such	to	members,



are	done,	and	done	recognizably’	(1992,	I:	236).

Returning	to	the	way	we	read	the	children’s	story,	Sacks	observes	that	our
reading	is	informed	by	the	way	we	infer	that	the	categories	‘baby’	and
‘mommy’	come	from	a	collection	of	such	categories	which	we	call	‘family’	(I:
238).	While	the	‘family’	connection	can	include	many	categories	(i.e.	not	just
‘baby’	and	mommy’	but	also	‘daddy’,	‘daughter’,	‘grandmother’,	etc.),	some
categories	are	or	can	be	built	as	two-set	collections	(e.g.	gender,	race)	(I:	47–
8).

Of	course,	not	any	set	of	categories	will	be	heard	as	a	collection.	As	Sacks
says:	‘We	only	talk	about	a	collection	when	the	categories	that	compose	it	are
categories	that	members	do	in	fact	use	together	or	collect	together,	as	“male”
and	“female”	go	together’	(I:	238).	Sacks	notes	that,	as	here,	younger
children’s	stories	may	have	just	one	collection	of	categories	–	the	‘family’.
Young	children	apply	this	collection	to	virtually	everyone,	for	example
parents’	friends	become	called	‘aunt’	and	‘uncle’	(I:	368).

However,	for	children,	like	any	population,	there	are	always	at	least	two
collections	of	categories	available	(1972b:	32).	This	means	that	young
children	can	at	least	choose	between,	say,	‘auntie’	and	‘woman’	as	a	way	of
categorising	a	female.

Of	course,	one	only	has	to	read	accounts	of	the	‘same’	event	in	two	different
newspapers	to	realise	the	large	number	of	categories	that	can	be	used	to
describe	it.	For	instance,	as	feminists	have	pointed	out,	women,	but	not	men,
tend	to	be	identified	by	their	marital	status,	number	of	children,	hair	colour
and	even	chest	measurement.	Such	identifications,	while	intelligible,	carry
massive	implications	for	the	sense	we	attach	to	people	and	their	behaviour.
Compare,	for	example:

A:	Shapely,	blonde,	mother	of	5

B:	32-year	old	teacher.

Both	descriptions	may	‘accurately’	describe	different	aspects	of	the	same
person.	But	each	constitutes	very	definitely	how	we	are	to	view	that	person
(for	instance,	in	A,	largely	in	terms	of	certain	ways	of	constructing	gender).

Each	identity	is	heard	as	a	category	from	some	collection	of	categories.	For
instance,	in	A	and	B	above,	we	hear	‘mother’	as	a	category	from	the
collection	‘family’.	By	contrast,	‘teacher’	is	heard	as	located	in	a	collection	of
‘occupation’.	The	implication	is	that	to	choose	one	category	from	a	collection
excludes	someone	being	identified	with	some	other	category,	from	the	same



collection.

Sacks	calls	such	a	collection	a	‘membership	categorisation	device’	(or	MCD).
This	device	consists	of	a	collection	of	categories	(e.g.	baby,	mommy,	father	=
family;	male,	female	=	gender)	and	some	rules	about	how	to	apply	these
categories.	Sacks	gives	the	definition	of	an	MCD	as	follows:

Membership	categorization	device:	‘any	collection	of	membership
categories,	containing	at	least	a	category,	which	may	be	applied	to	some
population	containing	at	least	a	member,	so	as	to	provide,	by	the	use	of
some	rules	of	application,	for	the	pairing	of	at	least	a	population	member
and	a	categorization	device	member.	A	device	is	then	a	collection	plus
rules	of	application’.	(1972b:	332)

What	are	these	‘rules	of	application’	to	which	Sacks	refers?	First,	returning	to
the	child’s	story,	we	can	note	that	the	characters	are	described	by	single
categories	(‘baby’,	‘mommy’).	So	we	are	not	told,	as	we	might	be,	about,	say,
the	baby’s	age	or	gender	or	the	mommy’s	occupation	or	even	hair	colour.	And
this	did	not	cause	us	a	problem	when	we	first	saw	‘The	baby	cried.	The
mommy	picked	it	up.’

The	intelligibility	of	single	category	descriptions	gives	us	what	Sacks	calls	the
‘Economy	Rule’	as	defined	below:

The	Economy	Rule:	‘a	single	category	from	any	membership
categorization	device	can	be	referentially	adequate’.	(I:	246)

Of	course,	single	category	descriptions	are	not	confined	to	children’s	stories	–
sometimes	categories	like	‘man’,	‘nurse’	or	‘pop	star’	are	entirely	referentially
adequate.	Nonetheless,	the	Economy	Rule	gives	us	a	very	interesting	way	of
addressing	how	children’s	socialisation	may	occur.	First,	children	seem	to
learn	single	names	(‘mommy’,	‘daddy’).	Then	they	learn	how	such	single
categories	fit	into	collections	(‘family’)	and	come	to	understand	various
combinatorial	tasks	(e.g.	man	=	daddy	or	uncle).	So,	even	at	this	early	stage
of	their	lives,	say	before	they	are	two	years	old,	children	have	already	learned
‘what	in	principle	adequate	reference	consists	of’	(1972b:	35)	and,	in	that
sense,	entered	into	society/been	‘socialised’.

A	second	rule	of	application	of	MCDs	suggests	that	once	one	category	from	a
given	collection	has	been	used	to	categorise	one	population	member,	then



other	categories	from	the	same	collection	may	be	used	on	other	members	of
the	population.	Sacks	refers	to	this	as	the	‘Consistency	Rule’.	It	is	formally
defined	below:

The	Consistency	Rule:	‘If	some	population	of	persons	is	being
categorized,	and	if	some	category	from	a	device’s	collection	has	been
used	to	categorize	a	first	Member	of	the	population,	then	that	category	or
other	categories	of	the	same	collection	may	be	used	to	categorize	further
members	of	the	population’.	(1972b:	33,	my	emphasis;	see	also	1992,	I:
225,	238–9	and	246)

The	import	of	the	Consistency	Rule	may	be	seen	in	a	simple	example.	If	we
use	an	abusive	term	about	someone	else,	we	know	that	a	term	from	the	same
collection	can	be	used	on	us.	Hence	one	of	the	reasons	we	may	avoid	name-
calling	is	to	avoid	the	development	of	this	kind	of	slanging-match.

However,	any	category	can	belong	in	more	than	one	collection.	For	instance,
as	Sacks	points	out,	‘baby’	can	belong	to	the	collection	‘stage	of	life’	(‘baby’,
‘child’,	‘teenager’,	adult’)	as	well	as	the	‘family’	collection	(I:	239).	‘Baby’
also	used	to	be	a	term	of	endearment	heard	in	Hollywood	movies;	here	it
belonged	to	a	different	collection	(‘romance’?).

Sacks	suggests	a	‘hearing	rule’	(I:	239)	or	‘Consistency	Rule	Corollary’	(I:
248)	which	provides	a	way	for	members	to	resolve	such	ambiguities.	When	a
speaker	uses	two	or	more	categories	to	describe	at	least	two	members	of	a
population	and	it	is	possible	to	hear	the	categories	as	belonging	to	the	same
collection,	we	hear	them	that	way.	That	is	why,	in	the	story	with	which	Sacks
begins,	we	hear	‘baby’	and	‘mommy’	in	relation	to	the	collection	‘family’.

Consistency	Rule	Corollary:	‘If	two	or	more	categories	are	used	to
categorize	two	or	more	Members	to	some	population,	and	those
categories	can	be	heard	as	categories	from	the	same	collection,	then	hear
them	that	way’.	(I:	247)

The	Consistency	Rule	and	its	Corollary	have	explained	why	we	hear
‘mommy’	and	‘baby’	as	part	of	the	same	‘family’	collection	but	it	remains	to
be	seen	‘how	“the	mommy”	is	heard	as	“the	mommy	of	the	baby”’	(I:	247).
The	answer	stems	from	the	way	in	which	‘the	family’	is	one	of	a	series	of
collections	that	may	be	heard	as	constituting	a	‘team’,	that	is	as	part	of	the
same	‘side’.	In	this	respect,	‘mommy’	and	‘baby’	belong	together	in	the	same



way	as,	say,	‘defender’	and	‘striker’	in	a	football	team.	Sacks	suggests	that
one	of	the	central	properties	of	teams	is	what	he	calls	‘Duplicative
Organization’:

Duplicative	Organization:	means	that	we	treat	any	‘set	of	categories	as
defining	a	unit,	and	place	members	of	the	population	into	cases	of	the
unit.	If	a	population	is	so	treated	and	is	then	counted,	one	counts	not
numbers	of	daddies,	numbers	of	mommies,	and	numbers	of	babies	but
numbers	of	families	–	numbers	of	“whole	families”,	numbers	of
“families	without	fathers”,	etc.’	(1972b:	334;	see	also	1992,	I:	225,	240,
and	247–8)

Duplicative	Organization	helps	us	in	seeing	that	‘mommy’	and	‘baby’	are
likely	to	be	heard	as	part	of	the	same	‘unit’.	But	a	further	rule	suggests	that
this	is	not	just	likely	but	required	(in	the	sense	that	if	you	saw	things
differently	then	your	seeing	would	appear	to	other	Members	to	be	‘odd’).	This
rule	is	the	‘Hearers’	Maxim	for	Duplicative	Organization’	as	set	out	below:

The	Hearers’	Maxim	for	Duplicative	Organization:	‘If	some	population
has	been	categorized	by	use	of	categories	from	some	device	whose
collection	has	the	“duplicative	organization”	property,	and	a	Member	is
presented	with	a	categorized	population	which	can	be	heard	as	co-
incumbents	of	a	case	of	that	device’s	unit,	then	hear	it	that	way.’	(I:	248)

Given	that	the	MCD	‘family’	is	duplicatively	organised,	the	Hearer’s	Maxim
shows	us	how	we	come	to	hear	‘the	mommy’	as	not	anyone’s	‘mommy’	but	as
‘the	mommy	of	this	baby’	in	the	children’s	story	(I:	248).

However,	‘mommy’	and	‘baby’	are	not	only	more	than	co-incumbents	of	a
team	but	a	pair	of	positions	with	mutual	rights	and	obligations	(e.g.	the	baby’s
right	to	be	fed	but,	perhaps,	obligation	not	to	cry	all	the	time).	In	this	respect,
mothers	and	babies	are	like	husband–wife,	boyfriend–girlfriend	and	even
neighbour–neighbour.	Each	party	has	certain	standardised	rights	and
obligations;	each	party	can	properly	expect	help	from	the	other.

Sacks	refers	to	such	groupings	as	standardised	relational	pairs	(SRPs).	SRPs,
in	turn,	are	found	in	‘Collection	R’	which	is	defined	below:

Collection	R:	a	collection	of	paired	relational	categories	‘that	constitutes



a	locus	for	a	set	of	rights	and	obligations	concerning	the	activity	of
giving	help’.	(1972b:	37)

One	aspect	of	the	relevance	of	such	paired	relational	categories	is	that	they
make	observable	the	absence	of	the	second	part	of	any	such	pair.	In	this	way,
we	come	to	observe	that	a	player	in	a	sporting	team	is	‘missing’	or,	more
seriously,	treat	non-incumbency	of,	say,	a	spouse	as	being	a	criterion	of
suicidalness	(see	the	discussion	of	suicide	at	the	beginning	of	this	chapter	and
Sacks,	1972b:	38–40).

Such	absences	reveal	what	Sacks	calls	the	‘Programmatic	Relevance’	of
Collection	R:

Programmatic	Relevance:	‘if	R	is	relevant,	then	the	non-incumbency	of
any	of	its	pair	positions	is	an	observable,	i.e.	can	be	proposedly	a	fact’.
(1972b:	38)

Just	as	Collection	R	consists	of	pairs	of	categories	who	are	supposed	to	offer
each	other	help,	there	are	also	categories	of	‘experts’	who	offer	specialised
help	with	particular	‘troubles’.	When	paired	with	some	‘troubled’	person	(e.g.
a	client),	they	constitute	what	Sacks	refers	to	as	‘Collection	K’.

Collection	K:	‘a	collection	constructed	by	reference	to	special
distributions	of	knowledge	existing	about	how	to	deal	with	some
trouble’.	(1972b:	37)

Collection	R	and	its	Programmatic	Relevance	allow	someone	to	analyse	their
situation	as,	say,	properly	‘suicidal’.	Collection	K	then	allows	such	a	person
to	know	who	can	offer	dispassionate	‘advice’.

Collection	K	implies	something	about	the	proper	activities	of	particular
categories	of	people	like	professionals	and	clients.	This	helps	to	resolve	one
further	issue	in	our	reading	of	the	children’s	story.	Why	do	we	have	no	trouble
with	the	description:	‘The	baby	cried.	The	mommy	picked	it	up’?	To	put	it
more	pointedly:	why	might	it	look	odd	if	the	story	read:	‘The	mommy	cried.
The	baby	picked	it	up’?

The	answer,	of	course,	lies	in	the	way	in	which	many	kinds	of	activities	are
common-sensically	associated	with	certain	membership	categories.	So,	if	we
know	what	someone’s	identity	is,	we	can	work	out	the	kind	of	activities	in



which	they	might	engage.	Similarly,	by	identifying	a	person’s	activity	(say,
‘crying’),	we	provide	for	what	their	social	identity	is	likely	to	be	(in	this	case,
a	‘baby’).

Sacks	refers	to	activities	which	imply	identities	as	‘Category-Bound
Activities’.	His	definition	is	set	out	below:

Category-Bound	Activities	(CBAs):	‘many	activities	are	taken	by
Members	to	be	done	by	some	particular	or	several	particular	categories
of	Members	where	the	categories	are	categories	from	membership
categorization	devices’.	(I:	249)

CBAs	explain	why,	if	the	story	had	read	‘The	X	cried.	The	Y	picked	it	up’,
we	might	have	guessed	that	X	was	a	baby	and	Y	was	a	mommy.	Crying,	after
all,	is	something	that	babies	do	and	picking	up	(at	least	in	the	possibly	sexist
1960s)	is	something	that	mothers	did.	Of	course,	as	Sacks	points	out,	no
description	is	ever	completely	unambiguous.	For	instance,	‘crying’	is	not
confined	to	‘babies’	and	an	adult	can	themselves	sometimes	be	called	a	‘baby’
(I:	584).

Members	employ	their	understandings	of	CBAs	to	recognise	and	to	resolve
such	ambiguities.	Above	all,	everyday	understanding	is	based	on	the
assumption	that,	as	Sacks	puts	it,	‘they	(i.e.	some	category	of	people)	do	such
things’	(I:	179).	As	Sacks	shows,	through	this	means,	you	can	do	‘racism’
while	avoiding	the	use	of	explicitly	ethnic	or	religious	categories.

Moreover,	what	we	know	about	CBAs	allows	us	to	construct	what	he	calls	‘a
search	procedure’	when	some	problematic	occurrence	appears	to	have
occurred.	For	instance,	Sacks	shows	how,	at	the	end	of	1963,	the	claim	that
the	assassin	of	President	Kennedy	was	a	‘communist’	clinched	the	case	for
many	people	–	after	all	assassination	of	capitalist	leaders	appears	to	be
category	bound	to	the	category	‘communist	infiltrator’.	In	this	way,	CBAs
allow	us	to	‘tie’	certain	activities	to	particular	categories.	As	Sacks	puts	it:	‘if
somebody	knows	an	activity	has	been	done,	and	there	is	a	category	to	which	it
is	bound,	they	can	damn	well	propose	that	it’s	been	done	by	such	a	one	who	is
a	member	of	that	category’	(I:	180).	So,	even	though	we	know	people	other
than	babies	do	cry,	we	are	unlikely	to	say	‘the	baby	cried’	if	we	mean	‘the
baby	of	the	family’.	In	this	way,	the	selection	of	a	category	makes	many
potential	ambiguities	‘non-arisable’	(I:	585).

However,	on	the	face	of	it,	when	we	observe	an	activity,	it	could	be
ambiguous	to	find	the	right	category	to	which	the	activity	is	bound.	Take	the
case	of	a	‘confession’.	As	Sacks	points	out,	we	know	that	both	Catholics	and



criminals	often	‘confess’.	Have	we	observed	a	Catholic	or	a	criminal?

We	see	at	once	that,	in	everyday	life,	there	is	rarely	such	an	ambiguity.	For,	of
course,	we	all	know	that	a	Catholic	confessional	‘looks’	very	different	from	a
criminal	confessing	(I:	584–5).	So,	if	we	read	about	a	‘confession’,	the
surrounding	features	of	the	story	(e.g.	as	part	of	a	‘criminal’	story)	will	tell	us
immediately	how	we	are	to	understand	it.	And	all	this	happens	without	any
sense	of	problem	or	ambiguity.

For	instance,	we	do	not	have	any	problem	of	seeing	a	struggle	between	two
adults	(a	man	and	a	woman)	and	a	younger	person	as	a	‘family	fight’	(I:	90–
1).	Ambiguity	about	this	interpretation	is	much	more	likely	to	appear	when
parties	subsequently	review	an	incident.	So	in	a	legal	context,	what
unambiguously	appeared	to	be	merely	a	‘family	fight’	can	be	transformed	into
a	‘kidnap’.	At	the	time	of	the	incident,	however,	witnesses	properly	treat
things	as	‘normal’	partly	because	they	assume	it	is	not	your	job	but	the
police’s	to	note	crimes	(I:	92).	Thus	we	invoke	our	knowledge	of	CBAs	and
SRPs	as	ways	of	resolving	incongruity.

Returning	to	our	children’s	story,	‘baby’	is	also	a	member	of	a	class	which
Sacks	calls	‘Positioned	Categories’	(i.e.	baby	…	adolescent	…	adult)	in	which
the	next	category	is	heard	as	‘higher’	than	the	preceding	one.	This	creates	the
possibility	of	praise	or	complaint	by	using	a	higher	or	lower	position	to	refer
to	some	activity.	So	an	adolescent	can	be	described	as	acting	in	a	very	‘adult’
way	or	as	acting	just	like	a	‘baby’:

Positioned	Categories:	a	collection	has	positioned	categories	where	one
member	can	be	said	to	be	higher	or	lower	than	another	(e.g.	baby	…
adolescent	…	adult).	(I:	585)

The	fact	that	activities	are	category	bound	also	allows	us	to	praise	or
complain	about	‘absent’	activities.	For	instance,	a	baby	that	does	not	cry
where	it	might	(say	at	a	christening)	can	be	properly	praised,	while	an	older
child	that	does	not	say	‘thank	you’	when	passed	some	food	or	given	a	present
is	properly	blamed	(I:	585).

In	both	these	cases,	certain	activities	become	remarkable	because	of	the	way
their	presence	or	absence	is	tied	to	a	stage	of	life.	Stage	of	life	is	important
not	only,	say,	around	the	dinner	table,	but	also	in	the	compilation	of	official
statistics.	As	Sacks	points	out,	statisticians,	like	the	rest	of	us,	know	that,	for
instance,	being	unmarried	or	unemployed	are	not	usually	descriptors
appropriate	to	school-age	children	(I:	68).



As	we	have	seen,	because	of	the	category-bound	character	of	many	activities,
we	can	establish	negative	moral	assessments	of	people	by	describing	their
behaviour	in	terms	of	performing	or	avoiding	activities	inappropriate	to	their
social	identity.	For	instance,	it	may	be	acceptable	for	a	parent	to	‘punish’	a
child,	but	it	will	usually	be	unacceptable	for	a	child	to	‘punish’	a	parent.

Notice	that,	in	both	cases,	‘punish’	serves	as	a	powerful	picture	of	an	activity
which	could	be	described	in	innumerable	ways.	Social	life,	unlike	foreign
films,	does	not	come	with	subtitles	attached.	Consequently,	how	we	define	an
activity	is	morally	constitutive	of	it.	So	if,	like	other	sociologists,	Sacks	is
talking	here	about	norms,	unlike	them	(and	members)	he	is	not	treating	norms
as	descriptions	of	the	causes	of	action.	Instead,	he	is	concerned	with	how
‘viewers	use	norms	to	provide	some	of	the	orderliness,	and	proper	orderliness,
of	the	activities	they	observe’	(1972b:	39).

How	viewers	use	norms	takes	us	back	to	the	way	we	read	‘the	baby	cried’.
For	instance,	babies	can	be	boys	or	girls.	Why,	then,	might	not	a	‘cry’	be
reported	as,	say,	‘the	boy	cried’?	The	answer,	says	Sacks,	lies	in	a	‘Viewer’s
Maxim’	for	CBAs	which	is	set	out	below:

Viewer’s	Maxim:	‘If	a	Member	sees	a	category-bound	activity	being
done,	then,	if	one	sees	it	being	done	by	a	member	of	a	category	to	which
the	activity	is	bound,	see	it	that	way’.	(I:	259,	my	emphasis)

Through	the	Viewer’s	Maxim,	we	can	understand	why	we	would	see	a	‘baby’
rather	than	‘a	boy’	crying,	since	a	‘baby’	is	a	category	that	we	treat	as	having
‘a	special	relevance	for	formulating	an	identification	of	its	doer’	(I:	259).

Finally,	why	do	we	treat	it	as	unremarkable	that	the	story	reports	as	the	next
activity:	‘The	mommy	picked	it	up’?	As	we	have	already	seen,	part	of	the
answer	lies	in	the	way	in	which	we	hear	‘mommy’	and	‘baby’	as	part	of	a
‘team’.	In	this	respect,	‘Duplicative	Organization’	is	relevant	here.

In	addition,	however,	picking	a	baby	up	is	likely	to	be	heard	as	a	norm	such
that	where	a	baby	cries,	a	mother	properly	picks	it	up.	In	this	regard,	we	have,
therefore,	a	‘Second	Viewer’s	Maxim’	as	defined	below:

Second	Viewer’s	Maxim:	‘If	one	sees	a	pair	of	actions	which	can	be
related	by	the	operation	of	a	norm	that	provides	for	the	second	given	the
first,	where	the	doers	can	be	seen	as	members	of	the	categories	the	norm
provides	as	proper	for	that	pair	of	actions,	then	(a)	see	that	the	doers	are
such	Members,	and	(b)	see	the	second	as	done	in	conformity	with	the



norm’.	(I:	260)

Through	using	this	Second	Viewer’s	Maxim,	viewers	provide	for	the	‘proper
orderliness	of	the	activities	they	observe’	in	at	least	two	ways:

1.	 by	explaining	the	occurrence	of	one	activity	given	the	occurrence	of	the
other;	and

2.	 by	explaining	the	sequential	order	of	the	two	activities	(first	one,	then	the
other).	(I:	260)

Until	now,	you	may	have	got	the	impression	that	because	membership
categorisation	allows	people	to	make	sense	of	people	and	events,	Sacks	is
implying	that	everything	always	proceeds	smoothly	in	the	best	of	all	possible
worlds.	Far	from	it.	First,	we	have	already	seen	how	categorisation	can	just	as
easily	serve	to	maintain	racism	as	to	preserve	harmony.	Second,	the	use	of
quite	innocent	knowledge	of	CBAs	can	unintentionally	allow	horrible	crimes
to	be	committed.

For	instance,	in	the	case	of	the	young	British	boys	who	murdered	the	child
Jamie	Bulger,	witnesses	who	had	seen	Jamie	holding	the	hands	of	his	two
assassins	reported	that	they	had	assumed	they	were	watching	a	child	with	his
two	elder	brothers.	Similarly,	as	Sacks	notes,	people	working	in	organisations,
faced	with	possibly	life-threatening	events,	do	not	take	remedial	action
themselves	but	report	what	they	have	seen	to	the	next	person	up	the	hierarchy
(I:	64).	This	is	because	in	organisations	categories	are	organised	into
hierarchies.	So	people	assume	that	they	need	to	refer	to	another	category	to
confirm	some	act	or	to	take	some	action.

Most	readers,	I	suspect,	will	by	now	be	pretty	sated	with	concepts.	I	therefore
want	to	slow	down	the	pace	somewhat	and	offer	two	illustrations	and
applications	of	these	concepts	here.	The	first	comes	from	one	of	Sacks’s	own
lectures.

10.5.1	A	newspaper	headline

Father	and	Daughter	in	Snow	Ordeal

This	headline	appeared	in	the	inside	pages	of	The	Times.	I	want	to	examine
how	we	can	understand	the	sense	it	makes	using	MCD	analysis.	A	schematic
reading	of	this	headline,	using	MCD	analysis,	is	set	out	in	Table	10.6.



Link



The	International	Institute	for	Ethnomethodology	and	Conversation	Analysis:
www.iiemca.org

Ethno/CA	news

Exercise	10.6
I	want	to	develop	Table	10.6	by	asking	you	a	series	of	questions.	In	answering	them,	you	will	see
the	skill	involved	in	constructing	headlines	which	encourage	us	to	read	the	story	beneath	the
headline.
First,	note	that	the	persons	are	described	as	‘father’	and	‘daughter’.	Given	that	people	can	be
described	in	many	‘correct’	ways,	what	are	the	implications	of	choosing	these	categories?	For
instance,	the	story	below	the	headline	tells	us	that	the	‘father’	is	also	a	‘supermarket	manager’	and

http://www.iiemca.org


the	‘daughter’	is	a	‘school	student’:

How	would	we	have	interpreted	the	story	if	the	headline	had	read	as	follows?	‘Supermarket
Manager	and	School	Student	in	Snow	Ordeal’
Given	that	headline,	would	we	have	felt	like	reading	the	rest	of	the	story	and,	if	so,	why?
What	are	the	implications	of	the	chosen	categories	being	derived	from	the	MCD	‘family’?
And	what	does	it	tell	us	about	the	saliency	of	this	MCD,	that	single	categories	will	do
(remember	that	the	Economy	Rule	is	not	obligatory)?
Why	do	we	not	doubt	that	this	is	not	any	daughter	but	the	daughter	of	this	‘father’?
Why	is	‘snow	ordeal’	newsworthy	in	the	context	of	the	MCD	‘family’?

10.5.2	A	‘lonely	hearts’	advertisement

Move	over	Nigella.	Funky	F.26,	a	whizz	with	spaghetti	and	meatballs	&
music-mad	WLTM	M,	25–33,	with	a	wicked	SOH.	(	Guardian,	22
October	2005)

Like	the	headline,	this	advertisement	was	chosen	at	random	in	order	to	show
how	MCD	analysis	can	fruitfully	analyse	any	material	of	this	kind.	Now	I
take	it	that,	while	successful	newspaper	headlines	make	you	want	to	read	the
story,	the	success	of	a	‘lonely	hearts’	advertisement	is	judged	by	the	number
of	appropriate	responses	that	it	elicits.

Let	us	begin	by	focusing	upon	the	category	‘Nigella’	to	see	what	function	it
serves.	Sacks	points	out	that	when	you	just	use	a	first	name	like	this,	the
hearer	is	expected	to	use	it	to	find	some	person	that	they	already	know	(1992,
II:	445).	This	means	that	the	reader	of	this	ad	must	try	to	work	out	a	person
whom	they	know	in	common	with	a	stranger.	The	implication	is	that	Nigella
can	only	be	a	celebrity	–	somebody	whom	everybody	knows.

Nigella	is	a	pretty	unusual	name	and	the	only	celebrity	who	uses	it	is	Nigella
Lawson	(a	British	TV	cook).	In	this	context,	to	say	‘move	over	Nigella’	will
be	heard	to	claim	something	like	‘I	can	do	anything	better	than	her’.
However,	this	claim	cuts	two	ways.	Although	it	might	suggest	a	very
attractive	person	(with	more	spark	than	a	celebrity),	like	any	such	claim	about
oneself	it	can	be	heard	as	tied	to	the	category	of	‘boasting’.

Now	note	how	the	advertiser	next	refers	to	herself	as	‘a	whizz	with	spaghetti
and	meatballs’.	By	choosing	such	an	everyday	meal,	she	works	to	downplay
the	(implied)	category	of	‘boasting’.	Now	she	is	claiming	neither	great
cooking	skills	nor,	by	implication,	celebrity.

So	the	reference	to	spaghetti	serves	as	a	category-modifier	which
retrospectively	recasts	the	reference	to	Nigella	as	ironic.	As	a	consequence,
we	now	hear	the	advertiser	not	to	be	claiming	celebrity	status	but	simply	to	be



someone	with	an	ironic	sense	of	humour.	Moreover,	this	explains	and	justifies
her	search	for	a	man	with	‘a	wicked	SOH’.

Exercise	10.7
Here	is	another	lonely	hearts	advertisement:

Good	looking	(so	I	am	told!)	Englishman,	35,	tall,	professional,	seeks	very	attractive	lady,
preferably	non-smoker,	to	wine,	dine	and	make	her	smile.	Age	unimportant.	Photo	appreciated.

1.	 What	does	this	advertisement	imply	about	the	advertiser	or	the	‘lady’	sought	even	though	it
does	not	tell	us	these	things	directly?

2.	 Show	how	we	can	see	this	by	examining	how	this	advertisement	uses	the	following
devices:

MCDs
Economy	Rule
Consistency	Rule
Category-Bound	Activities
category-modifiers
standardised	relational	pairs
Positioned	Categories.

10.5.3	Summary
The	examples	that	we	have	just	been	considering	demonstrate	that
membership	categories	are	far	from	being	the	inert	classificatory	instruments
to	be	found,	say,	in	the	more	rigid	forms	of	content	analysis.

By	contrast,	MCDs	are	local	members’	devices,	actively	employed	by
speakers	and	hearers	to	formulate	and	reformulate	the	meanings	of	activities
and	identities.	Unlike	more	formalistic	accounts	of	action	found	in	content
analysis	and	some	versions	of	narrative	analysis,	Sacks	shows	us	the	nitty-
gritty	mechanisms	through	which	we	construct	moral	universes	‘involving
appropriate	kinds	of	action	and	particular	actors	with	motives,	desires,
feelings,	aspirations	and	sense	of	justice’	(J.	Gubrium,	personal
correspondence).

TIP



How	to	Choose	(the	Right)	Documents
The	determination	of	which	kinds	of	documents	to	choose	as	data	sources	is	first	and
foremost	linked	to	the	research	questions	asked	…	The	selection	and	or/sampling	of
document	types,	as	well	as	the	selection	of	subsets	or	sub-segments	of	those	documents,	go
hand	in	hand	with	the	evaluation	of	how,	by	whom,	for	what	purpose	and	with	what	audience
in	mind	particular	documents	are	produced,	all	of	which	impact	the	content	and	structure	of
documents	in	various	ways	…	For	constructionists,	one	of	the	most	prominent	challenges	is
to	ensure	that	our	findings	are	not	artifacts	of	the	particular	documents	we	have	chosen	to
interrogate	(unless	that	is	a	purpose	of	the	study).



How	to	Select	Document	Types
Given	that	different	document	types	constrain	the	information	contained	in	them	in	more	or
less	distinct	ways,	it	is	important	to	consider	the	ramifications	of	such	variations	for	our
ability	to	reconstruct	a	process	of	social	construction	…	analyses	of	the	news	(or	other
documents)	should	ideally	be	based	in	an	understanding	of	how	the	news	(or	other
documents)	are	produced	…	As	a	distinct	document	type,	institutionally	generated	data,
especially	in	the	form	of	statistics,	warrant	special	consideration.

How	to	Select	Documents	within	a	Type
The	strategy	most	commonly	used	among	constructionists	is	targeted	sampling	of	documents
pertaining	to	the	emergence,	persistence	and/or	evolution	of	a	particular	social	construction.
The	challenges	involved	in	drawing	a	good	targeted	sample	are	linked	to	the	constructionist
aim	of	placing	the	analytical	spotlight	on	a	particular	process	of	social	construction	in
conjunction	with	the	requirement	that	the	findings	are	not	predetermined	by	the	particular
selection	of	documents	and	the	conclusions	not	foregone	in	the	sense	that	we	pick	only
documents	that	fit.	Anything-you-can-lay-your-hands-	on	is	sometimes	the	only	possible
strategy	for	locating	enough	information	pertaining	to	research	involving	marginal,	obscure,
delicate,	or	clandestine	topics,	either	because	the	pool	of	data	itself	is	so	scarce	as	to	make
any	example	an	important	find	(e.g.,	authentic	slave	narratives)	or	because	a	particular
content	is	only	rarely	addressed	directly	in	the	documents	we	are	searching	(e.g.,	interviews
with	clients	in	news	reports	about	prostitution).

When	do	you	have	enough	data?
As	a	general	methodological	rule	of	thumb	for	projects	that	do	not	rely	on	a	pre-determined
sample	size,	which	few	constructionist	projects	do,	we	have	enough	data	when	we	learn
nothing	new	by	adding	additional	items.	(Drawn	from	Linders,	2008:	469–76)

10.6	Conclusion
I	hope	that,	by	the	end	of	this	chapter,	the	reader	is	not	feeling	punch-drunk!
We	have	indeed	covered	an	enormous	amount	of	ground.

The	wide	scope	of	the	chapter	arose	for	two	reasons.	First,	I	am	convinced
that	qualitative	sociologists	make	too	little	of	the	potentialities	of	texts	as	rich
data.	Second,	I	am	also	convinced	that	there	are	several	powerful	ways	of
analysing	such	data.

Three	threads	have	run	through	my	presentation	of	different	ways	to	analyse
such	textual	data	(for	a	development	of	this	argument,	see	Silverman,	2013a:
51–7).

The	importance	of	a	clear	analytic	approach
Successful	textual	studies	recognise	the	value	of	working	with	a	clearly
defined	approach.	Having	chosen	your	approach	(e.g.	narrative	analysis,
ethnography	or	Sacks’s	analysis	of	membership	categorisations),	treat	it	as	a
‘tool	box’	providing	a	set	of	concepts	and	methods	to	select	your	data	and	to



illuminate	your	analysis.

The	relevance	of	theory	to	textual	analysis
The	distinctive	contribution	that	qualitative	research	can	make	is	by	utilising
its	theoretical	resources	in	the	deep	analysis	of	small	bodies	of	publicly
shareable	data.	This	means	that,	unlike	much	quantitative	research,	including
content	analysis,	we	are	not	satisfied	with	a	simple	coding	of	data.	Instead,	we
have	to	work	to	show	how	the	(theoretically	defined)	elements	we	have
identified	are	assembled	or	mutually	laminated.

The	importance	of	detailed	data	analysis
Like	many	other	qualitative	approaches,	textual	analysis	depends	upon	very
detailed	data	analysis.	To	make	such	analysis	effective,	it	is	imperative	to
have	a	limited	body	of	data	with	which	to	work.	So,	while	it	may	be	useful
initially	to	explore	different	kinds	of	data	(e.g.	newspaper	reports,	scientific
textbooks,	magazine	advice	pages),	this	should	usually	only	be	done	to
establish	the	data	set	with	which	you	can	most	effectively	work.	Having
chosen	your	data	set,	you	should	limit	your	material	further	by	only	taking	a
few	texts	or	parts	of	texts	(e.g.	headlines).

In	the	course	of	this	chapter,	we	have	rapidly	moved	between	several	complex
and	apparently	different	theories	–	all	the	way	from	narrative	analysis	to
ethnomethodology.	However,	if	the	reader	has	grasped	at	least	one	useful	way
of	thinking	about	textual	analysis,	then	I	will	have	achieved	my	purpose.

Key	Points
Texts	provide	rich,	naturally	occurring,	accessible	data	which	have	real
effects	in	the	world.
I	considered	three	ways	in	which	textual	researchers	have	analysed	how
texts	represent	reality:	comparative	key-word	analysis,	ethnography	and
membership	categorisation	device	analysis
From	a	constructionist	perspective,	the	role	of	textual	researchers	is	not
to	criticise	or	to	assess	particular	texts	in	terms	of	apparently	‘objective’
standards.	It	is	rather	to	treat	them	as	representations	and	to	analyse	their
effects.

Study	Questions
1.	 What	are	the	advantages	of	working	with	textual	data?



2.	 Can	documents	be	analysed	in	the	same	way	as	interviews?
3.	 What	questions	do	constructionists	ask	about	documents?
4.	 What	does	the	topic/resource	distinction	imply?
5.	 How	does	comparative	key-word	analysis	analyse	documents?	What	are	its	advantages	and

disadvantages?
6.	 List	three	research	questions	that	you	might	ask	about	one	kind	of	Internet	data	(e.g.	blogs,

emails,	company	reports).
7.	 Select	any	lonely	heart	advertisement	(in	a	newspaper	or	on	the	Internet).	Show	how	you

can	analyse	it	in	terms	of	members’	categorisations.
8.	 On	what	basis	can	you	select	documents	to	study?
9.	 When	do	you	know	that	you	have	enough	material?

Recommended	Reading
The	most	useful	texts	on	document	analysis	are:	Alasuutari	(1995),	Coffey
and	Atkinson	(1996)	and	Czarniawska	(1998,	2003).	More	advanced	texts	are
Atkinson	(1990)	and	the	chapters	on	documents	in	my	edited	collection
Qualitative	Research	(2011).	Linders	(2008)	offers	a	useful	chapter-length
discussion	of	how	constructionists	use	documents.

My	book	Harvey	Sacks:	Social	Science	and	Conversation	Analysis	(1998)	is
an	introduction	to	the	ideas	of	Harvey	Sacks	(Chapters	5	and	7	deal	with
MCD	analysis).	Volume	1	of	Sacks’s	Lectures	on	Conversation	(1992)	is	a
marvellous	resource.	See	especially	his	discussions	of	Category-Bound
Activities	(I:	179–81,	Lecture	8,	Fall	1965;	I:	301–2,	Lecture	4,	Spring	1966;
I:	333–40,	Lecture	8,	Spring	1966;	I:	568–96,	Lectures	11–14,	Spring	1967).
See	also:	the	Consistency	Rule	(I:	326–7,	Lecture	7,	Spring	1966);	the
hotrodders	example	(I:	169–74;	Lecture	7,	Fall	1965;	I:	396–403);	the	navy
pilot	example	(I:	205–22;	Research	Notes,	Fall	1965;	I:	306–7,	Lecture	5,
Spring	1966);	the	child’s	story	(I:	223–31;	Appendix	A	and	B,	Fall	1965;	I:
236–66;	Lectures	1–2(R),	Spring	1966).
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

recognise	the	advantages	of	analysing	naturally	occurring	talk
see	why	it	is	important	to	record	talk	and	to	transcribe	it	using	standardised	conventions
understand	the	basic	principles	of	discourse	analysis	(DA)	and	conversation	analysis	(CA)
recognise	the	similarities,	as	well	as	the	differences,	between	them	and	realise	the
contribution	that	both	can	make	to	understanding	the	world	around	us.

When	social	science	researchers	begin	to	design	a	research	study,	they
encounter	a	series	of	choices	about	how	narrowly	to	define	their	research
problem	and	which	method	or	methods	of	data	collection	are	appropriate	to
its	study	(see	Chapter	2).	If	we	consider	the	data	collection	methods	so	far
discussed	in	this	book	–	interviews,	focus	groups,	ethnography	and
documents	–	our	choice	appears	to	be	very	clear	cut.

Using	research	interviews	(or	focus	groups)	involves	actively	creating	data
which	would	not	exist	apart	from	the	researcher’s	intervention	(researcher-
provoked	data).	By	contrast,	observation	or	the	analysis	of	written	texts,
audiotapes	or	visual	images	deals	with	activities	which	seem	to	exist
independently	of	the	researcher.	This	is	why	we	call	such	data	naturally
occurring	–	they	derive	from	situations	which	exist	independently	of	the
researcher’s	intervention.

However,	like	most	social	science	concepts,	the	opposition	between	naturally
occurring	and	researcher-provoked	data	should	not	be	taken	too	far.	Indeed,
no	data	are	ever	untouched	by	human	hands:

If	we	choose	to	observe,	our	data	do	not	speak	for	themselves	but	have	to
be	recorded	(and	transformed)	into	field	notes.
Audio	and	video	recordings	usually	end	up	being	transcribed	using
particular	researcher-designed	interventions	which	are	never	‘perfect’	but
only	more	or	less	useful.
The	character	of	recorded	data	will	be	crucially	affected	by	where	you
position	your	recording	equipment	and/or	point	your	camera.

All	this	suggests	that	here,	as	elsewhere,	we	should	treat	appeals	to	‘nature’
(as	in	the	term	‘naturally	occurring’)	with	considerable	caution	(an
alternative,	with	fewer	assumptions,	would	be	naturalisticdata).	Nonetheless,
providing	we	do	not	push	it	too	far,	it	can	still	be	helpful	to	make	use	of	the
distinction	between	two	kinds	of	data:	naturally	occurring	and	researcher
provoked.	Indeed,	if	we	can,	at	least	to	some	extent,	study	what	people	are
actually	doing	in	naturalistic	situations,	why	should	we	ever	want	to	work
with	‘researcher-provoked’	data	(Potter,	2002)?



Most	quantitative	researchers	have	a	straightforward	answer	to	this	question.
Data	gathered	from	naturalistic	settings	often	appear	horribly	messy	and
unreliable	to	quantitative	types.	If	you	want	to	measure	things	reliably,	then,
they	argue,	it	helps	to	create	carefully	controlled	settings	and	to	use	well-
tested	research	instruments	like	questionnaires	or	laboratory	experiments.

By	contrast,	qualitative	researchers	who	work	with	researcher-provoked	data
do	not	always	seem	to	have	thought	through	their	choices.	Certainly,	open-
ended	interviews	and	focus	groups	can	give	you	data	much	more	quickly	than
observation	and/or	recording	–	although	more	slowly	than	documents.
Moreover,	many	researchers	claim	that	it	is	often	not	possible	to	obtain	access
to	naturally	occurring	settings	appropriate	to	a	given	research	topic	–	even
though	this	sometimes	shows	a	lack	of	imagination	on	their	part	(see	my
discussion	of	methods	for	studying	‘the	family’	in	Section	9.4).

Such	instrumental	factors	(speed,	lack	of	alternatives),	however,	conceal	the
appeal	of	methods	like	the	interview	and	the	focus	group	to	a	particular
research	model	(naturalism)	and	more	generally	to	a	set	of	mass-media-
driven	assumptions	deriving	from	what	I	have	called	the	‘Interview	Society’
(Section	2.7).

Asking	people	what	they	think	and	feel	appears	to	have	an	immediacy,	even
‘authenticity’,	which	curiously	is	believed	to	be	absent	in	naturally	occurring
data.	So,	even	when	you	have	tapes	or	observations	of	behaviour,	you	are
tempted	to	‘complete	the	picture’	by	interviewing	the	people	concerned	about
what	they	were	thinking	or	feeling	at	the	time.	The	arguments	for	and	against
researcher-provoked	data	are	summarised	in	Table	11.1.

Although	you	may	be	inclined	to	think	of	conversation	as	trivial	(‘merely’
talk),	it	is	worth	reflecting	that	conversation	is	the	primary	medium	through
which	social	interaction	takes	place.	In	households	and	in	more	‘public’
settings,	families	and	friends	relate	to	one	another	through	talk	(and	silence!).
At	work,	we	converse	with	one	another	and	the	outcome	of	this	talk	(as	in
meetings	or	job	selection	interviews)	is	often	placed	on	dossiers	and	files.	As



Heritage	argues:	‘the	social	world	is	a	pervasively	conversational	one	in
which	an	overwhelming	proportion	of	the	world’s	business	is	conducted
through	the	medium	of	spoken	interaction’	(1984:	239).	Indeed,	what
Heritage	calls	‘the	world’s	business’	includes	such	basic	features	as	a	child
learning	how	to	converse	with	its	mother	and	adults	telling	news,	getting	into
conversation	with	a	stranger	and	even	deciding	to	commit	suicide	(see	Sacks,
1992;	Maynard,	2003;	Silverman,	2013b:	Chapter	1).	As	we	shall	also	see,	in
a	powerful	case	study	provided	later	in	this	chapter,	the	world’s	business	also
includes	men	being	acquitted	from	rape	charges	on	the	grounds	that	a	woman
did	not	clearly	say	‘no’.

The	two	most	important	ways	of	understanding	talk	and	discourse	are
discourse	analysis	(DA)	and	conversation	analysis	(CA).	DA	is	the	study	of
the	rhetorical	and	argumentative	organisation	of	talk	and	texts.	CA	seeks	to
describe	people’s	methods	for	producing	orderly	talk-in-interaction.

The	rest	of	this	chapter	provides	an	introduction	to	each	approach.

Case	Study

The	Politics	of	Language
[P]eople	studying	(talk	and)	discourse	see	language	as	performative	and	functional:	language	is
never	treated	as	a	neutral,	transparent,	means	of	communication.	[For	example]	two	reporters	see
a	man	being	shot.	The	next	day	one	headline	reads	‘Freedom	fighter	kills	politician’	and	the	other
headline	reads	‘Terrorist	kills	politician’.	Some	of	the	questions	you	could	ask	are:

Which	one	is	true?
How	does	each	report	re-present	the	story?

And	this	is	not	just	a	philosophical	or	abstract	question.	We	have	seen	this	being	explored	in	our
recent	history	through	the	debates	about	the	status	of	the	people	moved	from	Afghanistan	to	the
American	enclave	in	Cuba	and	interned	in	Guantanamo	Bay.	One	of	the	debates	has	centred	on
whether	these	people	are	to	be	understood	as	‘prisoners	of	war’	–	and	therefore	they	have	specific
sets	of	legally	binding	human	rights	–	or	as	‘unlawful	combatants’.	So	as	these	examples	begin	to
show,	language	is	constructive,	it	is	constitutive	of	social	life.	As	you	speak	and	write	you
produce	a	world.	So	the	interest	for	those	analysing	discourse	is	on	how	language	is	used.	The
focus	is	on	what	specific	version	of	the	world,	or	identity	or	meaning	is	produced	by	describing
something	in	just	that	way	over	another	way;	what	is	made	available	and	what	is	excluded	by
describing	something	this	way	over	an	alternative	way.	(Rapley,	2007:	2)

11.1	Discourse	analysis
Discourse	analysis	DA	describes	a	heterogeneous	range	of	social	science
research	based	on	the	analysis	of	interviews	and	texts	as	well	as	recorded	talk.
It	shares	with	CA	a	common	intellectual	ancestor	in	the	Oxford	philosopher
J.L.	Austin.	In	his	book	How	to	do	Things	with	Words,	Austin	(1962)	showed
that	many	utterances	do	not	simply	describe	a	state	of	affairs	but	perform	an



action.	For	instance:

‘Help’
‘I	thee	wed’

In	both	cases,	the	speakers	are	not	heard	to	describe	the	state	of	their	mind	nor
to	picture	reality	but	to	perform	some	action	(‘asking	for	help’,	‘getting
married’).	Uttering	such	‘performatives’,	as	Austin	calls	them,	commits
speakers	to	their	consequences.	For	instance,	when	people	come	to	give	you
help	and	find	nothing	amiss,	it	is	no	defence	to	say	that	you	were	not	calling
for	assistance	but	simply	singing	a	song.	Alternatively,	Austin	points	out,	you
will	not	escape	a	charge	of	bigamy	by	saying	that	you	had	all	kinds	of	mental
reservations	when	you	uttered	‘I	thee	wed’	for	the	second	time.

Like	nearly	all	linguistic	philosophers,	Austin	worked	with	invented
examples,	relying	on	his	native	intuition.	Social	scientists	prefer	to	understand
the	complexities	of	naturally	occurring	talk.	What	they	take	from	Austin	is	his
concern	with	the	activities	performed	in	talk.

11.1.2	What	is	discourse	analysis?
DA	addresses	topics	which	are	often	quite	close	to	the	concerns	of
conventional	social	science	(e.g.	gender	relations,	social	control)	than	is	the
case	in	CA.	Take	gender	inequalities	for	example.	Potter	points	out	that	DA
studies	have	considered	the	way	in	which	such	inequalities	are	constructed,
made	factual	and	justified	in	talk,	and	they	have	also	considered	the	resources
(‘interpretative	repertoires’,	identities,	category	systems)	that	are	used	to
manufacture	coherent	and	persuasive	justifications	that	work	to	sustain	those
inequalities	(Potter,	1997:	148).

DA	can	also	be	quite	catholic	about	what	kind	of	data	are	acceptable.	So,
although	some	DA	studies	use	transcripts	of	talk	from	everyday	or
institutional	settings,	others	are	based	on	transcripts	of	open-ended	interviews,
or	on	documents	of	some	kind.	Sometimes	these	different	materials	are	even
combined	together	in	the	same	study	(Potter:	1997,	147).

These	two	features	mean	that	DA	is	quite	heterogeneous	and	it	is,	therefore,
difficult	to	arrive	at	a	clear	definition	of	it.	Here	is	one	authoritative	version:

DA	has	an	analytic	commitment	to	studying	discourse	as	texts	and	talk	in
social	practices	…	the	focus	is	…	on	language	as	…	the	medium	for
interaction;	analysis	of	discourse	becomes,	then,	analysis	of	what	people
do.	One	theme	that	is	particularly	emphasised	here	is	the	rhetorical	or



argumentative	organisation	of	talk	and	texts;	claims	and	versions	are
constructed	to	undermine	alternatives.	(Potter,	2004:	203)

Potter	suggests	that	this	Austinian	concern	with	the	rhetorical	organisation	of
talk	and	texts	has	given	DA	three	unifying	assumptions:

1.	 Anti-realism:	DA	is	resolutely	against	the	assumption	that	we	can	treat
accounts	as	true	or	false	descriptions	of	‘reality’.	As	Potter	puts	it:	‘DA
emphasises	the	way	versions	of	the	world,	of	society,	events,	and	inner
psychological	worlds	are	produced	in	discourse.’

2.	 Constructionism:	DA	is	concerned	with	‘participants’	constructions	and
how	they	are	accomplished	and	undermined’	(see	the	tip	that	follows).

3.	 Reflexivity:	DA	considers	‘the	way	a	text	such	as	this	is	a	version,
selectively	working	up	coherence	and	incoherence,	telling	historical
stories,	presenting	and,	indeed,	constituting	an	objective,	out-there
reality’.	(Potter,	2004:	202)

To	put	some	meat	on	these	bare	bones,	the	following	case	study	may	be
helpful.

I	present	below	three	concepts	used	in	DA	research:

interpretive	repertoires
stake
scripts.

This	is	not	meant	to	be	an	exhaustive	list.	In	particular	it	leaves	out	DA	work
concerned	with	rhetoric	and	ideology	(e.g.	Billig,	1991,	1995;	Wetherell	and
Potter,	1992)	and	with	issues	relating	to	the	construction	of	scientific	texts
(e.g.	Ashmore,	1989;	Potter,	1996b).	It	also	does	not	cover	critical	discourse
analysis	which	focuses	on	the	ideological	effects	of	texts	and	is	particularly
concerned	with	themes	like	power,	gender,	race	and	class.

Definition



Discourse	analysis	is	based	on	the	constructionist	model	that	we	have	encountered	in	earlier
chapters	of	this	book.	As	Potter	and	Hepburn	explain:

Discursive	constructionism	works	with	two	senses	of	construction.	On	the	one	hand,
discourse	is	construct	edin	the	sense	that	it	is	assembled	from	a	range	of	different
resources	with	different	degrees	of	structural	organization.	Most	fundamentally	these
are	words	and	grammatical	structures,	but	also	broader	elements	such	as	categories,
metaphors,	idioms,	rhetorical	commonplaces	and	interpretative	repertoires.	For
example,	how	is	a	description	manufactured	in	a	way	that	presents	something	that	has
been	done	as	orderly	and	unproblematic?	On	the	other	hand,	discourse	is	construct	ivein
the	sense	that	these	assemblages	of	words,	repertoires	and	so	on	put	together	and
stabilize	versions	of	the	world,	of	actions	and	events,	of	mental	life	and	furniture.	For
example,	how	does	one	party	in	a	relationship	counselling	session	construct	a	version
that	presents	the	breakdown	of	a	long	term	relationship	as	primarily	the	responsibility
of	the	other	party,	who	might	be	the	one	most	in	need	of	counselling	and	under	most



pressure	to	change?	(2008:	277)

Case	Study

Calls	to	a	Child	Protection	Hotline
Alexa	Hepburn	and	Jonathan	Potter	describe	the	data	they	gathered	of	calls	reporting	cases	of
abuse	to	a	hotline	set	up	by	the	UK	child	welfare	charity.	Among	the	50	calls	recorded,	the
following	began	in	this	way:

Extract	11.1	[Hepburn	and	Potter,	2004:	189]
(CPO	=	child	protection	officer)

1.	CPO: Hello	NSPCC	Helpline	can	I	help	you?
2.	Caller: Good	afternoon	>I	wonder	if	you

3.	 could<
4.	CPO: Yes	[	certainly,	]

5.	Caller [:I’m	concerned]	about
6.	 [a-	]	about	a	child	that	lives

7.	CPO: [Yeh]
8.	Caller: next	door	to	me.

9.	CPO: Ri:ght,	could-	before	you	go	on	can	I
10. ((NPO	reads	ethics	script))

Hepburn	and	Potter	became	interested	in	the	way	in	which	callers	began	with	a	reference	to	being
‘concerned’	(as	in	line	5	above).	They	started	to	note	the	functions	served	by	such	‘concern
constructions’	in	‘unpacking’	a	complaint:

it	works	as	a	pre-sequence	to	the	complaint	itself.
it	orients	to	asymmetries	in	the	interaction	–	it	treats	the	actionable	status	of	what	is	to	be
reported	as	not	yet	established,	allowing	it	to	be	established	in	the	interaction	with	the
CPO.	The	other	side	of	this	coin	is	that	it	heads	off	a	problem	that	might	arise	with	direct
opening	announcements	(‘a	child	next	door	has	been	sexually	abused’),	which	is	that	the
next	turn	from	the	CPO	would	likely	be	about	the	basis	of	that	knowledge.
‘concerns	constructions’	display	the	caller’s	stance	to	the	abuse	–	it	is	serious,	critical,	and,
well,	concerned.	They	are	managing	their	own	stake	as	reporters.
such	constructions	allow	the	CPOs	to	treat	abuse	claims	as	serious	without	having	to
assume	that	they	are	true,	accurate	or	actionable.	The	concern	opening	can	evolve	into	a
discussion	of	specific	things	in	the	world	–	injuries,	times,	family	relationships	–	or	into	a
discussion	of,	broadly,	the	psychology	of	the	caller	–	their	heightened	anxieties,	confusions
or	misperceptions.	(2004:	189)

Among	the	20	calls	in	which	callers	did	not	use	such	constructions,	several	were	from
institutional	callers	who,	presumably,	did	not	need	to	attend	to	asymmetries	in	the	interaction.	In
the	other	cases,	the	CPOs	would	themselves	use	the	language	of	‘concerns’	(2004:	190–2).

11.1.2	Interpretive	repertoires
Early	DA	studies	attempted	to	identify	broad	‘discourses’	which	participants
use	to	define	their	identities	and	moral	status.	As	Potter	puts	it:	‘Interpretive



repertoires	are	systematically	related	sets	of	terms	that	are	often	used	with
stylistic	and	grammatical	coherence	and	often	organized	around	one	or	more
central	metaphors’	(1996a:	131).	Two	examples	will	indicate	how	this	concept
has	been	used.

Science	as	a	repertoire
Nigel	Gilbert	and	Mike	Mulkay	were	concerned	with	scientists’	accounts	of
scientific	practice.	As	they	point	out	(Gilbert	and	Mulkay,	1983),	one	way	of
hearing	what	scientists	say	is	as	hard	data	which	bear	on	debates	in	the
philosophy	of	science	about	the	character	of	scientific	practice.	It	is	then
tempting	to	treat	such	accounts	as	‘inside’	evidence	(‘from	the	horse’s	mouth’,
as	it	were)	about	whether	scientists	are	actually	influenced	by	‘paradigms’	and
community	affiliations	more	than	by	sober	attempts	to	refute	possible
explanations.

When	interviewed,	Gilbert	and	Mulkay’s	scientists	treated	science	as	both
created	within	a	community	(following	Thomas	Kuhn)	and	as	advancing
through	attempts	at	refutation	(following	Popper).	Understandably,	however,
they	were	much	keener	to	invoke	the	Popperian	(‘sober	refutation’)	account
of	how	they	worked	and	the	Kuhnian	(‘community	context’)	account	of	how
certain	other	scientists	worked.

Did	these	interviews	give	a	direct	insight	into	how	scientists	do	their	work	or
how	they	experience	things	in	the	laboratory?	Not	at	all,	given	the	anti-realist
posture	of	DA.	Instead,	this	interview	data	gave	Gilbert	and	Mulkay	access	to
the	vocabularies	that	scientists	use.	These	vocabularies	were	located	in	two
very	different	interpretative	repertoires:

a	contingent	repertoire,	in	which	scientists	used	a	political	vocabulary	of
‘influence’	and	‘interest’	to	talk	about	each	other’s	institutional
affiliations	and	ability	or	inability	to	get	big	research	contracts,	etc.
an	empiricist	repertoire,	in	which	scientific	activity	was	described	as	a
response	to	data	‘out	there’	in	‘nature’.

Neither	repertoire	conveyed	the	‘true’	sense	of	science	–	for	DA,	there	is	no
more	an	essential	form	of	scientific	practice	than	there	is	a	single	reality
standing	behind	‘atrocity	stories’	told	by	mothers	of	handicapped	children
(see	Section	10.8).	Everything	is	situated	in	particular	contexts.	So	scientists,
Gilbert	and	Mulkay	note,	are	much	more	likely	to	use	a	‘contingent’
repertoire	in	a	discussion	at	a	bar	than	in	a	scientific	paper.

In	this	way,	the	research	question	ceases	to	be	‘What	is	science?’	and	becomes
‘How	is	a	particular	scientific	discourse	invoked?	When	is	it	invoked?	How



does	it	stand	in	relation	to	other	discourses?’

Gilbert	and	Mulkay’s	focus	on	interpretative	repertoires	leads	us	to	see	that
‘science’,	like	other	social	institutions,	is	a	hyphenated	phenomenon	which
takes	on	different	meanings	in	different	contexts	(see	Section	1.6).

Motherhood	as	a	repertoire
As	just	noted,	it	is	not	only	sober	institutions	like	‘science’	which	dissolve
into	a	set	of	repertoires.	The	same	process	can	be	seen	when	we	look	at	how
women	invoke	the	identity	of	‘motherhood’.	My	example	of	this	will	be
drawn	from	a	clinic	for	young	diabetics	(Silverman,	1987:	Chapter	10).

Extract	11.2	involves	a	consultation	between	a	mother	of	a	diabetic	child	aged
16	and	her	paediatrician	that	we	first	came	across	in	Chapter	3.	It	takes	place
when	her	daughter	is	in	another	room	having	her	blood	taken	and	the	mother
has	asked	specially	if	she	can	see	the	doctor.	This	extract	comes	a	little	way
into	the	consultation.

Extract	11.2

(D	=	Doctor;	M	=	Mother	of	June,	aged	16)

1.	M: She’s	going	through	a	very	languid	stage	(	)	she	won’t	do	anything
unless	you	push	her

2.	D: so	you’re	finding	you’re	having	to	push	her	quite	a	lot?

3.	M: mm	no	well	I	don’t	(.)	I	just	leave	her	now

At	line	3,	there	is	evidence	to	suggest	that	M	hears	the	doctor’s	question	as	a
charge	against	her	parenting.	Notice	how	she	withdraws	from	her	initial
depiction	about	‘pushing’	her	daughter	when	the	doctor,	through	repeating	it,
makes	it	accountable.	One	way	to	look	at	what	is	happening	here,	then,	is	as	a
charge–rebuttal	sequence.

Now	why	would	she	want	to	withdraw	from	her	depiction	of	her	daughter	and
herself	in	line	1	of	this	extract?	It	seems	that	M	hears	D’s	question	as
depicting	her	as	potentially	a	‘nagging’	mother	(it	is	interesting	that	only
women	can	nag!).	So,	when	the	doctor	topicalises	‘pushing’,	the	mother
withdraws	into	an	account	which	suggests	that	she	respects	her	daughter’s
autonomy.

Shortly	after,	June’s	mother	produces	another	worry	about	how	her	daughter
is	coping	with	her	diabetes.	This	time	her	concern	is	her	daughter’s	diet:

Extract	11.3



1.M: I	don’t	think	she’s	really	sticking	to	her	diet	(.)	I	don’t	know	the	effects
this	will	have	on

2. her	(.)	it’s	bound	to	alter	her	sugar	if	she’s	not	got	the	right	insulin	isn’t
it?	I	mean

3. I	know	what	she	eats	at	home	but	[outside

4. D:[so	there’s	no	real	consistency	to	her	diet?	It’s	sort	[of

5. M:	[no	well

6. I	keep	it	as	consistent	as	I	can	at	home

Now	look	at	what	the	doctor	says	this	time.	Unlike	Extract	11.2,	he	does	not
topicalise	M’s	‘pushing’	her	child.	Instead,	he	produces	what	M	hears	as	a
charge	against	her	responsibility	towards	June	(there	‘is	no	real	consistency	to
her	diet’).	In	response,	the	mother	now	uses	the	very	thing	she	denied	earlier
in	order	to	rebut	what	she	hears	as	the	charge	of	‘irresponsibility’	in	what	the
doctor	is	saying.

This	brings	us	to	the	issue	of	interpretive	repertoires:	in	this	case	a	repertoire
of	‘parental	responsibility’	and	one	of	‘young	adults’	autonomy’.	M	is
skilfully	operating	with	two	repertoires	that	apparently	are	quite
contradictory.	In	purely	logical	terms,	you	cannot	on	the	one	hand	say	‘I
watch	everything	my	child	does’	and	at	the	same	time	‘I	leave	my	child	to	do
anything	she	wants	to	do’.	However,	by	using	each	repertoire	when
situationally	appropriate,	the	mother	is	able	to	detect	and	rebut	possible	traps
in	the	way	the	doctor	is	responding	to	what	she	is	saying.

Consonant	with	DA’s	anti-realist	and	constructionist	position,	this	analysis	is
not	concerned	with	whether	this	mother	is	not	intrinsically	‘nagging’	or
‘irresponsible’.	Instead,	both	depictions	are	locally	available	and	locally
resisted.	Conversely,	if	we	had	interviewed	mothers,	the	temptation	would
have	been	to	search	for	idealised	conceptions	of	their	role.

The	reader	will	note	that	the	gain	of	this	analysis	is	that,	like	many	DA
studies,	it	addresses	a	conventional	social	science	topic	(conceptions	of
gender	and	motherhood).	Moreover,	it	seems	to	have	an	immediate	practical
application.	For	instance,	doctors	were	interested	to	learn	about	the	double-
binds	present	in	their	attention	to	the	autonomy	of	their	young	patients.
Likewise,	parents’	groups	(largely	mothers)	of	diabetic	children	found	it	very
helpful	to	go	through	material	of	this	kind.	It	brought	out	the	way	in	which
things	they	may	feel	personally	guilty	about	in	their	relationships	with	their
teenage	children	are	not	something	that	relates	to	their	individual	failings.
Instead,	such	problems	arise	in	our	culture	in	the	double-binds	built	into	the
parent–adolescent	relationship.



Exercise	11.1
Extract	11.4
(D	=	doctor;	M	=	mother)

1.D: It	sounds	as	if	generally	you’re	having	a	difficult	time
2.M: Her	temper	is	vile

3.qD: She	with	you	and	you	with	her
4.M: Yes.	And	her	control	of	the	diabetes	is	gone,	her	temper	then	takes	control

5. of	her
Using	the	analysis	already	given	of	Extracts	11.2	and	11.3,	consider	the	following:

1.	 What	interpretative	repertoires	do	M	and	D	use	to	organise	their	talk?
2.	 How	is	D’s	interpretation	on	line	3	of	M’s	utterance	on	line	2	hearable	as	a	charge?
3.	 How	does	M’s	utterance	on	line	4	respond	to	D’s	interpretation?	Is	it	hearable	as	a	rebuttal?
4.	 Can	we	learn	anything	from	this	extract	about:

M’s	attitude	to	her	daughter?
Cultural	assumptions	about	motherhood?

Uses	and	limitations	of	interpretative	repertoires
Both	studies	identify	the	cultural	resources	that	participants	bring	to
institutional	settings.	At	the	same	time,	as	we	have	seen,	these	resources	are
not	treated	as	simple	determinants	of	their	behaviour	but	used	locally	and
skilfully.	As	Potter	puts	it:	‘these	resources	have	a	…	‘bespoke’	flexibility,
which	allows	them	to	be	selectively	drawn	upon	and	reworked,	according	to
the	setting’	(1996a:	131).	However,	as	Potter	himself	recognises,	the	concept
of	interpretive	repertoires	does	present	certain	difficulties:

1.	 Although	the	concept	may	help	in	understanding	communication	in	well-
defined	settings	like	medicine	or	science,	it	is	‘difficult	to	make	clear	and
consistent	judgments	concerning	the	boundaries	of	particular	repertoires
outside	constrained	institutional	settings’	(1996a:	131).

2.	 Appealing	to	interpretative	repertoires	may	fail	to	bring	out	more	basic
conversational	rules	to	which	participants	are	attending.	Consequently,	it
lays	itself	open	to	the	charge	of	basing	its	analysis	upon	taken-for-
granted	knowledge	about	the	basic	structures	of	talk	(e.g.	how	charges	or
accusations	are	hearable	by	conversationalists).	As	Potter	writes:	‘(a)
problem	is	that	the	generality	of	the	notion	of	a	repertoire	may	obscure
local	interactional	“business”	that	is	being	achieved	by	particular	forms
of	discourse’	(1996a:	131).

Because	of	these	difficulties,	Potter	(1996a)	argues	that	the	concept	of
‘repertoire’	is	being	replaced	in	DA	by	rather	less	broad-brush	concepts.	One
such	concept	is	‘stake’.



11.1.3	Stake

How	is	a	particular	type	of	blaming	achieved?	How	is	a	particular
version	of	the	world	made	to	seem	solid	and	unproblematic?	How	are
social	categories	constructed	and	managed	in	practice?	(Potter,	1996a:
131–2)

These	kinds	of	questions	can	only	be	answered	by	different	concepts	which
allowed	a	more	fine-grained	attention	to	conversational	detail.	The	concept	of
‘stake’	attempts	to	satisfy	this	need.	‘Stake’	is	explained	by	Potter	in	this	way:
‘People	treat	each	other	as	entities	with	desires,	motives,	institutional
allegiances	and	so	on,	as	having	a	stake	in	their	actions.	Referencing	stake	is
one	principal	way	of	discounting	the	significance	of	an	action	or	reworking	its
nature’	(2004:	210).	The	case	study	below	gives	an	example	of	the	use	of
‘stake’	in	DA.

Potter	draws	our	attention	to	Rushdie’s	comment	‘they	would,	wouldn’t	they’
(line	3).	This	treats	Frost’s	suggestion	that	the	fatwah	cannot	be	cancelled	as	a
claim	which	is	motivated	by	special	interests:

The	familiar	phrase	‘they	would,	wouldn’t	they’	treats	the	Iranians’	claim
as	something	to	be	expected:	it	is	the	sort	of	thing	that	people	with	that
background,	those	interests,	that	set	of	attitudes	would	say;	and	it
formulates	that	predictability	as	shared	knowledge.	This	extract
illustrates	the	potential	for	invoking	stake	to	discount	claims.	(Potter,
2011:	196)

The	concept	of	‘script’,	like	that	of	‘stake’,	helps	us	to	understand	the	ways
in	which	participants	attend	to	the	normative	character	of	their	actions.

Case	Study

The	Princess	Di	Interview
Princess	Diana	was	interviewed	by	the	British	TV	reporter	Martin	Bashir	not	long	before	her
death.	Part	of	the	interview	went	as	follows:
Extract	11.5	[adapted	from	Potter,	2011:	193–4]

1.Bashir:	Did	you	(.)	allow	your	friends,	>your	close	friends<
2.to	speak	to	Andrew	Morton?

3.Princess:	Yes	I	did.	Y[es,	I	did



4.Bashir:	[Why?

5.Princess:	I	was	(.)	at	the	end	of	my	tether	(.)
6.I	was	(.)	desperate	(.)

7.I	think	I	was	so	fed	up	with	being<	(.)
8.seen	as	someone	who	was	a	ba:sket	case	(.)

9.because	I	am	a	very	strong	person	(.)
10.and	I	know	(.)	that	causes	complications,	(.)

11.in	the	system	(.)	that	I	live	in.
12.(1.0)	(smiles	and	purses	lips)

13.Bashir:How	would	a	book	change	that.
14.Princess:I	dunno.	((raises	eyebrows,	looks	away))

15.Maybe	people	have	a	better	understanding	(.)
16.maybe	there’s	a	lot	of	women	out	there

17.who	suffer	(.)	on	the	same	level
18.but	in	a	different	environment	(.)

19.who	are	unable	to:	(.)	stand	up	for	themselves	(.)
20.because	(.)	their	self-esteem	is	(.)	cut	into	two.

21.I	dunno	((shakes	head))
Potter	focuses	on	Princess	Diana’s	two	‘I	dunno’s’	(lines	14	and	21).	Utterances	like	this,	he	says,
work	as	‘uncertainty	tokens’	(words	or	expressions	that	people	use	to	report	states	of	uncertainty).
So,	by	using	‘I	dunno’,	Princess	Diana	invites	us	to	minimise	her	stake	and	interest	in	what	she	is
saying.	In	this	way,	she	discounts	the	significance	of	her	actions	or	reworks	their	nature	(Potter,
2011:	192–5).

Potter	compares	this	case	with	an	interview	with	Salman	Rushdie.	In	the	extract	below,	David
Frost	is	asking	about	the	fatwah	–	the	religious	death	sentence	on	Rushdie.
Extract	11.6	[Potter,	2011:	196]

1.Frost:And	how	could	they	cancel	it	now?	Can	they	cancel	it	–
2.they	say	they	can’t.

3.Rushdie:Yeah,	but	you	know,	they	would,	wouldn’t	they,
4.as	somebody	once	said.	The	thing	is,	without	going	into	the	kind	of	arcana	of

5.theology,	there	is	no	technical	problem.	The	problem	is	not	technical.	The
6.problem	is	that	they	don’t	want	to.

11.1.4	Scripts
As	used	in	DA,	‘script’	refers	to	the	ways	in	which	participants	construct
events	‘as	“scripted”,	as	instances	of	some	general	pattern,	or	as	anomalies
and	exceptions’	(Edwards,	1997:	144).

As	Derek	Edwards	points	out,	the	DA	use	of	this	concept	is	quite	different
from	that	found	in	cognitive	psychology	in	which	‘script’	refers	to	a	more	or
less	fixed	mental	schema	which	people	learn	to	associate	with	certain



activities	or	settings	(e.g.	a	‘restaurant	script’	involving	a	series	of	roles	and
props;	see	Edwards,	1997:	143).

By	contrast,	in	DA,	a	script	is	a	way	of	invoking	the	routine	character	of
described	events	in	order	to	imply	that	they	are	features	of	some	(approved	or
disapproved)	general	pattern.	Through	this	device,	participants	assemble
descriptions	that	attend	to	matters	of	appropriateness,	responsibility	and
blame	and	‘build	a	picture	of	what	kind	of	person	the	actor	is	–	that	is,	his	or
her	personality,	disposition	or	mental	state’	(Edwards,	1997:	144).

Extract	11.7	below	shows	how	‘script’	is	used	as	a	participant’s	device.	It	is
an	extract	from	a	counselling	session	in	which	Mary	and	Jeff	are	talking	to	a
counsellor	about	their	marital	problems.

Extract	11.7	[Edwards,	1997:	142,	simplified	transcription]

1. Mary:I	went	out	Friday	night	(.)	and	Jeff	was	working	(.)	on	call	(.)	and
(.)	um	(2.2)	the

2. place	that	I	went	to	(.)	like	(.)	closed	at	half	past	twelve	and	I	got	home
about	one

3. o’clock

Edwards	draws	attention	to	Mary’s	mention	of	what	time	the	‘place’	she	went
to	closed.	Her	description	attends	to	her	earlier	account	of	an	argument	with
Jeff	about	the	time	that	she	had	arrived	home	and	the	fact	that	she	had	met	her
ex-lover	while	out	(data	not	shown).

Edwards	argues	that	Mary’s	simple	narrative	(the	‘place’	‘closed	at	half	past
twelve	and	I	got	home	about	one	o’clock’)	presents	what	happened	as	merely
a	routine	set	of	events	(a	‘script’)	in	which	nothing	extraordinary	or	morally
reprehensible	happened.	As	Edwards	puts	it,	through	scripting	what
happened,	Mary	diverts	attention	from	other	kinds	of	interpretations,	for
instance	that:

she	was	enjoying	herself	and	did	not	want	to	come	home,	let	alone	that
she	was	enjoying	the	attentions	of	men,	or	even	of	the	man	with	whom
she	had	had	the	affair.	Mary’s	getting	home	at	one	o’clock	(a.m.)	is
provided	as	part	of	a	narrative	sequence	of	going	somewhere	that
happened	to	close	at	12.30.	(1997:	142–3)

Mary	also	says:	‘I	went	out	Friday	night	(.)	and	Jeff	was	working’.	Note	how
this	part	of	Mary’s	description	allows	us	to	add	to	Edwards’s	account.	In	this
passage,	Mary	chooses	to	account	for	the	fact	that	she	went	out	without	Jeff.



We	are	now	to	hear	her	evening	out	not	as	some	wilful	action	of	a	woman
ignoring	her	partner	but	as	something	that	was	unavoidable	(‘scripted’)	and,
therefore,	morally	acceptable.	The	following	case	study	shows	how	a	man
attends	to	such	issues	of	moral	acceptability.

Even	if	you	are	unconvinced	by	the	argument	that	conversation	is	central	to
making	the	social	world	the	way	it	is,	there	is	still	a	strong	methodological
argument	which	suggests	that	audiotapes	of	naturally	occurring	talk	are	useful
data.	To	understand	why,	we	return	to	the	work	of	Harvey	Sacks.

Case	Study

Telling	a	Story	about	Sex
In	my	own	data,	taken	from	a	counselling	session	about	a	possible	HIV	test,	a	male	client	who
had	not	accompanied	his	girlfriend	on	holiday	also	attended	to	the	matter	of	his	(and	her)
accountability.	I	will	use	Edwards’s	concept	of	script	to	analyse	one	extract	from	this	data	(a
fuller	discussion,	addressed	in	terms	of	other,	related	concepts	is	to	be	found	in	Silverman,	1997:
78–84).
Extract	11.8	below	is	at	the	very	beginning	of	a	pre-test	counselling	interview	held	at	the	sexually
transmitted	disease	department	of	a	hospital	in	a	provincial	British	city.	When	asked	by	the
counsellor	(C)	about	why	he	wants	an	HIV	test,	this	male	patient	(P)	tells	a	story	about	what
happened	on	his	girlfriend’s	holiday	(I	have	disguised	the	country	concerned):

Extract	11.8	[Silverman,	1997:	78–9]
1.C:	righty	ho	(0.2)	could	you	tell	us	(.)	why	you’ve	come	for	an	HIV	test	today=

2.P:	=well	basically	(.)	because	I’m:	worried	that	I	might	have	AIDS	(0.2)	er:	(0.2)
3.when	my	girlfriend	(.)	like	she	was	on	holiday	in:	(.)	[X]	(0.2)	in	April	with	her

4.friend
5.C:	mm	hm

6.P:I	didn’t	go	because	I	was	busy	(1.0)	er::	(0.6)	she	came	back	but	she	was	away
7.for	three	weeks	she	came	back	(0.6)	er:	April	(	)	May	(.)	April	(.)	May	June	July

8.August	September	October	November	(0.8)	and	it’s	now	November	she’s	just
9.told	me	(.)	that	she	had	sex	with	(.)	a	[Xian]	when	she	was	out	there	well	not

10.actually	had	sex	with	but	this	she	said	that	this	guy	(0.2)	this	is	what	she	told	me
11.this	guy	had	(.)	forced	herself	(.)	hisself	upon	her	you	know	(0.6)	er::

As	with	Edwards’s	extract,	the	matter	of	who	goes	away	from	home	with	whom	is	made
accountable	here.	‘With	her	friend’	(lines	3–4)	tells	us	that	his	‘girlfriend’	had	not	gone	away	on
her	own,	where	going	away	on	your	own	may	be	heard	as	implying	a	problem	with	a	relationship.
‘Her	friend’	does	not	tell	us	the	gender	of	the	‘friend’.	However,	we	know	that,	if	that	gender	had
been	male,	it	would	have	massive	implications	for	the	story	that	is	being	told	and,	therefore,	P
would	have	been	obliged	to	tell	us.	Given	that	he	doesn’t,	we	must	assume	that	‘her	friend’	is
‘female’.	Moreover,	we	can	also	assume,	for	the	same	reason,	that	it	is	not	a	sexual	relationship.
But	P	also	leaves	a	question	hanging	about	why	he	had	not	accompanied	his	girlfriend	given	that
‘going	on	holiday	together’	can	be	heard	as	a	script	appropriate	to	the	relationship
girlfriend/boyfriend.

‘I	didn’t	go	because	I	was	busy’	(line	6)	attends	to	this	question,	Here	P	shows	that	he	analyses



these	inferences	in	exactly	this	way.	First,	he	underlines	what	we	had	implied	in	his	original
description:	‘I	didn’t	go’.	Second,	he	shows	that	this	‘not	going’	is	accountable	and	provides	its
warrant:	‘because	I	was	busy’.	Just	as	Mary	accounts	for	her	husband’s	absence	because	‘Jeff	was
working’,	so	P	makes	accountable	that	he	did	not	accompany	his	girlfriend	on	her	holiday.	In	both
cases,	we	have	accounts	which	invoke	the	routine	character	of	described	events	and,	thereby,
function	to	constitute	the	accounts	as	scripts	which	describe	some	morally	acceptable	‘business	as
usual’.
Further	script-like	elements	in	P’s	account	can	be	seen	in	the	way	he	begins	his	answer	to	C’s
question.	Note	how	being	‘worried’	about	‘AIDS’	(line	2)	is	appropriate	to	the	implied	category
‘patient’	who,	in	C’s	words,	has	‘come	for	an	HIV	test	today’.	When	produced	as	scripts,
descriptions	construct	a	profoundly	moral	universe	of	‘reasonable’	activities	conducted	and
perceived	by	‘reasonable’	people.	So,	for	instance,	coming	today	for	an	HIV	test	is	not	only	an
‘appropriate’	activity	if	you	are	‘worried’,	but	also	sensible	and	reasonable,	serving	to	protect
yourself	(against	further	‘worry’)	and	the	community	(because	it	shows	you	are	aware	of	the
dangers	of	receiving	and	transmitting	the	virus).
However,	P’s	account	also	provides	a	description	of	events	that	may	be	heard	in	terms	of	another
script.	‘She	was	on	holiday’	(line	3)	conjures	up	the	category	‘holidaymaker’	which	can	be	heard
to	imply	innocent	enjoyment	but	may	also	be	associated	with	other	activities	(e.g.	holiday
‘romances’,	holiday	‘flings’).	Because	we	know	that	holidays	may	be	a	time	when	moral
inhibitions	may	be	temporarily	lifted,	the	upcoming	description	of	potentially	‘promiscuous’
behaviour	is	potentially	downgraded	or	at	least	made	comprehensible.

‘She’s	just	told	me	(.)	that	she	had	sex	with	(.)	a	[Xian]	when	she	was	out	there’	(line	9)	consists
of	a	series	of	highly	implicative	descriptions	of	activities.	Having	‘sex’	with	a	third	party	implies
‘being	unfaithful’.	Although	the	earlier	description	‘on	holiday’	(confirmed	by	the	place-locater
‘when	she	was	out	there’)	may	make	this	description	understandable,	it	may	not	make	it
excusable.	As	we	shall	see,	P	engages	in	considerable	interpretive	work	to	preserve	the	moral
status	of	P’s	girlfriend	in	a	way	that	does	not	threaten	his	own	status	as	a	‘reasonable’	person.
‘Well	not	actually	had	sex	with’	(lines	9–10):	here	the	damaging	description	‘having	sex	(with	a
third	party)’	is	immediately	repaired	by	B.	Thus	we	have	to	suspend	the	implied	category
‘unfaithful	girlfriend’.

But	this	repaired	description	is	ambiguous.	For	instance,	are	we	to	hear	‘not	actually	sex’	as	a
physical	or	social	description	of	the	activity?
‘She	said	that	this	guy	(0.2)	this	is	what	she	told	me	this	guy	had	(.)	forced	herself	(.)	hisself	upon
her	you	know’	(lines	10–11).	It	is	clear	from	his	next	utterance	that	P	is	attending	to	this
ambiguity	as	something	in	need	of	further	explication.	If	‘he	forced	…	hisself	upon	her’,	then	we
are	given	a	description	which	implies	the	categories	rapist/victim	where	‘victim’	implies	the
activity	of	not	giving	consent.

So	P	re-works	his	original	category	‘having	sex’,	with	its	damaging	implications,	by	positing	the
absence	of	consent	and	thus	a	withdrawal	of	the	warrant	of	the	charge	‘unfaithful	girlfriend’	and	a
return	to	a	description	of	the	events	as	scripted.
However,	there	is	a	further	nice	feature	embedded	in	P’s	description.	It	arises	in	its	preface:	‘she
said	that	this	guy	(0.2)	this	is	what	she	told	me’.	P’s	story	of	these	events	is	thus	doubly
embedded	(both	in	‘she	said’	and	in	‘this	is	what	she	told	me’).	How	does	‘this	is	what	she	told
me’	serve	to	repair	‘she	said’?

We	can	unpick	the	nature	of	this	repair	by	recognising	that	when	somebody	offers	an	account	the
upshot	of	which	puts	them	in	an	unfavourable	light,	we	may	suspect	that	they	have	organised
their	description	in	order	to	put	themselves	in	a	more	favourable	light.	So,	if	P	had	simply
reported	what	his	‘girlfriend’	had	said	about	this	incident,	then,	although	he	would	be	implying
that	he	was	a	‘trusting	partner’,	he	could	be	seen	as	‘too	trusting’,	that	is	as	a	dope.
Now	we	see	that	‘this	is	what	she	told	me’	makes	him	into	an	astute	witness	by	drawing	attention
to	the	potential	credibility	problem	about	his	girlfriend’s	account	–	just,	as	in	Extract	11.6,	Salman
Rushdie’s	observation	‘they	would,	wouldn’t	they’	functions	to	minimise	the	credibility	of	a



reported	statement.	However,	note	that,	unlike	this	comment,	P	is	not	directly	stating	that	his
girlfriend	is	to	be	disbelieved.	Rather	her	story	is	offered	just	as	that	–	as	her	story	without
implying	that	P	knows	it	to	be	true	or	false.

The	beauty	of	P’s	repair	into	‘this	is	what	she	told	me’	is	that	it	puts	him	in	a	favourable	light	(as
an	astute	observer),	while	not	making	a	direct	charge	against	his	girlfriend’s	veracity	(an	activity
which	would	allow	us	to	see	him	as	a	‘disloyal	partner’).	This	allows	a	hearer	of	his	story	to
believe	or	disbelieve	his	girlfriend’s	account	and	allows	him	to	go	along	with	either	conclusion.
P’s	elegantly	crafted	story	leaves	it	up	to	the	hearer	to	decide	which	script	best	describes	these
‘events’.	Is	this	the	story	of	an	unfaithful	girlfriend	or	of	someone	who	has	been	shamefully
assaulted?	However	we	decide,	P	fits	into	the	script	of	a	‘loyal	partner’	and	so	is	in	the	clear.

Exercise	11.2
Lindsay	Prior	studied	the	ways	in	which	people	who	work	in	and	use	a	cancer	genetics	clinic	in
the	UK	talk	about	the	‘gene	for	cancer’.	His	first	source	of	talk	(Prior,	2007)	relates	to	clinic
consultations	between	cancer	genetics	specialists	(CG)	and	patients	of	the	cancer	genetics	service.
The	following	talk	was	directed	to	a	male	patient	at	risk	of	colorectal	cancer.

EXTRACT	11.9	(Prior,	2007:	990)
237.CG3:[So]	the	correct	building	block	doesn’t	follow.	So	then,	sort	quality

238.control	comes	along	and	looks	at	this	protein	and	says,	‘you’ve
239.made	a	terrible	mess	up	here’	and	it	destroys	it.

The	second	type	of	talk	arises	from	exchanges	between	laboratory	scientists	(LS)	and	a	social
scientist	concerning	the	identification	of	genetic	mutations	in	the	laboratory.	In	the	following
extract,	LS	is	talking	about	a	slide:
Extract	11.10	(Prior,	2007:	992)

320.LS3:This	one	here	which	is	14.	She	[the	image	of	the	mutation	in	a	patient’s
321.DNA]	is	faint.	The	reason	that	she	is	faint	is	that	she	[the	patient]	is

322.dead,	and	we	have	extracted	DNA	from	a	paraffin	block.	So	it’s	less	high
323.quality.	And	she	does	work	eventually	if	you	change	the	PCR	conditions

324.and	things.	And	then	she	is	beautiful.	We	do	have	to	go	back	and	do
325.her	on	her	own.	Always	fails;	[Mary].	[Mary]	fails	all	the	time.

326.We	do	them	[the	gels]	in	blocks	of	30.	And	this	I	will	have	to	do	again
327.because	I	didn’t	run	it	long	enough

Using	the	DA	concepts	of	‘stake’	and	‘script’	how	can	you	analyse	these	two	extracts?	In
what	ways	are	they	organised	differently	or	similarly?
How	far	does	it	matter	that	these	two	extracts	do	not	show	any	response	by	a	hearer?

11.2	Why	work	with	tapes?

the	kind	of	phenomena	I	deal	with	are	always	transcriptions	of	actual
occurrences	in	their	actual	sequence.	(Sacks,	1984:	25)

Sacks	stresses	that	one	should	work	with	‘actual	occurrences’	of	talk.	Isn’t



this	what	ethnographers	do?

Not	entirely.	Ethnographers	depend	upon	their	field	notes	or	recollections	of
conversations.	Certainly,	depending	on	our	memory,	we	can	usually
summarise	what	different	people	said.	But	it	is	simply	impossible	to
remember	(or	even	to	note	at	the	time)	such	matters	as	pauses,	overlaps,	in-
breaths	and	the	like.

Now	whether	you	think	these	kinds	of	things	are	important	will	depend
upon	what	you	can	show	with	or	without	them.	Indeed,	you	may	not
even	be	convinced	that	conversation	itself	is	a	particularly	interesting
topic.	But,	at	least	by	studying	tapes	of	conversations,	you	are	able	to
focus	on	the	‘actual	details’	of	one	aspect	of	social	life.	As	Sacks	put	it:
My	research	is	about	conversation	only	in	this	incidental	way,	that	we
can	get	the	actual	happenings	of	on	tape	and	transcribe	them	more	or
less,	and	therefore	have	something	to	begin	with.	If	you	can’t	deal	with
the	actual	detail	of	actual	events	then	you	can’t	have	a	science	of	social
life.	(1992:	II,	26)

Tapes	and	transcripts	also	offer	more	than	just	‘something	to	begin	with’.
They	have	three	clear	advantages	compared	with	other	kinds	of	qualitative
data:

1.	 Tapes	are	a	public	record.
2.	 Tapes	can	be	replayed	and	transcripts	improved.
3.	 Tapes	preserve	sequences	of	talk.

Detailed	transcripts	allow	you	to	inspect	sequences	of	utterances	without
being	limited	to	the	extracts	chosen	by	the	first	researcher.	For	it	is	within
these	sequences,	rather	than	in	single	turns	of	talk,	that	we	make	sense	of
conversation.	In	this	way,	tapes	and	transcripts	preserve	sequences	of	talk.	As
Sacks	points	out,	‘having	available	for	any	given	utterance	other	utterances
around	it,	is	extremely	important	for	determining	what	was	said.	If	you	have
available	only	the	snatch	of	talk	that	you’re	now	transcribing,	you’re	in	tough
shape	for	determining	what	it	is’	(1992,	I:	729).

There	remains	the	potential	charge	that	data	based	mainly	on	audio	recordings
are	incomplete.	We	see	Sacks’s	response	to	this	issue	when	a	student	on	his
lecture	course	asked	a	question	about	‘leaving	out	things	like	facial
expressions’	from	his	analysis	(II:	26).	Sacks	at	once	conceded	that	‘it	would
be	great	to	study	them	[such	things].	It’s	an	absence.’	Nonetheless,	he
constructs	a	two-part	defence	of	his	data.



First,	the	idea	of	‘completeness’	may	itself	be	an	illusion.	Surely,	there	cannot
be	totally	‘complete’	data	any	more	than	there	can	be	a	‘perfect’	transcript?
Second,	Sacks	recognised	some	of	the	undoubted	technical	problems	involved
in	camera	positioning	and	the	like	if	you	were	to	use	videos	(II:	26–7).	These
are	the	very	issues	that	have	been	addressed,	if	not	resolved,	by	more	recent
work	based	on	video-recorded	data	(see	Heath	et	al.,	2010;	Heath,	2011).	I
will	return	to	this	work	in	Chapter	12.

However,	as	always	in	science,	everything	will	depend	on	what	you	are	trying
to	do	and	where	it	seems	that	you	may	be	able	to	make	progress.	As	Sacks	put
it,	‘one	gets	started	where	you	can	maybe	get	somewhere’	(1992,	I:	26).
Getting	started,	in	Sacks’s	sense,	means	repeated,	careful	listening	to	your
tapes.	As	you	listen,	you	build	an	improving	version	of	a	transcript.	In	Section
11.3	below,	I	discuss	why	you	need	to	transcribe	your	tapes	and	what	you
need	to	put	into	your	transcripts.

Tip



Working	with	a	cassette	tape	can	be	very	slow.	For	instance,	it	takes	a	long	time	to	find	two
segments	of	a	tape	that	are	several	minutes	apart.	Using	digital	sound,	the	recording	can	be
made	with	PC	software	and	turned	into	a	file	that	can	be	listened	to,	edited	and	emailed
between	researchers.	Hepburn	and	Potter	(2004:	186)	recommend	the	use	of	CoolEdit	(from
www.syntrillium.com)	for	sound	recording,	manipulation	and	transcription.

11.3	Transcribing	audiotapes
As	already	noted,	even	if	some	people	are	able	to	remember	conversations
better	than	others,	we	are	unlikely	to	be	able	to	recall	such	potentially	crucial
details	as	pauses	and	overlaps.	Indeed,	even	with	a	tape	recording,

http://www.syntrillium.com


transcribers	may	‘tidy	up’	the	‘messy’	features	of	natural	conversation	such	as
length	of	pauses	or	overlapping	or	aborted	utterances.

Features	like	pauses	matter	to	all	of	us,	not	just	to	analysts	of	conversations.
Indeed,	they	are	one	basis	on	which,	as	Sacks	(1992)	has	pointed	out,	reading
somebody	else’s	mind,	far	from	being	some	paranoid	delusion,	is	both	routine
and	necessary	in	everyday	life.	Look	at	Extract	11.11	below.

Extract	11.11	[Levinson,	1983:	320,	simplified]

1.	C: So	I	was	wondering	would	you	be	in	your	office	on	Monday	by	any
chance?

2.  (2.0)

3.	C: Probably	not

The	numbers	in	brackets	on	line	2	indicate	a	two-second	pause.	The	presence
of	this	pause	gives	us	a	clue	to	how	C	can	guess	that	the	person	he	is
questioning	might	indeed	not	be	in	his	office	on	Monday	(line	3).	This	is
because	when	there	is	a	pause	when	it	is	someone’s	turn	to	speak,	we	can
generally	assume	the	pause	will	foreshadow	some	difficulty.	Hence	C	is	able
to	read	the	pause	as	indicating	that	the	other	person	is	unlikely	to	be	in	his
office	on	Monday	and	say	‘Probably	not’	in	line	3.

Now	consider	Extract	11.12	below.	This	is	taken	from	an	interview	between	a
health	adviser	(H)	and	a	patient	who	has	requested	an	HIV	test.	H	is	offering	a
piece	of	advice	about	condom	use	and	her	patient	is	a	young	woman	who	has
just	left	school.

Extract	11.12	[Silverman,	1997:	6.3]

1.H:  it’s	important	that	you	tell	them	to	(0.3)	use	a	condom	(0.8)	or	to
practise

2.   safe	sex	that’s	what	using	a	condom	means.

3.   (1.5)

4.H:  okay?

In	line	4,	H	asks	‘okay?’	which	may	be	heard	as	a	request	for	the	patient	to
indicate	that	she	has	understood	(or	at	least	heard)	H’s	advice	about	condom
use.	As	with	Extract	11.11,	we	can	see	that	a	pause	in	a	space	where	a	speaker
might	have	taken	a	turn	at	talk	(here	at	line	3)	has	indicated	some	difficulty	to
the	previous	speaker.

Indeed,	it	is	likely	that	H	heard	an	earlier	difficulty.	Note	that	in	line	1	there	is
a	pause	of	0.8	seconds.	It	is	not	unreasonable	to	assume	that	since	the	patient
has	not	used	this	space	to	indicate	some	understanding	of	what	H	has	just	said



(for	instance,	by	saying	‘mm’),	H’s	explanation	of	what	‘using	a	condom
means’	(lines	1–2)	is	given	precisely	in	(what	turns	out	to	be)	an	unsuccessful
attempt	to	overcome	this	difficulty.

At	this	point	you	may	be	wondering	how	these	transcripts	can	give	such
precise	lengths	of	pauses.	In	fact,	you	do	not	need	any	advanced	technology
for	this.	Although	transcribers	may	use	complicated	timing	devices,	many
others	get	into	the	habit	of	using	any	four-syllable	word	which	takes	about	a
second	to	say.	If	you	then	say	this	word	during	a	pause,	you	can	roughly	count
each	syllable	as	indicating	a	pause	of	one-quarter	of	a	second.

However,	pauses	are	not	the	only	features	that	you	may	need	to	record.	In	the
Appendix,	I	provide	a	simplified	set	of	transcription	symbols.	Conversation
analysis’s	concern	with	the	sequential	organisation	of	talk	means	that	it	needs
precise	transcriptions	of	such	(common-sensically)	trivial	matters	as
overlapping	talk	and	length	of	pauses.	Close,	repeated	listening	to	recordings
often	reveals	previously	unnoted	recurring	features	of	the	organisation	of	talk.
Such	listening	can	most	fruitfully	be	done	in	group	data	sessions.	As
described	by	Paul	ten	Have,	work	in	such	groups	usually	begins	by	listening
to	an	extract	from	a	tape	with	a	draft	transcript	and	agreeing	upon
improvements	to	the	transcript.	Then:

the	participants	are	invited	to	proffer	some	observations	on	the	data,	to
select	an	episode	which	they	find	‘interesting’	for	whatever	reason,	and
formulate	their	understanding	or	puzzlement,	regarding	that	episode.
Then	anyone	can	come	in	to	react	to	these	remarks,	offering	alternatives,
raising	doubts,	or	whatever.	(ten	Have,	1998:	124)

However,	as	ten	Have	makes	clear,	such	group	data	sessions	should	be	rather
more	than	an	anarchic	free	for	all:

participants	are,	on	the	one	hand,	free	to	bring	in	anything	they	like,	but,
on	the	other	hand,	required	to	ground	their	observations	in	the	data	at
hand,	although	they	may	also	support	them	with	reference	to	their	own
data-based	findings	or	those	published	in	the	literature.	(1998:	124)

However,	without	a	way	of	defining	a	research	problem,	even	detailed
transcription	can	be	merely	an	empty	technique.	Thus	we	need	to	ask:	what
sort	of	features	are	we	searching	for	in	our	transcripts	and	what	approach	lies
behind	this	search?



It	should	not	be	assumed	that	the	preparation	of	transcripts	is	simply	a
technical	detail	prior	to	the	main	business	of	the	analysis.	As	Atkinson	and
Heritage	(1984)	point	out,	the	production	and	use	of	transcripts	are	essentially
‘research	activities’.	They	involve	close,	repeated	listenings	to	recordings
which	often	reveal	previously	unnoted	recurring	features	of	the	organisation
of	talk.	The	convenience	of	transcripts	for	presentational	purposes	is	no	more
than	an	added	bonus.

As	an	example,	the	reader	might	examine	Extract	11.13	below,	based	on	the
transcribing	conventions	listed	in	the	Appendix,	which	report	such	features	as
overlapping	talk	and	verbal	stress	as	well	as	pauses	(in	parts	of	a	second):

Extract	11.13	[Her:	0II:	2:	4:	ST]

(S’s	wife	has	just	slipped	a	disc.)

1.H:	And	we	were	wondering	if	there’s	anything	we	can	do	to	help

2.S:	[Well	’at’s

3.H:	[I	mean	can	we	do	any	shopping	for	her	or	something	like	tha:t?

4.(0.7)

5.S:	Well	that’s	most	ki:nd	Heatherton	.hhh	At	the	moment

6.no:because	we’ve	still	got	two	bo:	ys	at	home

In	Extract	11.13,	we	see	S	refusing	an	offer	made	by	H.	Heritage	shows	how
S’s	refusal	(lines	5–6)	of	H’s	offer	displays	three	interesting	features.	First,
when	S	does	not	take	an	early	opportunity	to	accept	H’s	offer	(after	‘anything
we	can	do	to	help’,	line	1),	H	proceeds	to	revise	it.	Second,	S	delays	his
refusal	via	the	pause	in	the	slot	for	his	turn	at	line	4.	Third,	he	justifies	it	by
invoking	a	contingency	about	which	H	could	not	be	expected	to	know.

Why	should	S	and	H	bother	with	these	complexities?	The	answer	lies	in	the
way	in	which	they	end	up	by	producing	an	account	which	blames	nobody.	In
an	early	work,	Goffman	(1959)	similarly	suggested	that	a	persistent
consideration	of	interactants	is	to	protect	one	another’s	public	self-esteem,	or
‘face’.	In	doing	whatever	people	are	doing,	they	take	into	consideration	the
moral	standing	of	themselves	and	their	co-interactants	that	their	doings
project.	In	the	ordinary	course	of	events,	this	consideration	entails	the
protection	of	the	positive	moral	standing	of	the	self	and	of	others.

We	can	develop	Goffman’s	observation	by	noting	that	certain	actions	–
typically	actions	that	occur	in	response	to	other	actions,	such	as	invitations,
offers	or	assessments	–	can	be	marked	as	dispreferred:	that	is,	problematic	in
one	way	or	another.	Thus,	rejections	of	invitations	or	offers,	or	disagreements
in	response	to	assessments,	can	be	performed	in	such	a	way	that	encodes	their



problematic	status.	Conversely,	an	acceptance	of	an	invitation	or	offer,	or	an
agreement	with	an	assessment,	can	be	performed	in	a	way	that	does	not
exhibit	such	problematic	status.

Subsequent	research	has	identified	a	number	of	practices	through	which	the
dispreferred	status	of	an	action	can	be	marked.	According	to	Heritage	(1984:
265–80),	these	practices	include:

1.	 The	action	is	delayed	within	a	turn	or	across	a	sequence	of	turns.
2.	 The	action	is	commonly	prefaced	or	qualified	within	the	turn	in	which	it

occurs.
3.	 The	action	is	commonly	accomplished	in	mitigated	or	indirect	form.
4.	 The	action	is	commonly	accounted	for.

These	actions	together	constitute	what	has	been	called	preference
organisation.	But	note	that	the	concept	of	‘preference’,	when	used	in	this
sense,	does	not	refer	to	inner	experiences	of	the	actors	about	‘problems’	or	the
lack	of	them	involved	in	performing	certain	actions	(Levinson,	1983).
Furthermore,	the	distinction	between	preferred	and	dispreferred	actions	does
not	involve	an	a	priori	categorisation	of	actions	as	problematic	or	non-
problematic.	Rather,	the	distinction	between	‘preferred’	and	‘dispreferred’
action	format	involves	a	resource	for	the	interactants,	through	the	use	of
which	they	can	portray	their	actions	as	problematic,	or,	alternatively,	as	ones
that	do	not	involve	problems	in	the	interaction	at	hand.

We	can	see	how	conversationalists	can	prevent	problems	arising	if	we	return
to	Extract	11.14.

Extract	11.14	[Levinson,	1983:	320,	simplified]

C:	So	I	was	wondering	would	you	be	in	your	office	on	Monday	by	any
chance?

(2.0)

C:	Probably	not

C’s	question	(at	line	1)	is	one	of	those	kinds	of	questions	that	we	hear	as
likely	to	precede	some	other	kind	of	activity.	For	instance,	we	all	know	that,	if
somebody	asks	if	we	will	be	free	on	Saturday	night,	an	invitation	is	in	the
offing.	Here	we	can	guess	that	if	C	had	got	a	positive	reply,	he	would	then
have	gone	on	to	offer	a	request	or	an	invitation.

Why	should	speakers	proceed	in	this	indirect	way?	The	answer	is	to	do	with
what	Goffman	called	‘face’	and	what	we	have	called	‘preference
organisation’.	By	asking	a	question	about	someone’s	whereabouts	or	plans,
speakers	avoid	others	having	to	engage	in	the	‘dispreferred’	act	of	turning-



down-an-invitation.	If	we	reply	that	we	are	busy,	the	invitation	need	never	be
offered.	The	prior	question	thus	helps	both	parties:	the	recipient	is	not	put	in
the	position	of	having	to	turn	down	an	invitation	and,	if	the	question	elicits
negative	information	or	a	meaningful	pause	(as	in	Extract	11.14),	the
questioner	is	saved	from	losing	face	by	being	able	to	avoid	offering	an
invitation	doomed	to	be	declined.

Tip

Peräkylä	(2004b:	169)	notes	that	when	transcribing	your	‘ear’	develops	through	experience
as	you	gradually	hear	things	that	were	originally	inaudible	and	learn	how	to	time	overlapping



talk,	etc.	He	suggests	that	it	helps	to	have	another	person	check	your	transcription.	Not	only
will	that	lead	to	a	more	reliable	transcript,	but	it	will	help	you	to	hear	things	that	you	did	not
hear	at	first.

Exercise	11.3
This	is	a	task	designed	to	help	you	familiarise	yourself	with	the	transcription	conventions	used	in
conversation	analysis.	As	a	consequence,	you	should	start	to	understand	the	logic	of	transcribing
this	way	and	be	able	to	ask	questions	about	how	the	speakers	are	organising	their	talk.

You	are	asked	to	tape-record	no	more	than	five	minutes	of	talk	in	the	public	domain.	One
possibility	is	a	radio	call-in	programme.	Avoid	using	scripted,	drama	productions	as	these	may
not	contain	recurrent	features	of	natural	interaction	(such	as	overlap	or	repair).	Do	not	try	to
record	a	TV	extract	as	the	visual	material	will	complicate	both	transcription	and	analysis.	Now	go
through	the	following	steps:

1.	 Attempt	to	transcribe	your	tape	using	the	conventions	in	the	Appendix	to	this	book.	Try	to
allocate	turns	to	identified	speakers	where	possible	but	do	not	worry	if	you	cannot	identify
a	particular	speaker	(put	‘?’	at	the	start	of	a	line	in	such	cases).

2.	 Encourage	a	friend	to	attempt	the	same	task	independently	of	you.	Now	compare
transcripts	and	listen	to	the	tape	recording	again	to	improve	your	transcript.

3.	 Using	this	chapter	as	a	guide,	attempt	to	identify	in	your	transcript	any	features	in	the
organisation	of	the	talk	(e.g.	adjacency	pairs,	preference	organisation,	institutional	talk).

Tip



The	level	of	detail	you	need	in	your	transcripts	will	depend	upon	your	research	problem	and
your	preferred	analytical	approach.	Practical	issues,	such	as	time	and	resources,	are	also
relevant:	you	may	only	be	able	to	transcribe	in	detail	certain	parts	of	your	data.	The	main
thing	is	that	you	‘consider	carefully	the	reasons	for	(your)	style	of	transcription	and	be
explicit	about	(your)	rationale	for	the	format	adopted’	(Noaks	and	Wincup,	2004:	130).

11.4	Why	talk	matters
Readers	new	to	this	kind	of	work	may	be	wondering	if	they	are	being
introduced	to	a	highly	technical	approach	with	little	if	any	relevance	to	the
real	world.	The	following	case	study	shows	why	features	like	preference



organisation	really	matter.

Kitzinger	uses	research	of	the	kind	mentioned	in	this	case	study	to	examine
criticisms	of	CA	for	having	‘too	narrow	and	restrictive	a	scope	for	politically
engaged	research	…	It	is	dismissed	as	jargon-ridden	and	impenetrable,	and
(despite	its	claims	to	fidelity	to	participants’	own	orientations)	as	divorced
from	speakers’	own	understandings	of	what	is	going	on	in	interactions’	(2007:
134).

She	goes	on	to	note	how	each	of	these	criticisms	is	rejected	by	her	students
who	use	CA	because	they	believe	that	it	gives	them	the	opportunity	to
understand	the	world	–	and,	through	understanding,	to	change	it	for	the	better.
Rose	Rickford,	an	undergraduate	student	at	York,	puts	it	like	this:

For	me	the	most	important	thing	about	CA	is	that	it’s	inherently	political.
It	politicizes	the	everyday.	It	completely	overturns	the	notion	that	politics
belongs	in	a	separate	space	–	that	it’s	something	you	do	when	you	vote,
or	go	on	a	demonstration,	or	write	a	letter	of	protest.	I	believe	that	by
changing	the	everyday	we	can	change	the	world.	For	me,	CA	is
fundamental	in	that.	Micro-interactions	are	not	tiny	insignificant	little
things	that	happen	underneath	the	big	umbrella	of	macro-structures.	The
macro-structure	is	–	in	part	–	something	we	create	through	our	moment-
by-moment	micro-interactions.	And	we	could	do	them	differently!
(Quoted	by	Kitzinger,	2007:	134)

Case	Study

So	What?
Date	rape	prevention	programmes	often	provide	‘assertiveness	training’	to	encourage	women	to
respond	to	unwanted	sex	through	a	direct	and	straightforward	‘no’.	However,	conversation
analysis	shows	that	refusals	are	complex	conversational	interactions,	incorporating	delays,
prefaces,	palliatives,	and	accounts.	In	focus	groups	run	by	Kitzinger	and	Frith,	‘although	young
women	do	not,	of	course,	use	the	term,	they	know	that	refusals	are	dispreferredconversational
actions’	(1999:	293);	that	is,	that	they	necessitate	a	great	deal	more	interactional	work	than	do,	for
example,	acceptances.	Their	young	women	display	sophisticated	knowledge	about	talk-in-
interaction	by	describing	feelings	akin	to	wrongness,	rudeness	or	foolishness	which	accompany
the	unvarnished	‘no’,	and	by	insisting	on	the	need	to	explain	and	justify	their	refusals.

Extract	11.15	(Kitzinger	and	Frith,	1999:	303)
Liz:	It	just	doesn’t	seem	right	to	say	no	when	you’re	up	there	in	the	situation.

Sara:	It’s	not	rude,	it’s	not	rude	–	it	sounds	awful	to	say	this,	doesn’t	it.
Liz:	I	know.

Sara:	It’s	not	rude,	but	it’s	the	same	sort	of	feeling.	It’s	like,	‘oh	my	god,	I	can’t	say	no	now,	can
I?’



Refusal	skills	training	often	ignores	and	overrides	these	with	its	simplistic	prescription	to	‘just	say
no’.	It	should	not	in	fact	be	necessary	for	a	woman	to	say	‘no’	in	order	for	her	to	be	understood	as
refusing	sex.	(1999:	293)

11.5	Conversation	analysis
CA	is	based	on	an	attempt	to	describe	people’s	methods	for	producing	orderly
social	interaction.	In	turn,	CA	emerged	out	of	Garfinkel’s	(1967)	programme
for	ethnomethodology	and	its	analysis	of	‘folk’	(ethno)	methods.	Sacks’s
MCD	analysis,	discussed	in	Section	10.5,	also	derives	from	this	programme.

11.5.1	Four	fundamental	assumptions
I	will	begin	by	summarising	Peräkylä’s	account	(2004b:	166–8)	of	four
fundamental	assumptions	of	CA:

1.	 Talk	is	action:	in	CA,	talk	is	understood	first	and	foremost	as	a	vehicle	of
human	action	e.g.	opening	and	closing	conversations,	making
assessments,	telling	stories	and	receiving	news.

2.	 Action	is	structurally	organised:	in	the	CA	view,	the	practical	actions	that
comprise	the	heart	of	social	life	are	thoroughly	structured	and	organised.
Single	acts	are	parts	of	larger,	structurally	organised	entities.	These
entities	can	be	called	sequences.	We	shall	examine	some	basic	sequences
in	Sections	11.5.2	and	11.5.3.

3.	 Talk	creates	and	maintains	intersubjective	reality:	CA	is	not	a	mechanical
approach.	For	instance,	rather	than	overlooking	‘meaning’	and
‘experience’,	CA	offers	a	tool	for	studying	them	in	a	rigorous	empirical
way.	In	CA	studies,	talk	and	interaction	are	examined	as	a	site	where
intersubjective	understanding	about	the	participants’	intentions	is	created
and	maintained.	Thereby,	CA	gives	access	to	the	construction	of
meaning	in	real	time.

4.	 Understanding	is	publicly	displayed:	CA	focuses	exclusively	on
meanings	and	understandings	that	are	made	public	through
conversational	action,	and	it	remains	‘agnostic’	regarding	people’s	intra-
psychological	experience	(Heritage,	1984).	The	most	fundamental	level
of	intersubjective	understanding	concerns	the	understanding	of	preceding
turn	displayed	by	the	current	speaker.	Just	as	any	turn	of	talk	is	produced
in	the	context	shaped	by	the	previous	turn,	it	also	displays	its	speaker’s
understanding	of	that	previous	turn	(Atkinson	and	Drew,	1979:	48).

It	is	important	to	understand	that	these	are	not	purely	theoretical	assumptions
but	are	strongly	linked	to	the	practicalities	of	how	we	do	research.	As
Heritage	puts	it:



Specifically,	analysis	is	strongly	‘data-driven’	–	developed	from
phenomena	which	are	in	various	ways	evidenced	in	the	data	of
interaction.	Correspondingly,	there	is	a	strong	bias	against	a	priori
speculation	about	the	orientations	and	motives	of	speakers	and	in	favour
of	detailed	examination	of	conversationalists’	actual	actions.	Thus	the
empirical	conduct	of	speakers	is	treated	as	the	central	resource	out	of
which	analysis	may	develop.	(1984:	243)

In	practice,	Heritage	adds,	this	means	that	it	must	be	demonstrated	that	the
regularities	described	‘are	produced	and	oriented	to	by	the	participants	as
normatively	oriented-to	grounds	for	inference	and	action’	(1984:	244).
Further,	deviant	cases,	in	which	such	regularities	are	absent.	must	be
identified	and	analysed.

For	reasons	of	space,	I	will	briefly	describe	just	three	features	of	talk	with
which	CA	is	concerned.	These	are:

1.	 turn-taking	and	repair
2.	 conversational	openings	and	‘adjacency	pairs’
3.	 how	‘institutional’	talk	builds	upon	(and	modifies)	the	structures	of

ordinary	conversation.

All	three	features	relate	to	what	Sacks	calls	‘sequencing	in	conversation’.

Tip



When	you	analyse	your	data,	always	try	to	understand	how	the	positioning	of	a	particular
utterance	or	action	relates	to	how	the	participants	make	sense	of	what	is	going	on.	This
means	that	you	should	try	to	avoid	analysing	single	turns	of	talk	in,	say,	an	interview	as
interviewees’	answers	are	always	related	to	what	interviewers	do.	For	examples	of	this,	refer
back	to	the	beginning	of	Chapter	7	in	which	Rapley	(2004)	discusses	interviewer–
interviewee	talk	and	Kitzinger’s	case	study	‘hearing	women’s	voices’	in	Section	8.3	in	which
she	discusses	how	‘coming	out’	in	terms	of	your	sexual	preference	is	related	to	available
‘interactional	slots’.

11.5.2	Turn-taking	and	repair
Turns	at	talk	have	three	aspects	(Sacks	et	al.,	1974).	They	involve:



How	a	speaker	makes	a	turn	relate	to	a	previous	turn	(e.g.	‘Yes’,	‘But’,
‘Uh	huh’).
What	the	turn	interactionally	accomplishes	(e.g.	an	invitation,	a	question,
an	answer).
How	the	turn	relates	to	a	succeeding	turn	(e.g.	by	a	question,	request,
summons).

Where	turn-taking	errors	and	violations	occur,	‘repair	mechanisms’	will	be
used.	For	instance,	where	more	than	one	party	is	speaking	at	a	time,	a	speaker
may	stop	speaking	before	a	normally	possible	completion	point	of	a	turn.
Again,	when	turn	transfer	does	not	occur	at	the	appropriate	place,	the	current
speaker	may	repair	the	failure	of	the	sequence	by	speaking	again.	Finally,
where	repairs	by	other	than	the	current	speaker	are	required	(for	instance,
because	another	party	has	been	misidentified),	the	next	speaker	typically
waits	until	the	completion	of	a	turn.	Thus	the	turn-taking	system’s	allocation
of	rights	to	a	turn	is	respected	even	when	a	repair	is	found	necessary.

There	are	three	consequences	of	this	which	are	worth	noting:

1.	 Needing	to	listen:	the	turn-taking	system	provides	an	‘intrinsic
motivation’	for	listening	to	all	utterances	in	a	conversation.	Interest	or
politeness	alone	is	not	sufficient	to	explain	such	attention.	Rather,	every
participant	must	listen	to	and	analyse	each	utterance	in	case	they	are
selected	as	next	speaker.

2.	 Understanding:	turn-taking	organisation	controls	some	of	the	ways	in
which	utterances	are	understood.	So,	for	instance,	it	allows	‘How	are
you?’,	as	a	first	turn,	to	be	usually	understood	not	as	an	enquiry	but	as	a
greeting.

3.	 Displaying	understanding:	when	someone	offers	the	‘appropriate’	form
of	reply	(e.g.	an	answer	to	a	question,	or	an	apology	to	a	complaint),	they
display	an	understanding	of	the	significance	of	the	first	utterance.	The
turn-taking	system	is	thus	the	means	whereby	actors	display	to	one
another	that	they	are	engaged	in	social	action	–	action	defined	by	Weber
as	involving	taking	account	of	others.

Thus	CA	is	an	empirically	oriented	research	activity,	grounded	in	a	basic
theory	of	social	action	and	generating	significant	implications	from	an
analysis	of	previously	unnoticed	interactional	forms.	As	the	next	section
shows,	one	such	unnoticed	form	is	the	structure	of	questions	and	answers.

11.5.3	Conversational	openings	and	adjacency-pairs
In	the	1960s,	the	American	sociologist	Emmanuel	Schegloff	studied	data



drawn	from	the	first	five	seconds	of	around	500	telephone	calls	to	and	from
an	American	police	station.	Schegloff	began	by	noting	that	the	basic	rule	for
two-party	conversation,	that	one	party	speaks	at	a	time	(i.e.	providing	for	a
sequence	a–b–a–b–a–b	where	a	and	b	are	the	parties),	‘does	not	provide	for
the	allocation	of	the	roles	“a”	and	“b”’	(1968:	350).	Telephone	calls	offer
interesting	data	in	this	regard	because	non-verbal	forms	of	communication	–
apart	from	the	telephone	bell	–	are	absent.	Somehow,	despite	the	absence	of
visual	cues,	speakers	manage	an	orderly	sequence	in	which	both	parties	know
when	to	speak.	How?

Schegloff	suggests:	‘A	first	rule	of	telephone	conversations	which	might	be
called	“a	distribution	rule	for	first	utterances”	is:	the	answerer	speaks	first’
(1968:	351,	original	emphasis).

In	order	to	see	the	force	of	the	‘distribution	rule’,	consider	the	confusion	that
occurs	when	a	call	is	made	and	the	phone	is	picked	up,	but	nothing	is	said	by
the	receiver	of	the	call.	Schegloff	cites	an	anecdote	by	a	women	who	adopted
this	strategy	of	silence	after	she	began	receiving	obscene	telephone	calls.	Her
friends	were	constantly	irritated	by	this	practice,	thus	indicating	the	force	of
the	rule	‘the	answerer	speaks	first’.	Moreover,	her	tactic	was	successful:
‘however	obscene	her	caller	might	be,	he	would	not	talk	until	she	had	said
“hello”,	thereby	obeying	the	requirements	of	the	distribution	rule’	(1968:
355).

Although	answerers	are	expected	to	speak	first,	it	is	callers	who	are	expected
to	provide	the	first	topic.	Answerers,	after	all,	do	not	normally	know	who	is
making	the	call,	whereas	callers	can	usually	identify	answerers	and	answerers
will	assume	that	callers	have	initiated	a	call	in	order	to	raise	a	topic	–	hence
the	embarrassment	we	feel	when	somebody	we	have	neglected	to	call	calls	us
instead.	Here	we	may	convert	ourselves	from	answerers	to	hypothetical
callers	by	using	some	formula	like:	‘Oh,	I’d	been	trying	to	reach	you.’	Having
reallocated	our	roles,	we	are	now	free	to	introduce	the	first	topic.

On	examining	his	material	further,	Schegloff	discovered	only	one	case	(out	of
500)	which	did	not	fit	the	rule:	answerer	speaks	first.	He	concluded	that	the
person	who	responds	to	a	telephone	bell	is	not	really	answering	a	question,
but	responding	to	a	summons.	A	summons	is	any	attention-getting	device	(a
telephone	bell,	a	term	of	address	–	John?	–	or	a	gesture,	like	a	tap	on	the
shoulder	or	raising	your	hand).	A	summons	tends	to	produce	answers.
Schegloff	suggests	that	summons–answer	(SA)	sequences	have	the	following
features	which	they	share	with	a	number	of	other	linked	turns	(e.g.	questions–
answers,	greetings)	classed	as	adjacency	pairs:

1.	 Non-terminality:They	are	preambles	to	some	further	activity;	they



cannot	properly	stand	as	final	exchanges.	Consequently,	the	summoner	is
obliged	to	talk	again	when	the	summoned	completes	the	SA	sequence.

2.	 Conditional	relevance:Further	interaction	is	conditional	upon	the
successful	completion	of	the	SA	sequence.

3.	 Obligation	to	answer:Answers	to	a	summons	have	the	character	of
questions	(e.g.	‘What?’,	‘Yes’,	‘Hello’).	This	means	that,	as	in	question–
answer	(QA)	sequences,	the	summoner	must	produce	the	answer	to	the
question	(s)he	has	elicited.	Furthermore,	the	person	who	has	asked	the
question	is	obliged	to	listen	to	the	answer	(s)he	has	obligated	the	other	to
produce.	Each	subsequent	nod	or	‘uh	huh’	recommits	the	speaker	to
attend	to	the	utterances	that	follows.	Through	this	‘chaining’	of	questions
and	answers:	‘provision	is	made	by	an	SA	sequence	not	only	for	the
coordinated	entry	in	a	conversation	but	also	for	its	continued
orderliness’.	(1968:	378–9)

Schegloff	was	now	able	to	explain	his	deviant	case	as	follows:	summons
(phone	rings)	–	no	answer;	further	summons	(caller	says	‘Hello’).	The	normal
form	of	a	phone	call	is:	summons	(phone	rings)	–	answer	(recipient	says
‘Hello’).	In	the	deviant	case,	the	absence	of	an	answer	is	treated	as	the
absence	of	a	reply	to	a	summons.	So	the	caller’s	use	of	‘Hello’	replaces	the
summons	of	the	telephone	bell.	The	failure	of	the	summoned	person	to	speak
first	is	heard	as	an	uncompleted	SA	sequence.	Consequently,	the	caller’s
speaking	first	makes	sense	within	the	‘conditional	relevance’	of	SA
sequences.

The	power	of	these	observations	is	suggested	by	two	examples.	The	first	is
mentioned	by	Cuff	and	Payne:	‘The	recipient	of	a	summons	feels	impelled	to
answer.	(We	note	that	in	Northern	Ireland,	persons	still	open	the	door	and	get
shot	–	despite	their	knowledge	that	such	things	happen.)’	(1979:	151).

The	second	example	arises	in	Schegloff’s	discussion	of	a	child’s	utterance:
‘You	know	what,	Mommy?’	(first	discussed	by	Sacks,	1974).	The	child’s
question	establishes	an	SA	sequence,	where	a	proper	answer	to	the	summons
(Mommy)	is	‘What?’	This	allows	the	child	to	say	what	it	wanted	to	at	the
start,	but	as	an	obligation	(because	questions	must	produce	answers).
Consequently,	this	utterance	is	a	powerful	way	in	which	children	enter	into
conversations	despite	their	usually	restricted	rights	to	speak.

Exercise	11.4
Examine	Extracts	11.16	and	11.17	below	(drawn	from	Atkinson	and	Drew,	1979:	52,	and
discussed	in	Heritage,	1984:	248–9).

Extract	11.16
1.A:Is	there	something	bothering	you	or	not?



2.(1.0)

3.A:Yes	or	no
4.(1.5)

5.A:Eh?
6.B:No.

Extract	11.17
Ch:Have	to	cut	the:se	Mummy.

(1.3)
Ch:Won’t	we	Mummy

(1.5)
Ch:Won’t	we

M:Yes

Why	does	Heritage	argue	that	these	extracts	demonstrate	that	‘questioners	attend	to	the	fact
that	their	questions	are	framed	within	normative	expectations	which	have	sequential
implications’	(1984:	249)?	Use	the	concept	of	‘adjacency	pairs’	in	your	answer.
What	are	the	consequences	of	the	child	(in	Extract	11.17)	naming	the	person	to	whom	the
child’s	utterance	is	addressed?	Why	might	children	often	engage	in	such	naming?	Use	the
concept	of	‘summons–answer’.

As	Heritage	points	out,	this	should	not	lead	us	to	an	over-mechanical	view	of	conversation:
‘conversation	is	not	an	endless	series	of	interlocking	adjacency	pairs	in	which	sharply	constrained
options	confront	the	next	speaker’	(1984:	261).
Instead,	the	phenomenon	of	adjacency	works	according	to	two	non-mechanistic	assumptions:

1.	 An	assumption	that	an	utterance	which	is	placed	immediately	after	another	one	is	to	be
understood	as	produced	in	response	to	or	in	relation	to	the	preceding	utterance.

2.	 This	means	that,	if	a	speaker	wishes	some	contribution	to	be	heard	as	unrelated	to	an
immediately	prior	utterance,	they	must	do	something	special	to	lift	Assumption	1	–	for
instance,	by	the	use	of	a	prefix	(like	‘by	the	way’)	designed	to	show	that	what	follows	is
unrelated	to	the	immediately	prior	turn	at	talk.

11.5.4	Institutional	talk
Contrary	to	some	critics	(e.g.	Goffman,	1981:	16–17),	who	accuse
conversation	analysts	of	depicting	a	mechanical	system,	CA	takes	very
seriously	the	contexts	of	interaction.	For	instance,	in	the	classic	statement	of
CA,	it	is	noted	very	early	on	that	‘conversation	is	always	“situated”	–	it
always	comes	out	of,	and	is	part	of,	some	real	sets	of	circumstances	of	its
participants’	(Sacks	et	al.,	1974:	699).

However,	although	such	matters	as	place,	time	and	the	identities	of	the
participants	are	undoubtedly	relevant	to	speakers,	we	are	reminded	that	we
must	be	cautious	about	how	we	invoke	them:	‘it	is	undesirable	to	have	to
know	or	characterize	such	situations	for	particular	conversations	in	order	to
investigate	them’	(1974:	699).



Two	decades	later,	this	position	was	clearly	laid	out	by	Maynard	and
Clayman:

Conversation	analysts	…	(are)	concerned	that	using	terms	such	as
‘doctor’s	office’,	‘courtroom’,	‘police	department’,	‘school	room’,	and
the	like,	to	characterise	settings	…	can	obscure	much	of	what	occurs
within	those	settings	…	For	this	reason,	conversation	analysts	rarely	rely
on	ethnographic	data	and	instead	examine	if	and	how	interactants
themselves	reveal	an	orientation	to	institutional	or	other	contexts.	(1991:
406–7)

As	already	noted,	talk	is	a	feature	of	both	‘formal’	and	‘informal’	interactions,
ranging	from	a	courtroom	to	a	casual	‘chat’.	In	a	courtroom,	for	instance,	who
can	speak	when	is	usually	clearly	defined	and,	unlike	casual	chatter,	one	can
be	ruled	to	be	speaking	‘out	of	order’	and	even	held	to	be	‘in	contempt	of
court’.

However,	it	is	dangerous	to	assume	that	just	because	talk	is	occurring	in	some
‘formal’	setting,	it	necessarily	has	a	different	structure	to	ordinary
conversation.	As	we	all	know,	people	still	chatter	in	the	course	of	doing	their
jobs	and	some	formal	move	may	be	needed	for	the	talk	to	take	on	a	formal	(or
institutional)	character,	for	instance	by	the	chair	of	a	meeting	calling	the
meeting	to	order.

In	any	event,	as	Sacks	et	al.	(1974)	suggest,	ordinary	conversation	always
provides	a	baseline	from	which	any	such	departures	are	organised	and
recognised.	This	means	that,	in	the	study	of	institutional	talk,	we	need
carefully	to	examine	how	the	structures	of	ordinary	conversation	‘become
specialised,	simplified,	reduced,	or	otherwise	structurally	adapted	for
institutional	purposes’	(Maynard	and	Clayman,	1991:	407).

I	will	use	research	on	the	organisation	of	TV	news	interviews	as	an	example
before	attempting	a	brief	summary	of	what	is	known	so	far	about	institutional
talk.

Basic	features	of	institutional	talk
Drew	and	Heritage	(1992:	22–5)	distinguish	some	dimensions	according	to
which	we	can	analyse	institutional	talk	including	TV	news	interviews:

It	is	usually	goal	oriented	in	institutionally	relevant	ways;	thus	people
design	their	conduct	to	meet	various	institutional	tasks	or	functions,	e.g.



emergency	calls	to	the	police	need	to	be	rapidly	but	accurately
accomplished	(Zimmerman,	1992);	alternatively,	the	goals	of
interactions	can	be	ill-defined,	creating	a	need	for	the	participants	to
fashion	a	sense	of	what	the	interaction	will	be	about	(Peräkylä	and
Silverman,	1991;	Heritage	and	Sefi,	1992).
It	is	usually	shaped	by	certain	constraints,	e.g.	what	can	be	done	in	a
court	of	law	or	news	interview;	however,	in	other	situations,	like
counselling	or	doctor–patient	interaction,	participants	may	negotiate	or
ignore	such	constraints.
It	is	associated	with	particular	ways	of	reasoning	or	inference-making,
e.g.	meaning	of	not	giving	response	tokens	in	news	interviews;	hearing	a
charge	in	health-visitor–mother	(Heritage	and	Sefi,	1992)	or	doctor–
mother	(Silverman,	1987:	Chapter	10)	interactions.

The	issue	of	context
As	Drew	and	Heritage	have	pointed	out,	while	one	can	do	‘institutional	work’
on	a	home	telephone,	not	everything	said	at	work	is	specifically
‘institutional’:	‘Thus	the	institutionality	of	an	interaction	is	not	determined	by
its	setting.	Rather,	interaction	is	institutional	insofar	as	participants’
institutional	or	professional	identities	are	somehow	made	relevant	to	the	work
activities	in	which	they	are	engaged’	(1992:	3–4).	The	question	that	then
arises	is	how	we	demonstrate	what	is	‘relevant’.	Schegloff	(1992a)	has
suggested	that	this	is	a	basic	methodological	issue.	It	causes	two	problems
which	he	calls	‘relevance’	and	‘procedural	consequentiality’.	These	two
problems	are	set	out	below:

1.	 Relevance:	this	is	the	problem	of	‘showing	from	the	details	of	the	talk	or
other	conduct	in	the	materials	that	we	are	analyzing	that	those	aspects	of
the	scene	are	what	the	parties	are	oriented	to’	(Schegloff,	1992a:	110).
The	problem	arises	because,	as	we	saw	in	Chapter	5,	Sacks	reveals	how
people	can	describe	themselves	and	others	in	multiple	ways.	This
problem,	Schegloff	insists,	is	simply	disregarded	in	social	science
accounts	which	rely	on	statistical	correlations	to	‘demonstrate’	the
relevance	of	some	such	description.	Instead,	we	need	to	demonstrate	that
participants	are	currently	oriented	to	such	descriptions.

2.	 Procedural	consequentiality:	a	demonstration	that	our	descriptions	of
persons	and	settings	are	currently	relevant	for	participants	is	not	enough.
We	must	also	consider:

How	does	the	fact	that	the	talk	is	being	conducted	in	some	setting	(e.g.



‘the	hospital’)	issue	in	any	consequence	for	the	shape,	form,	trajectory,
content,	or	character	of	the	interaction	that	the	parties	conduct?	And
what	is	the	mechanism	by	which	the	context-so-understood	has
determinate	consequences	for	the	talk?	(1992a:	111)

Schegloff	gives	two	examples	relevant	to	such	‘procedural	consequentiality’.
First,	he	looks	at	how	a	particular	laboratory	study	sought	to	demonstrate
something	about	how	people	‘repair’	mistakes	in	talk.	He	shows	that,	in	this
study,	only	the	subject	was	allowed	to	talk.	Hence	many	features	which	arise
in	whether	such	repairs	should	be	done	by	self	or	other	(given	that	there	is	a
preference	for	self-repair)	were	unavailable.	Thus	it	will	not	do	to	characterise
the	context	as	a	‘laboratory	setting’	because	other	features	(only	one	person
talking)	can	be	shown	to	have	more	procedural	consequentiality.

Schegloff’s	second	example	is	taken	from	an	interview	between	George	Bush
and	Dan	Rather	in	the	1988	US	election	campaign.	The	interview	became
famous	because	of	the	apparent	‘row’	or	confrontation	between	the	two	men.
Schegloff	shows	that	such	features	were	noticeable	because	Bush	refused	to
co-operate	in	producing	a	central	feature	of	‘interviews’:	that	is,	that	they
consist	of	question–answer	sequences	where	one	party	asks	the	questions	and
the	other	holds	off	speaking	until	a	recognisable	question	has	been	posed
(Silverman,	1973).

The	implication	is	that	we	cannot	describe	what	went	on	as	occurring	in	the
context	of	an	‘interview’.	Instead,	interactions	only	become	(and	cease	to	be)
‘interviews’	through	the	co-operative	activity	of	the	participants.	As	Schegloff
shows,	this	may	make	some	of	the	claims	relating	gender	to	interruption
(Zimmerman	and	West,	1975)	somewhat	premature.

These	examples	show	that	the	issue	of	determining	context	is	not	a	once-and-
for-all	affair	because	parties	have	to	continue	to	work	at	co-producing	any
context.	Equally,	we	cannot	explain	people’s	behaviour	as	a	simple	‘response’
to	some	context	when	that	context	is	actively	constructed	(and	reconstructed).

This	means	that	we	should	not	assume	that	what	we	find	in	talk	is	necessarily
a	feature	of	the	institutional	setting	or	other	social	structural	element	that	our
intuitions	tell	us	is	relevant.	Since	‘not	everything	said	in	some	context	…	is
relevantly	oriented	to	that	context’	(Schegloff,	1991:	62),	we	must	not	risk
characterising	a	conversational	structure	possibly	found	across	a	range	of
contexts	as	institutionally	specific.

This	point	is	made	elegantly	in	the	Editors’	Introduction	to	a	collection	of
studies	of	‘institutional	talk’:



CA	researchers	cannot	take	‘context’	for	granted	nor	may	they	treat	it	as
determined	in	advance	and	independent	of	the	participants	own
activities.	Instead,	‘context’	and	identity	have	to	be	treated	as	inherently
locally	produced,	incrementally	developed	and,	by	extension,	as
transformable	at	any	moment.	Given	these	constraints,	analysts	who
wish	to	depict	the	distinctively	‘institutional’	character	of	some	stretch	of
talk	cannot	be	satisfied	with	showing	that	institutional	talk	exhibits
aggregates	and/or	distributions	of	actions	that	are	distinctive	from
ordinary	conversation.	They	must	rather	demonstrate	that	the	participants
constructed	their	conduct	over	its	course	–	turn	by	responsive	turn	–	so
as	progressively	to	constitute	…	the	occasion	of	their	talk,	together	with
their	own	social	roles	in	it,	as	having	some	distinctively	institutional
character.	(Drew	and	Heritage,	1992:	21)

However,	this	does	not	mean	that	such	work	treats	institutional	talk	as	a
closed	system	cut	off	from	the	wider	society.	By	contrast,	without	making	any
prior	assumptions	about	‘context’,	these	studies	are	able	to	examine	how
members	themselves	invoke	a	particular	context	for	their	talk.	As	we	have
seen,	Clayman	and	Greatbatch	show	how	TV	news	interviewers	produce	their
talk	as	‘neutral’	or	‘objective’,	thereby	displaying	their	attention	to	an
overhearing	audience’s	presumed	expectations.

Elsewhere,	I	have	argued	(Silverman,	1997:	34–5)	for	the	value	of	respecting
CA’s	assertion	that	one’s	initial	move	should	be	to	give	close	attention	to	how
participants	locally	produce	contexts	for	their	interaction.	By	beginning	with
this	question	of	‘how’,	we	can	then	fruitfully	move	on	to	‘why’	questions
about	the	institutional	and	cultural	constraints	to	which	the	parties
demonstrably	defer.	Such	constraints	reveal	the	functions	of	apparently
irrational	practices	and	help	us	to	understand	the	possibilities	and	limits	of
attempts	at	social	reform.

Case	Study

Tv	News	Interviews
Clayman	(1992)	characterises	TV	news	interviewing	as	a	site	for	much	caution	given	that	news
interviewers	are	supposed	to	be	neutral	or	objective.	How	is	this	achieved?
When	interviewers	(IVs)	come	onto	relatively	controversial	opinion	statements,	they	distance
themselves,	creating	what	Clayman	calls	a	different	‘footing’.	This	is	seen	in	Extract	11.18	below.

Extract	11.18	[Clayman	5]	(Meet	the	Press	12/8/85)
1.IV:Senator,	(0.5)	uh:	President	Reagan’s	elected	thirteen	months	ago:	an	enormous

2.landslide.



3.(0.8)

4.	IV:It	is	s::aid	that	his	programs	are	in	trouble
In	lines	1–2,	a	footing	is	constructed	whereby	IV	is	the	author	of	a	factual	statement.	However,	at
line	4,	the	footing	shifts	to	what	‘it	is	said’	–	hence,	here	IV	is	no	longer	the	author	and	the	item	is
marked	as	possibly	‘controversial’.

Footing	shifts	are	also	renewed	during	specific	‘controversial’	words	and	IVs	avoid	affiliating
with	or	disaffiliating	from	the	statements	they	report.	They	also	may	comment	on	the
authoritativeness	of	the	source	of	an	assertion	or	comment	on	the	range	of	persons	associated	with
it.
However,	the	achievement	of	‘neutrality’	is	a	locally	accomplished	and	co-operative	matter.	Thus
interviewees	(IEs)	‘ordinarily	refrain	from	treating	the	focal	assertion	as	expressing	the	IV’s
personal	opinion’	(1992:	180).	For	instance,	they	do	this	by	attributing	the	assertion	to	the	same
third	party.

As	Clayman	remarks,	this	is	unlike	ordinary	conversation,	where	it	seems	unlikely	that	speakers
are	expected	to	be	neutral.	As	he	says,	minimal	responses	to	such	things	as	invitations	or	advice
are	not	usually	taken	as	evidence	of	the	recipient’s	neutrality	but	are	hearable	as	constituting
actual	or	possible	rejection	(as	we	saw	in	Extract	11.11).
Like	Clayman,	Greatbatch	(1992)	notes	the	specific	ways	in	which	participants	produce	their	talk
as	‘news	interview’	talk.	He	shows	how	the	maintenance	of	IRs’	neutrality	ties	in	with	the	mutual
production	of	the	talk	as	aimed	at	an	overhearing	audience.	Both	parties	maintain	a	situation	in
which	it	is	not	problematic	that	IEs	properly	limit	themselves	to	responses	to	IR	questions,	while
IRs:

confine	themselves	to	asking	questions
avoid	a	range	of	responsive	activities	which	would	make	them	a	report-recipient	rather
than	just	a	report-elicitor	(e.g.	acknowledgment	tokens	like	mmm	hm,	uh	huh,	yes	and
news-receipt	objects	like	oh,	really,	did	you).	(1992:	269–70)

In	this	context,	‘neutrality’	is	not	the	only	feature	which	contrasts	with	talk	in	other	settings.
Greatbatch	shows	that	‘disagreements’	have	features	specific	to	news	interview	talk.	In	ordinary
conversation,	‘whereas	agreements	are	normally	performed	directly	and	with	a	minimum	of	delay,
disagreements	are	commonly	accomplished	in	mitigated	forms	and	delayed	from	early
positioning	within	turns	and/or	sequences’	(1992:	273).	This	suggests,	as	we	saw	in	Section	9.1,
that	agreements,	like	acceptance	of	invitations	or	advice,	are	marked	as	preferred	objects.

Greatbatch	shows	how	disagreements	arise	in	the	following	two	ways	in	multi-party	news
interviews.	First,	following	a	question	repeated	to	the	second	IE,	they	can	disagree	immediately
with	the	opinion	of	the	first	IE.	As	Greatbatch	notes,	however,	this	disagreement	is	mitigated
since	it	is	mediatedby	the	IR’s	question.	As	Greatbatch	suggests:

The	structure	of	turn	taking	in	news	interviews	…	means	that	disagreements	between	IEs	are
ordinarily	elicited	by	and	addressed	to	a	third	party,	the	IR,	with	whom	neither	party
disagrees.	Disagreements	which	are	produced	in	this	manner	are	not	systematically	mitigated
or	forestalled	by	the	use	of	the	preference	features	that	are	associated	with	disagreement	in
conversation.	(1992:	279–80)

Second,	however,	IEs	may	disagree	in	other	turn	positions,	for	instance	following	a	co-
interviewee’s	turn	or	during	such	a	turn.	This	is	seen	in	Extract	11.19.
Extract	11.19	[Greatbatch	(12)]

1.IE1:the	government	advertising	campaign	is	h	highly	irresponsible.	h	It’s	being
2.given	[under	huge



3.IE2:[Utter	rubbish

Note	how	this	extract	departs	from	the	conversational	rules	of	‘preference	organisation’	(which,
as	we	have	seen,	mark	disagreements	as	dispreferred	and	hence	delayed	objects).	It	also	seems	to
clash	with	the	normal	production	of	a	news	interview	format	(because	they	are	not	produced	as	an
answer	to	an	IR’s	question).	However,	Greatbatch	argues,	such	disagreements	display	an
underlying	adherence	to	the	news	interview	format.	Namely:

IE2	can	still	be	heard	as	responding	to	the	question	that	produced	IE1’s	answer.
IE2	directs	his	answer	to	the	IR	not	to	IE1	and	this	is	quite	different	from	ordinary
conversation	where	the	person	being	disagreed	with	is	also	the	addressee	of	the
disagreement	–	such	disagreements	are	routinely	followed	(data	not	shown	here)	by	IR
intervening	to	manage	an	exit	from	the	disagreement	without	requiring	them	to	depart	from
their	institutional	roles	as	IEs	but	not,	for	instance,	combatants,	mutual	insulters,	etc.

Greatbatch	summarises	his	findings	as	follows:

1.	 In	news	interviews,	many	of	the	features	of	preference	organisation	are	rendered
redundant,	replaced	by	the	interview	turn-taking	system.

2.	 Within	news	interviews,	‘the	structure	of	turn	taking	and	its	associated	expectancies
provide	simultaneously	for	the	escalation	and	limitation	of	overt	disagreement’	(1992:	299,
my	emphasis).	As	Greatbatch	suggests,	this	may	explain	why	panel	interviews	are	so
common	and	assume	to	produce	‘lively’	broadcasting.

Exercise	11.5
Below	is	an	extract	from	an	HIV-test	counselling	interview.	Read	it	through	carefully	in	terms	of
the	transcriptions	set	out	in	the	Appendix.
Extract	11.20	[Excerpt	no.:	SS/2/16:	DG]

1.C:	Okay.	(0.7)	It	may	sou:nd	(0.5)	perhaps	a	dumb	question	but	if	you	did
2.have	HIV	how:	might	you	have	got	it.

3.(1.0)
4.P:	I’m	sorry?

5.C:If	you	did	have	HIV	how	might	you	have	gotten	it.
6.P:How	might	I	have	er	gotten	it.

7.C:Mm=
8.P:	=er:	Through	gay	se:x.

9.C:Okay:.
10.(0.5)

11.C:[Uh:m:
12.P:[How	I-	exactly	how	I	don’t	know:,	(0.5)	uh:::	(3.0)	I	am	(.)	really	notsure.

13.(.)
14.C:Okay.	.hhh	When	you	say	through	gay	sex	I	mean	how	long	have	you

15.	bee:n	(0.4)	having	relationships	with	other	guys	for.
16.P:Okay:	er::::	(1.0)	s-well	(0.3)	since	I	was	a	little	kid.=As	long	as	I

17.c(h)an	reme(h)mbe(h)r.	.hhhh	er:::	(1.5)	Bu:t	(0.4)	before	I	got	my
18.jo:b	I:	(0.3)	I	started	seeing	someone,	(0.4)	a:nd	it	was	the	only

19.relationship	for	two	and	half	year:s.



20.C:Mm	hm

21.P:And	might	add	a	stormy	relationship	so:	(0.2)	I	was	not	(.)	the	faithful
22.lover.

23.(.)	The	entire	two	and	a	half	years.
24.C:Both	of	you	[were	unfaithful	or	you	weren’t.

25.P:	[er::
26.P:I:	(0.6)	I	was	no:t.	I’m	sure	he	wa:s	(0.5)	er:::	(0.2)	I	mean	we	had

27.several	periods	of	falling	ou:t.	(0.6)	er::
28.(0.6)

29.C:Mm	hm
30.	(1.0)

List	the	devices	from	ordinary	conversation	that	C	and	P	use	to	monitor	each	other’s	talk.
In	what	ways	do	C	and	P	produce	their	talk	as	‘institutional’?

Tip



The	issue	of	context	is	crucial	for	qualitative	social	research.	Quantitative	researchers
establish	a	statistical	version	of	context	and	seem	to	assume	that,	if	one	variable	correlates
with	another,	that	is	sufficient	context.	Some	qualitative	researchers	implicitly	go	along	with
this	position	by	assuming	that	some	context	is	self-evident	in	what	people	do	(see
Kitzinger’s	critique	of	the	use	of	‘gender’	as	a	self-evident	context,	discussed	in	Section	8.3).
When	you	analyse	data,	try	to	be	attentive	to	how	the	participants	together	produce	some
context	for	their	actions.	Do	not	make	assumptions	about	contextual	factors.	For	a	good
debate	on	these	issues	see	Holstein	and	Gubrium	(2004).

11.5.5	Doing	CA



Despite	the	battery	of	concepts	found	in	this	chapter,	doing	CA	is	not	an
impossibly	difficult	activity.	As	the	founder	of	CA,	Harvey	Sacks	once
pointed	out	that	in	doing	CA	we	are	only	reminding	ourselves	about	things	we
already	know.	Sacks	remarks:

I	take	it	that	lots	of	the	results	I	offer,	people	can	see	for	themselves.	And
they	needn’t	be	afraid	to.	And	they	needn’t	figure	that	the	results	are
wrong	because	they	can	see	them	…	As	if	we	found	a	new	plant.	It	may
have	been	a	plant	in	your	garden,	but	now	you	see	its	different	than
something	else.	And	you	can	look	at	it	to	see	how	it’s	different,	and
whether	it’s	different	in	the	way	that	somebody	has	said.	(1992,	I:	488)

However,	the	way	in	which	CA	obtains	its	results	is	rather	different	from	how
we	might	intuitively	try	to	analyse	talk.	Peräkylä	(2004b:	170–1)	depicts	the
careful	inductive	method	used	in	CA	in	terms	of	the	following	stages:

Explore	your	data	in	an	‘unmotivated’	way	(without	any	initial
hypotheses).
Identify	some	phenomenon	worthy	of	further	study.
Establish	how	this	phenomenon	occurs	in	varying	ways	in	your	data.
Try	to	account	for	this	variation.

Given	the	extent	to	which	CA	is	counter-intuitive	in	a	common-sense	world	in
which	actions	are	usually	understood	psychologically	rather	than
interactionally,	it	may	be	helpful,	therefore,	if	I	conclude	this	section	by
offering	a	crude	set	of	prescriptions	about	how	to	do	CA.	These	are	set	out	in
Tables	11.2	and	11.3.

If	we	follow	these	rules,	as	Sacks	suggests,	the	analysis	of	conversations	does
not	require	exceptional	skills.	As	he	puts	it,	all	we	need	to	do	is	to	‘begin	with
some	observations,	then	find	the	problem	for	which	these	observations	could
serve	as	…	the	solution’	(1992,	II:	xlviii).



TIP

Doing	CA	involves	putting	on	one	side	both	our	common-sense	knowledge	(of	what



speakers	may	mean)	and	social	science	concepts	like	‘culture’:

The	task	is	to	avoid	bringing	to	the	analysis	what,	as	cultural	members,	we	already
know	and	instead	to	discover	the	taken-for-granted	practices	of	the	culture	in	the
interaction	itself.	As	a	conversation	analyst	I	believe	that	if	cultural	norms	can	be
shown	to	be	interactionally	relevant	in	any	given	interaction,	then	their	existence
elsewhere	(in	a	speaker’s	psychological	make-up,	or	in	the	broader	society)	is	rendered
beside	the	point	so	far	as	the	data	analysis	is	concerned;	and	if	they	cannotbe	shown	to
be	interactionally	relevant,	then	it	is	not	analytically	useful	to	invoke	them.	(Kitzinger,
2006:	75)

Link



Emanuel	A.	Schegloff’s	transcription	training	module:

www.sscnet.ucla.edu/soc/faculty/schegloff/TranscriptionProject/
Loughborough	University	CA	site:

www-staff.lboro.ac.uk/~ssca1/sitemenu.htm

11.6	Conversation	analysis	and	discourse	analysis
compared
The	difference	between	DA	and	CA	is	a	matter	for	debate.	Some	DA
researchers	find	CA’s	refusal	to	engage	directly	with	cultural	and	political
context	disconcerting	(see	Wetherell,	1998).	Equally,	CA	specialists	question
the	validity	of	some	DA	researchers’	appeals	to	their	own	sense	of	context
(see	Schegloff,	1997).	Table	11.4	presents	a	reasonably	balanced	account	of
the	similarities	and	differences	of	CA	and	Potter’s	style	of	DA.

CA	gains	by	mobilising	information	about	the	structures	of	ordinary
conversation	in	the	context	of	very	detailed	transcripts.	Following	CA,
Edwards	has	called	for	a	DA	which	draws	from	Sacks	the	assumption	that	‘no
hearable	level	of	detail	that	may	not	be	significant,	or	treated	as	significant	by
conversational	participants’	(Edwards,	1995:	580).

At	first	glance,	as	Edwards	implies,	this	seems	to	represent	an	accurate
reading	of	Sacks’s	programme.	However,	as	Schegloff	points	out,	in	practice,
DA	has	not	always	been	responsive	to	the	relevance	of	all	aspects	of	talk	to
the	local	production	of	sense.	For	instance,	some	DA	researchers	may	treat
particles	like	‘mm’	and	‘uh	huh’	as	‘conversational	“detritus”	apparently
lacking	semantic	content,	and	not	contributing	to	the	substance	of	what	the
discourse	ends	up	having	said’	(Schegloff,	1982:	74).

http://www.sscnet.ucla.edu/soc/faculty/schegloff/TranscriptionProject/
http://www-staff.lboro.ac.uk/~ssca1/sitemenu.htm


Source:	adapted	from	Hepburn	and	Potter	(2004:	192–3);	Potter	(2011:	191–2)

For	Schegloff,	then,	DA	can	ignore	a	basic	aspect	of	CA	by	treating	talk:

as	the	product	of	a	single	speaker	and	a	single	mind;	the	conversation-
analytic	angle	of	inquiry	does	not	let	go	of	the	fact	that	speech-exchange
systems	are	involved,	in	which	more	and	more	than	one	co-participant	is
present	and	relevant	to	the	talk,	even	when	only	one	does	the	talking.
(1982:	72)

However,	DA-based	research	studies	do	provide	important	insights	into
institutional	talk	based	on	pressing	sociological	and	practical	concerns	(like
doctor–patient	and	teacher–pupil	communication).	Equally,	like	CA,	it	can	be



attentive	to	the	sequential	embeddedness	of	talk	–	as,	for	instance,	in	Extracts
11.2	and	11.3,	when	the	mother’s	changes	of	tack	are	interpreted	in	terms	of
the	doctor’s	glosses	on	what	she	has	just	said.
It	is	for	the	reader	to	judge	whether	any	DA	study	is	susceptible	to
Schegloff’s	criticisms.	Certainly,	there	is	some	evidence	in	recent	work	(e.g.
Potter,	2011)	that	at	least	some	DA	researchers	pay	considerable	attention	to
the	turn-by-turn	organisation	of	talk.	Moreover,	we	cannot	assume	that
transcripts	which	do	not	record	such	details	as	length	of	pause	are	necessarily
imperfect.	There	cannot	be	a	perfect	transcript	of	a	tape	recording.	Everything
depends	upon	what	you	are	trying	to	do	in	the	analysis,	as	well	as	upon
practical	considerations	involving	time	and	resources.

In	my	view,	in	Table	11.4,	Hepburn	and	Potter	point	to	more	convergence
than	divergence	between	DA	and	CA.	Above	all,	it	is	important	that	we	do
not	end	up	in	a	pointless	debate	about	whether	a	particular	study	is	‘really’
DA	or	CA!	Indeed,	in	some	cases,	this	distinction	has	more	to	do	with
whether	the	author	pays	their	disciplinary	dues	to,	respectively,	psychology	or
sociology.

Link



DA	online:
www.shu.ac.uk/daol

www.lboro.ac.uk/departments/socialsciences/research/groups/darg/

11.7	Conclusion
The	last	thing	I	want	to	do	is	to	impose	conversation	or	discourse	analysis	as
the	only	acceptable	ways	of	doing	qualitative	research.	As	noted	elsewhere	in
this	volume,	everything	will	depend	upon	the	research	problem	being	tackled.
Moreover,	thoughtful	researchers	will	often	want	to	use	a	combination	of

http://www.shu.ac.uk/daol
http://www.lboro.ac.uk/departments/socialsciences/research/groups/darg/


methods.

However,	my	benevolent	neutrality	towards	the	varying	logics	of	qualitative
research	co-exists	with	an	appeal	to	two	very	strong	principles.	First,
researchers	always	need	to	address	the	analytic	issues	that	may	lie	concealed
behind	apparently	straightforward	issues	of	method.	Second,	qualitative
research’s	concern	for	an	‘in-depth’	focus	on	people’s	activities	(or
representations	of	those	activities)	is	no	warrant	for	sloppy	thinking	or
anecdotal	use	of	‘telling’	examples.	We	owe	it	to	ourselves	and	our	audiences
to	generate	reliable	data	and	valid	observations.

If	there	is	a	‘gold	standard’	for	qualitative	research,	it	should	only	be	the
standard	for	any	good	research,	qualitative	or	quantitative,	social	or	natural
science.	That	is,	have	the	researchers	demonstrated	successfully	why	we
should	believe	them?	And	does	the	research	problem	tackled	have	theoretical
and/or	practical	significance?

TIP



Like	so	many	activities	when	doing	qualitative	research,	choosing	a	transcription	method	is
never	a	purely	technical	matter.	Transcription	is	saturated	with	theoretical	assumptions.

Key	Points
If	we	can	study	what	people	are	actually	doing	in	naturally	occurring
situations,	why	should	we	ever	want	to	work	with	researcher-provoked
data?
Tapes	and	transcripts	have	three	clear	advantages	compared	with	other
kinds	of	qualitative	data:	tapes	are	a	public	record;	they	can	be	replayed



and	transcripts	improved;	and	they	preserve	sequences	of	talk.
DA	studies	discourse	as	texts	and	talk	in	social	practices;	it	is
particularly	concerned	with	rhetorical	or	argumentative	organisation.
CA	attempts	to	describe	people’s	methods	for	producing	orderly	social
interaction;	it	identifies	these	methods	in	the	sequential	organisation	of
talk-in-interaction.
The	differences	between	CA	and	DA	are	becoming	smaller.
Both	CA	and	DA	are	not	simply	technical	exercises;	they	have	much	to
contribute	to	our	understanding	of	how	the	world	is	organised	including
the	social	problems	around	us.

Study	Questions
1.	 Explain	the	distinction	between	‘researcher-provoked’	and	‘naturally	occurring’	data.	What

are	the	advantages	and	disadvantages	of	each?
2.	 What	does	it	mean	to	say	language	is	‘performative’?
3.	 In	what	sense	might	it	be	said	that	audio	data	are	‘incomplete’?	Does	it	matter?
4.	 What	assumptions	does	CA	make	about	conversation?
5.	 Explain	any	twofeatures	of	turn-taking	or	repair.
6.	 How	does	‘institutional’	talk	different	from	an	everyday	conversation?
7.	 Does	CA	ignore	the	context	of	talk?
8.	 What	is	DA?	How	does	it	differ	from	CA?	In	what	ways	are	CA	and	DA	similar?
9.	 Explain	DA’s	use	of	any	twoof	the	following	concepts:	interpretive	repertoires,	stake,

scripts.

Recommended	Reading
For	advice	on	working	with	talk	aimed	at	undergraduate	readers,	see	Rapley
(2007).	For	DA,	see	Potter	(1996a,	2011),	Potter	and	Hepburn	(2008)	and
Hepburn	and	Potter	(2004).	Kitzinger’s	(2007)	article	shows	how	CA	has
been	used	by	her	undergraduate	and	PhD	students	researching	issues	related
to	gender	and	feminism.	For	a	book-length	introduction	to	CA,	see	ten	Have
(2007)	and	Schegloff	(2007);	for	a	single-chapter	treatment,	see	Heritage
(2011).	Sacks’s	work	on	CA	is	found	in	his	collected	lectures	(Sacks,	1992,	I
and	II).	These	lectures	are	introduced	in	my	book	Harvey	Sacks:	Social
Science	and	Conversation	Analysis	(Silverman,	1998).	The	diabetic	clinic
data	discussed	here	are	taken	from	my	book	Communication	and	Medical
Practice	(Silverman,	1987:	Chs	9–10).

The	Handbook	of	Conversation	Analysis(2013)	edited	by	Jack	Sidnell	and
Tanya	Stivers	offers	a	marvellous	introduction	to	CA.	Doug	Maynard
elegantly	sketches	the	intellectual	roots	of	CA.	He	shows	its	points	of
departure	from	Goffman	(collecting	sequences	rather	than	using	isolated
examples	and	being	concerned	with	structures	of	interaction	rather	than	ritual
constraints)	and	from	sociolinguistics	(addressing	what	appears	to	be



universal	rather	than	focusing	on	variations	between	different	communities).
Lorenza	Mondada’s	chapter	on	the	CA	approach	to	data	collection	neatly
complements	this,	showing	why	CA	works	with	naturalistic	data	and	avoids
common	social	science	methods	like	field	notes,	interviews	or	experiments.	A
brilliant	introduction	to	transcription	within	CA	is	provided	by	Alexa
Hepburn	and	Galina	Bolden.	For	instance,	they	show	how	to	transcribe
laughter	in	sufficient	detail	to	reveal	the	way	in	which	it	works	to	co-ordinate
with	or	sustain	interactions.	Jack	Sidnell’s	chapter	‘Basic	Conversation
Analytic	Methods’	is	a	great	example	of	how	CA	can	be	explained	in	a	few
pages	to	a	novice.	As	this	volume	abundantly	demonstrates,	contrary	to	its
critics,	CA	is	by	no	means	a	narrow	approach	to	be	ignored	by	mainstream
sociologists.	CA	research	has	considerable	relevance	to	such	conventional
topics	as	organisational	behaviour	(Heath	and	Luff),	the	sociology	of
emotions	(Ruusuvuori	and	Peräkylä’s	chapters)	and	the	sociology	of
knowledge	(Heritage’s	masterly	chapter	on	epistemics	in	conversation).	It
also	makes	important	links	with	narrative	analysis’s	concern	with	storytelling
(Mandelbaum),	the	sociology	of	childhood	(Kidwell),	the	sociology	of
disability	and	mental	health	(Antaki	and	Wilkinson),	medical	sociology	(Gill
and	Roberts),	the	sociology	of	education	(Gardner),	the	sociology	of	law
(Komter)	and	media	studies	(Clayman).
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

identify	the	different	kinds	of	visual	data
understand	how	analysis	of	visual	images	relates	to	a	research	strategy
recognise	three	different	ways	of	collecting	and	analysing	visual	data.

In	Chapter	11,	we	considered	how	we	can	transcribe	and	analyse
conversations.	As	I	noted,	however,	audio	recordings	will	not	tell	us	about
such	potentially	relevant	interactional	matters	as	who	is	looking	at	whom	and
their	body	posture.	Similarly,	in	Chapter	10,	we	concentrated	on	documents	to
the	exclusion	of	the	visual	images	which	co-exist	with	words	(as	in	most
advertisements,	highway	signs	and	social	media)	and	sometimes	replace	them
(as	in	traffic	lights).

Up	to	this	point,	my	avoidance	(or	downplaying)	of	the	visual	image	follows
a	tendency	in	much	qualitative	research.	As	I	noted	in	Chapter	9,	even
ethnographers	who	gather	observational	data	have	sometimes	been	curiously
reluctant	to	use	their	eyes	as	well	as	their	ears.	In	defence	of	this	position,	it	is
sometimes	argued	that	an	attention	to	the	image	alone	can	detract	attention
from	the	social	processes	involved	in	image	production	and	image	reception.
For	instance,	Slater	(1989)	suggests	that	a	focus	on	the	images	used	in
advertisements	has	neglected	the	way	in	which	such	images	are	shaped	by	the
economic	logic	and	social	organisation	of	the	relationship	between
advertising	agencies	and	their	clients.	A	similar	argument	lies	behind	the
switch	of	film	analysis	in	recent	years	away	from	the	analysis	of	film	images
and	towards	understanding	the	logic	of	movie	production	in	terms	of	the
studio	system.

Whatever	the	strength	of	these	arguments,	perhaps	our	focus	on	the	verbal
may,	in	part,	reflect	something	altogether	more	mundane.	Unlike	artists,
architects,	engineers	or	craftspeople,	academic	researchers	learn	to	prioritise
verbal	products	(‘publish	or	perish’	as	the	slogan	goes).	So	what	we	see	is
taken	for	granted	and	our	first	thought	tends	to	associate	social	research	with
what	we	can	read	(texts,	statistics)	or	hear	(interviews,	conversations).

However,	our	reluctance	to	consider	using	our	eyes	as	a	research	tool	points,	I
think,	to	something	far	deeper	than	academic	politics.	In	societies	where	TV
and	cinema	are	central	to	leisure,	there	are	grounds	to	believe	that,	somewhat
ironically,	we	have	become	lazy	with	our	eyes.	Perhaps	our	learned	appetite
for	‘action’	blinds	us	to	the	possibility	of	a	slower,	more	reflective	viewing.

In	any	event,	as	I	have	found	to	my	own	cost,	sit	a	bunch	of	students	in	front
of	a	movie	and	they	will	tend	to	switch	off	their	brains	and	just	let	the



experience	wash	over	them.	So	the	likely	output	will	not	be	close-grained
analysis	but	mental	popcorn.

However,	it	is	not	just	a	matter	of	recognising	the	importance	of	visual
phenomena.	The	analysis	of	images	raises	complex	methodological	and
theoretical	issues.	We	can	appreciate	this	point	by	using	a	concrete	example
taken	from	Eric	Livingston.	Livingston	(1987)	asks	us	to	imagine	that	we
have	been	told	to	carry	out	some	social	research	on	city	streets.	Where	should
we	begin?	Some	alternatives	are	set	out	in	Table	12.1.

Source:	adapted	from	Livingston	(1987:	21–7)

As	Livingston	points	out,	each	of	these	different	ways	of	looking	at	the	street
involves	theoretical	as	well	as	methodological	decisions.	Very	crudely,	if	we
are	a	positivist	who	sees	the	world	in	terms	of	correlations	between	social
facts	(think	of	demography	or	macroeconomics),	we	are	most	likely	to
consider	gathering	official	statistics	(option	1	in	Table	12.1).	By	contrast,	if
we	are	a	naturalist	who	thinks	that	social	meanings	or	perceptions	are
important	(as	in	certain	varieties	of	sociology	and	psychology),	we	may	be
tempted	by	the	interview	study	(option	2).	Or	if	we	are	constructionists	who
want	to	observe	and/or	record	what	people	actually	do	in	situ,	we	might	elect
options	3	or	4.	But	note	the	very	different	views	of	people’s	behaviour	we	get
from	looking	from	on	high	(3),	where	people	seem	like	ants	forming	wedge-
like	geometrical	shapes,	or	from	street	level	(4),	where	behaviour	seems	much
more	complex.

The	point	is	that	none	of	these	data	are	more	real	or	more	true	than	the	others.
For	instance,	people	are	not	really	more	like	ants	or	complex	actors.	It	all
depends	on	our	research	question.	And	research	questions	are	inevitably
theoretically	informed.

Exercise	12.1
This	exercise	asks	you	to	use	some	ideas	from	Table	12.1	about	viewing	a	street.	You	will	need	to
spend	time	observing	a	local	street	in	order	to	define	a	researchable	topic.

1.	 What	is	your	topic?	What	models	and	concepts	can	you	use	to	understand	it?
2.	 What	data	will	you	use?	Which	kind	of	people	or	objects	will	you	observe?
3.	 Which	position	will	you	choose	to	observe	from?	Why?	Would	you	like	to	use	a	video



camera?	If	so,	where	would	you	position	it?	Why?
4.	 What	conclusions	about	which	topics	do	you	think	you	will	be	able	to	derive	from	your

analysis?

I	will	shortly	introduce	some	of	the	theories	that	we	can	use	to	analyse	visual
images.	First,	however,	I	want	to	raise	the	three	basic	questions	discussed	in
this	chapter:

What	kind	of	visual	data	can	we	use?
What	role	can	visual	data	play	in	our	research	strategy?
How	can	we	analyse	visual	data?

12.1	Kinds	of	visual	data
Following	Emmison	(2011),	it	is	important	to	distinguish	two	kinds	of	visual
data:

artefacts	(e.g.	photographs,	emoticons,	movies,	advertisements	and
cartoons)
how	people	actually	use	what	they	see	to	navigate	the	world	(e.g.	as
pedestrians	walking	on	busy	city	streets,	as	employees	carrying	out	tasks
by	looking	at	the	screens	of	PCs,	as	participants	in	social	media	or	as
museum-goers	gazing	at	exhibits	or	actually	looking	at	the	kinds	of
artefacts	listed	above).

12.1.1	Artefacts
Much	of	the	history	of	visual	research	is	associated	with	artefacts	such	as
photographs.	Marvasti	(2004)	notes	that,	more	than	a	hundred	years	ago,	the
American	Journal	of	Sociology	published	a	number	of	articles	that	used
photos	as	data.	Yet,	this	early	interest	in	the	visual	waned	as	the	written	word
accompanied	with	numerical	analysis	became	the	dominant	mode	of
sociological	analysis.	As	Marvasti	suggests:	‘In	a	way,	statistical	figures,
charts,	and	tables	became	the	visual	centerpieces	of	professional	sociological
publications’	(2004:	67).	However,	anthropologists	retained	their	interest	in
photography.	Bateson	and	Mead’s	(1942)	study	of	Balinese	culture	juxtaposed
text	and	the	visual	in	a	complementary	way	so	that	one	would	enhance	the
meaning	of	the	other.

Following	in	their	footsteps,	a	number	of	sociologists	in	recent	decades	have
revived	the	interest	in	visual	artefacts	in	their	discipline,	notably	Becker
(1981)	who	follows	a	visual	presentation	style	similar	to	that	of	Bateson	and
Mead,	Goffman	(1979)	who	looks	at	how	gender	roles	and	expectations	are



reflected	in	magazine	advertisements,	and	Denzin	(1991,	1995)	who	argues
that	we	can	understand	and	express	ourselves	and	our	social	settings	through
Hollywood	films.	For	instance,	Denzin	treats	the	movie	When	Harry	Met
Sally	as	a	‘Field	Guide	to	Single	Yuppies’	(1995:	117).	And	Türkay	Salim
Nefes	(2012)	has	written	a	journal	article	explaining	how	he	uses	The
Simpsons	to	teach	sociology	at	Oxford	University.

Nowadays,	images,	particularly	‘selfies’,	are	routinely	used	on	social	media
and	researchers	examine	how	users	present	themselves	pictorially	and	how
such	presentations	vary	by	the	users’	background.	For	instance,	Kapidzic	and
Herring	(2014)	looked	at	teenagers’	profile	photos	on	a	popular	chat	site.
They	comment:

To	a	surprising	extent,	the	findings	mirror	previous	findings	of	gender
and	race	differences	in	face-to-face	interaction,	suggesting	that	the	teens
construe	their	profile	images	as	invitations	to	interact	with	others	online.
At	the	same	time,	their	photo	choices	reproduce	culturally	dominant
ideologies	of	gender	and	race	as	reinforced	by	mass	media	images.
(2014:	1)

Tip



All	this	means	that	visual	data	are	not	intrinsically	better	or	worse	than	any	other	kind	of
data.	This	means	that	we	should	reject	critics	who	say	that	audiotapes	are	incomplete.	We
need	social	theories	to	help	us	to	identify	what	is	important	in	the	world	around	us	and	then,
by	analysis,	to	make	something	of	it.

12.1.2	What	people	see
Emmison	notes	that	this	focus	on	cultural	products	has	meant	that	researchers
have	tended	to	neglect	‘the	places	and	settings	–	the	actual	environments	or
locales	–	in	which	humans	conduct	their	lives’	(2004:	260).	An	exception	has
been	what	Heath	(2004:	267)	refers	to	as	interaction	analysis	which	works



with	video	recordings	of	everyday	activities.	For	instance,	important	studies
on	how	we	move	our	bodies	in	social	spaces	were	carried	out	by	Scheflen
(1964),	Birdwhistell	(1970)	and	Kendon	(1991).

In	other	research,	video	recordings	have	been	used	to	examine	the	in	situ
organisation	of	social	actions	and	activities	in	face-to-face	interaction.	As
Heath	notes,	this	includes	work	on	the	place	of	gaze	and	gesture	in	everyday
interaction	and	studies	of	human–computer	interaction	in	workplace	settings.
This	kind	of	research,	which	draws	upon	conversation	analysis,	is	discussed
later	in	this	chapter.

I	now	move	on	to	my	second	question:	the	place	of	visual	data	in	our	research
strategy.

12.2	Research	strategies
It	is	helpful	to	distinguish	three	ways	in	which	visual	data	have	been
incorporated	into	such	strategies:

as	quasi-experimental	data
as	a	supplement	to	researcher-provoked	data
as	naturally	occurring	material	to	be	analysed	in	its	own	right.

12.2.1	Quasi-experimental	data
Sometimes	researchers	generate	data	by	giving	a	camera	or	VCR	to	a	group
of	people	and	then	observing	how	they	use	it.	This	is	a	kind	of	experiment
insofar	as	it	involves	introducing	a	new	variable	into	a	given	setting.	For
instance,	by	showing	a	series	of	photos	of	a	given	native	ritual	on	one	page
and	related	text	on	the	opposite	page,	Bateson	and	Mead	(1942)	encouraged
their	readers	to	see	and	read	the	story	simultaneously.

A	more	recent	example	of	the	quasi-experiment	is	Sharples	et	al.’s	(2003)
study	of	photographs	made	by	children,	where	180	children	of	three	different
ages	(7,	11	and	15)	were	given	single-use	cameras	by	researchers	and	asked	to
use	them	in	any	way	they	pleased	over	a	weekend.	Over	4300	photographs
were	generated	by	this	means	and	the	following	issues	were	investigated:

What	is	the	content	of	each	photograph?
Are	the	people	or	objects	shown	posed?
Who	are	the	people	shown?
How	does	each	of	these	features	vary	by	the	age	of	the	photographer?

The	analysis	showed	significant	variation	by	the	age	of	the	child.	For



instance,	7-year-old	children	were	more	likely	to	take	photographs	of	toys	and
other	possessions.	They	also	took	more	photographs	of	their	home	and	family.
By	contrast,	the	11-year-olds	concentrated	on	outdoor	and/or	animal
photographs	(usually	their	pets),	while	the	15-year-olds	mainly	took
photographs	of	their	friends,	usually	of	the	same	sex	and	often	in	‘informal
and	striking	poses’	(2003:	316–17).

Such	experiments	are	often	supplemented	by	more	conventional	kinds	of
researcher-provoked	activity.	In	this	case,	the	researchers	followed	up	their
quasi-experiment	with	qualitative	interviews	with	their	child	photographers.

12.2.2	Supplements	to	researcher-provoked	data
Pink	(2004:	395)	writes	about	‘mixing	the	visual	with	other	perhaps	more
established	qualitative	methods’.	In	this	strategy,	researcher-provoked
methods	such	as	interviews	may	be	photographed	or	recorded	on	video.	Pink
claims	that	video	interviews	allow	informants	to	tell	us	about	their	lives	using
not	only	words	but	also	visual	images,	gestures	and	body	movements.

Reflecting	upon	her	interview	study	of	students	asked	to	recall	their	first	few
weeks	at	university,	Pink	writes:

at	such	times	in	modern	western	cultures	…	we	might	make	great	use	of
photographs	to	tell	new	friends,	families	about	our	lives	at	home.	Video
and	photographic	interviews	are	especially	suitable	for	both	encouraging
and	recording	this	type	of	behaviour.	Visual	interviews	allow	informants
to	tell	us	about	their	lives	using	not	only	words,	but	visual	images,
gestures	and	body	movements.	When	I	interviewed	informants	in	their
homes	they	often	enacted	or	performed	certain	ideas	or	activities	they
wanted	to	express,	they	led	me	to	and	talked	me	through	their
photographic	collections,	the	paintings	they	had	on	their	walls,	their
ornaments	and	their	furniture.	In	doing	so	they	were	telling	me	stories
about	themselves,	their	lives	and	their	experiences.	(2004:	395)

Following	Pink,	Mason	and	Davies	ask	interviewees	to	talk	about	existing
objects	like	photographs.	By	contrast,	Lesley	Murray	gave	video	cameras	to
young	people.	Her	research	is	presented	in	the	next	case	study.

Case	Study

Evoking	and	Participating	in	People’s	Sensory	Worlds



Like	Pink,	Jennifer	Mason	and	Katherine	Davies	used	photographs	in	interviews.	The	Living
Resemblances	Project	involved	a	set	of	around	30	qualitative	interviews	with	‘ordinary’	people	in
their	homes,	with	the	aim	of	exploring	how	they	experienced	family	resemblances	in	their	own
lives.	The	interviews	incorporated	some	ethnographic	elements,	including	observation	of	the
environment	of	the	home,	exploring	the	meaning	of	objects	and	pictures,	working	with
interviewees	on	drawing	family	trees,	and	participation	in	family	interactions	including
discussions	and	demonstrations	of,	and	negotiations	about,	resemblance.	This	is	how	they
describe	their	study:

Our	interviews	involved	talking	to	people	about	themselves	and	their	relatives,	and	we
decided	as	part	of	that	process	to	ask	to	see	any	photographs	that	people	had	that	might	be
relevant	so	that	we	could	use	these	to	elicit	or	evoke	reflection	on	resemblances.	Sometimes,
either	in	response	to	our	request	or	spontaneously	to	help	them	make	a	point,	interviewees
would	refer	to	photographs	that	were	on	display	already.	At	other	times	they	would	go	and
fetch	an	album,	a	laptop,	or	an	old	shoebox	full	of	pictures	…	Looking	at	photographs	with
interviewees	helped	to	establish	the	sometimes	enormous	emotional	significance	of
resemblance	and	the	connections	it	expresses	between	people,	as	well	as	some	of	the	social
conventions	and	etiquette	around	not	simply	viewing	people’s	personal	pictures,	but	also
affirming	and	negotiating	resemblances	interactively.	(Mason	and	Davies,	2009:	590–1)

Link



For	more	information	on	the	Living	Resemblances	Project	go	to:
www.reallifemethods.ac.uk/research/resemblances/	and	then	click	on	Realities
(www.manchester.ac.uk/realities).

Case	Study

Filming	Mobile	Spaces
Twenty-five	young	people	filmed	their	journey	to	or	from	school,	often	describing	their	feelings
and	responses	to	mobile	space	as	they	travelled	The	use	of	video	enabled	a	glimpse	of	mobile
space	through	the	eyes	of	the	participants,	providing	a	clearer	view	of	what	is	more	or	less
important	to	them.	It	illuminated	the	particular	issues	experienced	in	the	moment,	the	sequence	of

http://www.reallifemethods.ac.uk/research/resemblances/
http://www.manchester.ac.uk/realities


visual	images	that	form	a	narrative	and	represent	a	mobile	practice	in	a	way	that	it	is	most	easily
understood.	To	some	extent,	I	was	able	to	look	at	their	journeys	through	their	eyes,	both	through
the	camera	lens	and	through	exploring	these	visual	images	with	them.	(Murray,	2009:	482)
Videoing	was	followed	by	film-elicitation	interviews	where	the	young	people’s	footage	acted	as	a
focus	of	discussion.	The	young	people’s	films,	the	film-elicitation	interviews,	and	the	in	depth
interviews	carried	out	with	the	young	people’s	mothers,	provided	an	insight	into:

the	role	of	personal	biography	in	mobility
decision-making
the	importance	of	social	networking	and	local	cultures	of	risk
the	impacts	of	life-stage	on	risk	landscapes
the	inextricable	links	between	risk	and	cultures	of	mothering	and	blame.	(2009:	476)

12.2.3	Naturally	occurring	images
The	first	two	research	strategies	just	discussed	represent	interesting	ways	to
gather	visual	material.	Nonetheless,	they	run	up	against	the	problems	that	are
faced	by	any	researcher	working	in	artificial	settings	with	researcher-
provoked	data	(such	as	interviews	or	quasi-experiments).	In	particular,	how
does	one	know	the	relation	(if	any)	between	what	research	subjects	do	in
those	settings	and	what	they	do	in	everyday	life?	As	Emmison	observes	when
discussing	the	future	use	of	visual	methods:

The	use	of	still	photographic	images	will	no	doubt	continue	to	figure	in
visual	inquiry,	both	as	illustrative	ends	in	themselves	and	as	ingredients
of	other	modes	of	inquiry	such	as	photo-elicitation	in	ethnography	or
interviews	but	the	prospects	here	appear	relatively	stagnant	…	only
when	researchers	also	come	to	appreciate	the	value	of	direct	observation
of	the	social	world,	harnessed	with	a	powerful	theoretical	imagination,
will	visual	research	come	to	enjoy	the	centrality	throughout	the	social
and	cultural	fields	which	it	deserves.	(2011:	246)

Following	Emmison,	some	researchers	have	employed	naturally	occurring
data	to	try	to	understand	the	visual	element	in	everyday	interaction.	Rosie
Flewitt	(2006)	has	made	videos	of	three-year-old	children	communicating	at
home	and	in	a	pre-school	playgroup.

Extract	12.1	[Flewitt,	2006:	39]

22.	Tallulah:	(	approaches	table,	watches	Jemima,	moves	to	space	next	to

23.	Jemima,	begins	to	glue)

24.	Jemima:	would	you	like	some	more	purple	Tallulah?	(	offers	glue)

25.	Tallulah:	(	shrugs,	smiles,	reaches	forward,	takes	glue	stick	from	gluepot)



26.	Jemima:	(	holds	glue	pot	nearer	to	Tallulah)

27.	Tallulah:	(	takes	purple	stirrer	from	pot)

28.	Jemima:	(	very	quietly)	I’ll	have	this	one	(	reaches	in	front	of	Tallulah	to
take

29.	her	pink	glue	pot,	but	adjusts	purple	pot	instead)

30.	Tallulah	&

Jemima:	(	exchange	pots	&	stirrers,	stir	glues,	Jemima	watches	Tallulah)

31.	Jemima:	(	to	June)	Tallulah	put	some	purple	in	here	(	points	to	own	pink
pot)

32.	June:	that’s	ok	you	can	mix	it	together	see	what	would	happen	if	you

33.	(	points)	put	some/

34.	Jemima:	(	putting	stirrer	in	Tallulah’s	purple	pot)	/I’m	gonna	put	some
purple	in

35.	Tallulah:	(	takes	her	stirrer	out	of	pot,	making	room	for	Jemima)

Flewitt	suggests	that	this	combination	of	words	and	images	shows	how
Tallulah	and	Jemima	exchange	ideas	on	mixing	and	sticking	glue	through
combinations	of	actions,	gaze	direction	and	words.	As	she	puts	it:	‘Using
video	recordings	to	investigate	classroom	interaction	revealed	how	children
use	the	full	range	of	material	and	bodily	resources	available	to	them	to	make
and	express	meaning’	(2006:	46)

Videos	have	also	been	analysed	in	workplace	settings.	For	instance,
Ewenstein	and	Whyte	(2009)	have	explored	how	visual	representations	are
used	and	transformed	in	architects’	offices	and	how	these	are	meaningful	to
different	stakeholders,	eliciting	their	distinct	contributions.	More	recently,
Christian	Heath	(2013)	has	videoed	sales	of	art	and	antiques	at	a	range	of
national	and	international	auction	houses	in	Europe	and	the	United	States.
Heath	examines	the	fine	details	of	interaction	that	arises	at	auctions,	the	talk
and	visible	conduct	of	the	participants,	and	their	use	of	various	tools	and
technologies.	He	explores	how	auctioneers,	buyers	and	their	representatives
are	able	to	transact	the	sale	of	goods	worth	anything	from	a	few	dollars
through	to	many	millions	in	just	seconds.	Heath	addresses	how	order,	trust
and	competition	are	established	at	auctions	and	demonstrates	how	an
economic	institution	of	some	global	importance	is	founded	upon	embodied
action	and	interaction.

Outside	an	organisational	setting,	Rod	Watson	has	described	some	research	he
carried	out	with	John	Lee	on	video	recordings	of	people	at	bus	stops	and



shelters	in	an	inner	suburb	of	Paris:

People	formed	a	cluster	in	and	around	the	shelter.	A	bus	came	with	the
sign	‘16’	on	its	side.	On	the	front	was	another	‘16’	plus	the	name	of	the
destination.	Some	people	in	the	cluster	self-selected	for	the	bus	and
formed	a	queue	in	order	to	board	it.	Others	‘disqualified’	themselves	for
this	bus,	often	pulling	back	to	let	past	those	visibly	wishing	to	board.	The
bus	route	(and	destination)	sign	served	to	‘partial	out’	or	partition	those
passengers	wishing	to	board	that	particular	bus	and	those	wanting	a	bus
for	another	destination.	In	addition,	there	were	some	young	people
‘hanging	around’	the	outside	of	the	shelter	for	a	considerable	time	with
no	apparent	intention	of	boarding	any	bus,	and	it	is	arguable	that	the	sign
on	the	bus	helped	to	‘partial	out’	‘waiting	passengers’	as	opposed	to
‘non-passengers’.	(Watson,	1997:	92)

Watson	suggests	that	you	can	identify	‘a	variety	of	courses	of	action’	that
follow	from	how	these	people	responded	to	the	bus	sign.	These	actions
include:

people	who	incorporated	themselves	as	part	of	a	queue	waiting	for	the
number	16	bus
people	who	showed	that	they	were	waiting	for	other	buses	on	different
routes	but	who	still	manifested	‘waiting	behaviour’
people	whose	activities	were	those	of	a	non-travelling	spectatorship,
including	the	researchers.	(1997:	92)

Only	the	first	two	groups	actively	displayed	that	they	were	monitoring	the
signs	on	approaching	buses.	Even	then,	before	they	boarded,	some	passengers
were	observed	to	put	questions	to	the	driver,	to	other	passengers	getting	onto
the	bus,	or	to	consult	the	bus	timetable	perhaps,	through	the	consultation	of
another	text,	the	route	description-cum-timetable.	As	Watson	notes:	‘These
courses	of	action	resulted	in	the	re-formatting	of	the	configuration	of	persons
in	and	around	the	bus	shelter	in	somewhat	the	same	way	as	a	kaleidoscope	re-
formats	patterns’	(1997:	92).	Following	what	we	have	learned	from
Livingston	(Table	12.1),	Watson’s	approach	leads	him	to	interpret	pedestrians
as	forming	self-constituting	shapes	or	patterns.	So	waiting	at	a	bus	stop	is
analysed	as:

a	…	self-administered	sorting	system.	That	is,	the	re-configuration	of	the
people	at	the	shelter,	e.g.	the	formation	of	some	of	them	into	a	queue



upon	the	arrival	of	the	‘bus,	where	before	there	had	simply	been	a	cluster
of	waiting	persons,	was	their	own	collaborative,	textually-mediated
accomplishment’.	(Watson,	1997:	93)

Watson’s	research	was	based	on	video	recording	naturally	occurring
interactions	using	an	ethnomethodological	approach.	Later	in	this	chapter,
we	shall	look	at	approaches	to	naturally	occurring	data	deriving	from
conversation	analysis.

The	rest	of	this	chapter	is	now	devoted	to	explanations	and	examples	of	three
widely	used	ways	of	analysing	visual	images:

content	analysis
semiotics
workplace	studies.

Tip



All	research	strategies	have	advantages	and	disadvantages.	Therefore	it	is	important	not	to
worry	that	the	strategy	you	adopt	may	not	be	able	to	cover	every	issue.	Seasoned	researchers
simply	choose	a	strategy	that	has	the	least	disadvantages	when	dealing	with	their	research
problem.

Link



International	Visual	Sociology	Association:
www.visualsociology.org/

12.3	Content	analysis
This	approach	was	explained	in	Section	3.2	so	the	following	account	will	be
brief.	Marvasti	(2004:	73)	suggests	that	content	analysis	follows	the	steps
listed	below:

1.	 Define	the	research	problem.

http://www.visualsociology.org/


2.	 Decide	where	the	source	of	the	visual	material	will	be.
3.	 Identify	the	categories	or	features	that	will	be	the	focus	of	your	research.
4.	 Sample	documents	from	the	sources	previously	defined.
5.	 Measure	or	count	the	occurrence	of	the	pre-established	categories.

An	example	of	the	content	analysis	of	images	is	contained	in	the	next	case
study.

However,	as	Marvasti	(2004:	272)	points	out,	content	analysis	of	visual	data
suffers	the	major	shortcoming	of	primarily	dealing	with	what	is	visible	on	the
surface	–	the	image	itself.	As	he	says,	this	leaves	out	of	account	two
important	questions:

how	such	images	get	produced	(e.g.	day-to-day	practices	at	TV	stations
which	commission	or	buy	soap	operas)
how	such	images	are	used	and/or	received.

Full	answers	to	these	questions	may	be	provided	by	approaches	outside	the
scope	of	this	chapter.	For	instance,	ethnography	(discussed	in	Chapter	9)	can
examine	environments	such	as	how	TV	programmes	are	produced	and	study
how	programmes	are	received	in	the	home	(e.g.	who	gets	to	hold	the	remote
control).	In	terms	of	the	latter	issue,	quantitative	audience	surveys	are	also
important.

Of	the	two	other	approaches	we	now	consider,	conversation	analysis	can	help
us	to	understand	the	reception	of	visual	images.	As	we	shall	now	see,
semiotics,	although	not	equipped	to	examine	how	visual	images	are	received,
does	offer	a	valuable	way	of	understanding	the	mechanisms	through	which
images	produce	a	particular	meaning	and	does	so	in	a	more	sophisticated	way
than	content	analysis.

Case	Study

Gender	in	Soap	Operas
Ali	(2004:	271)	suggests	that	content	analysis	of	visual	images	in	TV	soap	operas	can	answer	the
following	kind	of	questions:

How	prevalent	are	sexist	images	of	women?
How	often	are	women	depicted	as	mothers,	workers	or	sex	objects?
Are	older	women	less	important	in	soap	operas?

As	noted	by	Ali	et	al.	(1983)	studied	soap	operas	in	order	to	answer	these	sorts	of	questions.

12.4	Semiotics



One	of	the	difficulties	in	working	with	images	is	the	range	of	complex
theoretical	traditions	available.	One	tradition	that	has	been	used	to
considerable	effect	in	this	area	is	concerned	with	the	analysis	of	sign-systems
or	semiotics.

Semiotics	is	the	science	of	‘signs’.	It	shows	how	signs	relate	to	one	another	in
order	to	create	and	exclude	particular	meanings.	Semiotics	arose	in	the	early
years	of	the	last	century	out	of	the	lectures	of	the	Swiss	linguist	Ferdinand	de
Saussure	(see	Culler,	1976;	Hawkes,	1977).

To	understand	what	Saussure	was	saying	(like	Harvey	Sacks,	most	of
Saussure’s	work	is	only	available	in	transcripts	of	his	lectures),	we	must	know
a	little	about	the	concerns	of	linguistics.	Before	the	twentieth	century,
linguistics	viewed	language	as	an	aggregate	of	units	(words),	each	of	which
had	a	separate	meaning	attached	to	it	(Stubbs,	1981).	Linguistic	research	was
mainly	etymological,	that	is	it	concentrated	on	historical	changes	in	the
meanings	of	words.

In	the	early	1900s,	Saussure	revolutionised	this	approach.	Hawkes	(1977)	has
identified	the	two	crucial	aspects	of	Saussure’s	reform	of	linguistic	research:

1.	 His	rejection	of	a	substantive	view	of	language	–	concerned	with	the
correspondence	between	individual	words	and	their	meanings	–	in	favour
of	a	relational	view,	stressing	the	system	of	relations	between	words	as
the	source	of	meaning.

2.	 His	shift	away	from	historical	or	diachronic	analysis	towards	an
analysis	of	a	language’s	present	functioning	(a	synchronic	analysis).	No
matter	what	recent	change	a	language	has	undergone,	it	remains,	at	any
given	point	in	time,	a	complete	system.	As	Hawkes	puts	it:	‘Each
language	has	a	wholly	valid	existence	apart	from	its	history	as	a	system
of	sounds	issuing	from	the	lips	of	those	who	speak	it	now’	(1977:	20).

Saussure	makes	a	distinction	between	language	and	speech.	We	need	to
distinguish	the	system	of	language	(in	French,	langue)	from	the	actual	speech
acts	(	parole)	that	any	speaker	actually	utters.	The	latter	are	not	determined	by
language	which	only	provides	the	system	of	elements	in	terms	of	which
speech	occurs.

Saussure	uses	the	analogy	of	a	chess	game	to	explain	this.	The	rules	and
conventions	of	chess	constitute	a	language	(	langue)	within	which	actual
moves	(	parole)	take	place.	For	Saussure,	the	linguist’s	primary	concern	is	not
to	describe	parole	but	to	establish	the	elements	and	their	rules	of	combination
which	together	constitute	the	linguistic	system.

Having	identified	la	langue	as	the	concern	of	linguistics,	Saussure	now	notes



that	language	is	comparable	with	other	social	institutions	like	systems	of
writing,	symbolic	rites	and	deaf-sign-systems.	All	these	institutions	are
systems	of	signs	and	can	be	studied	systematically.

Signs	have	the	four	characteristics	set	out	in	Table	12.2.

Saussure’s	focus	on	language	may	make	you	wonder	why	his	work	is
included	in	this	chapter.	A	visual	example	should	help	to	show	the	relevance
of	looking	at	images	in	terms	of	what	Saussure	says	about	signs.	Think	of
traffic	lights:

They	bring	together	concepts	(‘stop’,	‘start’)	with	images	(‘red’,
‘green’).
These	images	are	not	autonomous:	red	is	identifiable	by	the	fact	that	it	is
not	green,	and	vice	versa.
Traffic	lights	have	no	natural	connection	with	what	they	signify:	red	has
simply	come	to	mean	‘stop’	and	green	to	mean	‘start’.
Traffic	lights	express	syntagmatic	relations	(the	order	in	which	the	traffic
lights	can	change:	from	red	to	green	and	back	again	but	much	more
complicated	in	countries	where	there	is	also	an	amber	light).
Traffic	lights	are	also	interpreted	by	means	of	paradigmatic	oppositions:
imagine	the	chaos	created	if	red	and	green	lit	up	simultaneously!

This	means	that	signs	derive	their	meaning	only	from	their	relations	with	and
differences	from	other	signs.	This	further	implies	that	the	meaning	of	signs
cannot	be	finally	fixed.	It	is	always	possible	to	extend	the	signifying	chain.



Emmison	and	McHoul	give	us	a	way	to	think	about	the	interplay	between
words	and	images	in	cartoons.	As	they	would	recognise,	we	can	apply	their
approach	to	how	the	world	is	represented	in	a	wide	range	of	media	products
(see	my	discussion	of	newspaper	headlines	and	‘lonely	hearts’	columns	in
Section	10.5.2).

Semiotics	continues	to	provide	a	vital	apparatus	for	the	analysis	of	texts	–
both	verbal	and	visual.	For	instance,	Vladimir	Propp’s	influential	analysis	of
the	narrative	organisation	of	fairy	stories	(see	Section	5.4)	clearly	draws	upon
Saussure’s	concept	of	the	synchronic	organisation	of	system	of	signs.

Thirty	years	after	Propp,	the	French	writer	Roland	Barthes	also	followed
Saussure	by	arguing	that	semiotics	was	a	science	of	differences,	focused,	like
economics,	on	the	value	of	different	elements	in	relation	to	one	another.	To
illustrate	this	point,	Barthes	(1967)	uses	a	visual	example	drawn	from	one	of
Saussure’s	lectures.

Think	of	a	sheet	of	paper.	Imagine	that	we	cut	this	paper	into	a	number	of
shapes.	Each	shape	has	a	‘value’	in	relation	to	the	others	(for	instance,	it	is
bigger	or	smaller	than	they	are);	it	also	has	a	back	and	a	front.	If	we	imagine
that	the	sheet	of	paper	corresponds	to	a	system	of	signs	(language),	semiotics’
task	is	to	discover	how	the	different	shapes	(signs)	into	which	it	is	cut
establish	a	particular	set	of	meanings.	This	means	that	we	must	observe	any
given	systems	of	signs	‘from	the	inside’,	using	a	finite	corpus	of	shapes.	As
Barthes	argues:	‘[we	must	not]	add	anything	to	it	[the	corpus]	during	the
course	of	the	research,	[we	must]	exhaust	it	completely	by	analysis,	every	fact
included	in	the	corpus	having	to	be	found	in	the	system’	(1967:	96–7).

However,	like	many	later	researchers,	Barthes	is	critical	about	Saussure’s
insistence	(taken	up	in	structural	anthropology)	that	we	should	focus	only
on	sign-systems	(what	Saussure	called	langue)	not	on	how	signs	are	actually
used	(	parole).	How	signs	are	actually	used	(	parole)	is	not,	for	Barthes,	the
kind	of	trivial,	psychological	domain	that	Saussure	indicated.	For	Barthes	and
most	later	semioticians,	the	work	of	signs	is	not	reducible	to	the	mechanics	of
a	given	sign-system.	Indeed,	how	signs	are	actually	used	sets	into	play	and
potentially	challenges	(as	well	as	sustains)	the	codes	of	language.

Some	examples	may	help	to	explain	this.	Following	Saussure,	colours	are
relational	–	constituted	by	their	differences.	Hence	red	is	not	orange	(or	any
other	colour).	Now	think	of	the	way	in	which	some	great	artists	use	palettes
which	make	us	rethink	the	way	particular	colours	stand	in	relation	to	others.
Although	the	spectrum	of	colours	is	fixed,	the	relation	between	particular
colours	can	be	endlessly	rearticulated.	This	process	is,	however,	not	limited	to
aesthetics.



Think	of	the	symbolic	potential	of	a	cut-price	airline’s	advertising	slogans	in
the	1980s:	‘People’s	Airline’.	Here	the	signifier	‘People’	is	being	used	to
signify	that	flying	is	everybody’s	right.	We	only	have	to	compare	the	slogan
‘People’s	Airline’	with	the	term	‘People’s	Republic’	(still	used	to	describe	the
Chinese	state)	to	see	that	how	signs	are	articulated	with	each	other	is	not	a
trivial	matter.	And,	of	course,	these	examples	reflect	only	some	of	the	myriad
connections	that	have	been	made	between	these	elements.

The	use	of	‘nationalism’	and	‘patriotism’	underlines	the	political	implications
of	how	signs	are	articulated	with	each	other	and	puts	some	further	meat	on
Saussure’s	somewhat	bare	and	abstract	bones.	What	Saussure	called	a
relational	view	of	language	shows	how	nationalism	only	gets	a	meaning	in
relation	to	other	terms	–	hence	the	Nazi	success	in	identifying	a	relation
between	nationalism	or	patriotism	and	fascism	(e.g.	national	socialism).
Conversely,	as	Laclau	(1981)	has	shown,	during	the	Second	World	War,
communist	Italian	politicians	successfully	appealed	to	the	apparently
indissoluble	links	between	being	a	patriotic	Italian	and	supporting	a	party
opposed	to	the	Germans.

Since	terms	have	no	fixed	meaning	derived	from	their	past	use,	populist
politicians	will	try	to	incorporate	popular	signs	(such	as	‘patriotism’)	into
their	vocabulary.	Think,	for	instance,	of	how	politicians	like	to	stand	in	front
of	their	national	flag.	(As	I	write,	the	British	Prime	Minister,	David	Cameron,
is	holding	a	press	conference	with	two	Union	Jacks	displayed	behind	him.)

Following	Saussure,	these	examples	show	that	the	meaning	of	a	sign	is	never
totally	fixed.	However,	Saussure’s	insistence	on	the	‘arbitrary’	character	of
any	sign	need	not	mean	that	we	should	follow	him	in	downplaying	the
creative	way	in	which	signs	can	be	used	to	establish	a	favoured	set	of
meanings.

Let	me	provide	a	famous	visual	example	of	how	signs	are	used	in	this	way.

Barthes’	identification	of	the	semiotic	analyst	as	a	‘reader	of	myths’	has	an
impressive	intellectual	pedigree.	In	the	nineteenth	century,	Karl	Marx	had
suggested	that	we	treat	textbooks	of	political	economy	not	as	sober	academic
treatises	but	as	‘adventure	stories’.	And,	as	we	have	seen,	in	the	twentieth
century,	Saussure,	followed	by	structural	anthropology,	exhibited	the
structuralist	urge	to	locate	‘deep	structures’	behind	particular	signs.

However,	as	Barthes	himself	was	later	to	recognise,	such	ploys	have	at	least
two	limitations:

1.	 By	looking	behind	and	underneath	signs,	they	fail	to	analyse	properly	the
complex	internal	workings	of	relations	between	signs.



2.	 Accounts	of	underlying	structures	or	‘myths’	create	the	illusion	of	an	all-
knowing	analyst	who	somehow	remains	outside	sign-systems.

Barthes’	later	work	was	an	attempt	to	recant	much	of	his	position	in
Mythologies.	In	his	collection	of	essays	called	Image/Music/Text	(Barthes,
1977),	the	concept	of	‘myth’	disappears.	It	is	replaced	by	an	insistence	on
what	Barthes	terms	a	‘play	of	signifiers’.	If	there	is	anything	‘ideological’
about	signs,	Barthes	now	finds	it	not	in	ironic	contrasts	between	‘appearance’
and	‘reality’	but	wherever	this	potentially	‘indefinite’	play	of	signifiers	is
terminated	or	closed	off.	Barthes’	later	position	was	important	in	the
emergence	of	postmodernism	and	its	treatment	of	signification	as	a	pastiche
of	insecure	and	changing	elements.

The	rest	of	this	chapter	is	taken	up	with	an	account	of	research	on	images
taken	from	a	very	different	tradition:	conversation	analysis.

Exercise	12.2
This	is	an	exercise	to	help	you	to	use	Saussure’s	abstract	concepts.	Imagine	you	are	given	a	menu
at	a	restaurant.	The	menu	reads	as	follows	(for	convenience	we	will	leave	out	the	prices):

Tomato	soup
Mixed	salad
***
Roast	beef
Fried	chicken
Grilled	plaice
***
Ice	cream	(several	flavours)
Apple	pie

Your	task	is	to	work	out	how	you	can	treat	the	words	on	the	menu	as	a	set	of	related	signs.	Try	to
use	all	the	concepts	above:	for	example,	langue,	parole,	syntagmatic	relations	and	paradigmatic
oppositions.

Here	are	some	clues:

1.	 What	can	you	learn	from	the	order	in	which	the	courses	are	set	out?
2.	 What	can	you	learn	from	the	choices	which	are	offered	for	each	course?

Case	Study

Cartoons	as	Sign-Systems
Emmison	and	McHoul	(1987)	gathered	a	set	of	cartoons	about	economic	issues	that	appeared	in
English-language	newspapers	and	periodicals	between	roughly	1920	and	1980	(see	also	Emmison
and	Smith,	2000:	86–90).	According	to	their	analysis,	it	turns	out	that	there	are	at	least	three
phases	in	how	‘the	economy’	is	represented:

1.	 Before	the	1930s,	‘economy’	refers	only	to	the	classical	notion	of	‘economising’	through
cutting	back	unnecessary	expenditure.

2.	 In	the	1930s,	Keynesian	ideas	about	a	national	economic	structure,	able	to	be	modified	by



government	intervention,	start	to	be	represented.	Thus	a	contemporary	cartoon	shows
‘Slump’	as	a	half-ghost,	half-scarecrow	figure,	while	a	jaunty	Father	Christmas	dismisses
the	slump	with	a	wave	of	his	hand.	For	the	first	time,	then,	the	‘economy’	becomes
embodied	(as	a	sick	person)	and	collective	solutions	to	economic	problems	are	implied
(Father	Christmas	dispensing	gifts	via	government	spending).

3.	 By	the	1940s,	the	economy	is	understood	as	a	fully	collective,	embodied	being.	Often
cartoons	of	that	period	use	animals	to	represent	both	the	economy	and	economic	policy.
One	cartoon	depicts	the	economy	as	a	sea-monster.	Another	shows	the	Budget	as	a	box	of
snakes	charmed	by	a	finance	minister.

Exercise	12.3
This	exercise	is	designed	to	help	you	to	think	about	how	sign-systems	work	in	visual	images.

1.	 Select	two	Internet	advertisements	which	contain	visual	images	for	different	makes	of	the
same	product	(e.g.	a	mobile	phone).

2.	 List	the	signifiers	present	in	each	advert.
3.	 Now	consider	how	these	signifying	elements	are	related	(or	articulated)	to	each	other	and

the	meaning	(or	‘message’)	that	is,	thereby,	signified	in	each	advert.
4.	 Do	the	two	adverts	use	the	same	or	different	strategies	to	convey	their	message?

Case	Study

The	Colonial	Soldier
Barthes	(1973)	discusses	a	photograph	in	a	French	magazine	taken	at	the	time	when	France	still
possessed	an	African	empire.	The	photo	shows	a	black	man	who	is	wearing	the	uniform	of	the
French	Army.	This	man	is	depicted	saluting	the	French	national	flag.
To	understand	the	layers	of	meaning	we	can	read	into	this	image,	Barthes	(1967:	89ff.)	introduces
the	concept	of	denotation.	Denotation,	according	to	Barthes,	is	the	surface	meaning	of	signs.	In
these	terms,	we	note	the	sign	of	the	salute,	formed	between	the	movement	of	the	soldier’s	arm
and	the	flag	upon	which	his	gaze	is	fixed,	and	the	sign	of	colour	(‘black’	being	selected	from	the
paradigmatic	opposition	of	primary	colours).

However,	Barthes	tells	us,	there	is	a	deeper	level	of	meaning	to	be	found	in	this	image.	The	sign
as	a	whole	connotes	the	free	participation	of	‘subject’	peoples	in	the	French	Empire.	At	this	level,
the	surface	meaning	is	used	to	signify	a	system	of	connotation.	This	system	unconsciously
informs	the	viewer	about	what	the	surface	meaning	of	this	image	implies	–	the	naturalness	and
hence	unquestionability	of	French	imperialism.
Barthes	claims	to	have	identified	how	this	image	works	to	sustain	what	he	terms	a	‘myth’	(indeed
his	book	of	essays	on	different	images	is	called	Mythologies).	Conceived	as	a	‘narrative’	(Section
3.4),	the	myth	re-created	in	this	image	is,	for	Barthes,	‘true’	because	it	expresses	an	ideology
actually	used	to	sustain	French	imperialism.	But	it	is	also	‘false’	because	it	conceals	a	particular
system	of	connotation.

Link



Semiotics	for	beginners,	by	David	Chandler:
www.aber.ac.uk/media/Documents/S4B/semiotic.html

12.5	Workplace	studies
In	Section	11.5,	I	outlined	the	approach	of	conversation	analysis	(CA).	As
noted	there,	CA	involves	the	recording	and	detailed	transcription	of	talk	in
order	to	analyse	how	the	participants	orient	to	the	sequential	organisation	of
turns.	Since	the	1980s,	the	use	of	video	recorders	has	allowed	researchers
influenced	by	ethnomethodology	and	CA	to	analyse	such	features	as	gaze

http://www.aber.ac.uk/media/Documents/S4B/semiotic.html


and	body	movements	and	see	how	they	are	tied	into	talk	and	other	actions.

The	analysis	of	talk	in	organisational	settings	(‘institutional	talk’)	has	become
increasingly	important	within	CA.	This	approach	has	become	known	as
workplace	studies.	As	Christian	Heath	notes,	workplace	studies	have	carried
out	the	programme	of	the	early	ethnographers	(the	Chicago	School	and	their
post-war	followers	such	as	Everett	Hughes	and	Howard	Becker),	while	using
methods	which,	until	recent	decades,	were	unavailable	or	unknown.	As	Heath
puts	it:

in	sociology	the	conceptual	and	theoretical	resources	which	have
informed	a	substantial	corpus	of	rich	ethnographic	work	since	the	1950s,
do	not	readily	lend	themselves	to	the	analysis	of	the	details	of	social
actions	and	activities	captured	on	video.	In	contrast	however,
ethnomethodology	and	conversation	analysis,	with	their	commitment	to
the	local	in	situ	organisation	of	human	conduct,	and	their	interest	in
taking	talk	and	interaction	seriously,	as	topics	in	their	own	right,	provide
an	analytic	orientation	which	can	take	advantage	of	the	opportunities
afforded	through	video.	(2004:	273)

Within	the	workplace,	the	institutional	talk	programme	has	paid	a	great	deal
of	attention	to	how	people	use	information	on	computer	screens.	For	instance,
Zimmerman	(1992)	has	shown	the	unintended	consequences	of	the	use	of	PCs
in	emergency	call	centres.	In	particular,	callers	can	be	confused	by	the	silence
on	their	phone	while,	unbeknown	to	them,	the	operator	is	typing	on	their
computer	keyboard.

Table	12.3	gives	you	some	idea	of	how	to	analyse	your	video	data.	Following
that,	I	outline	some	examples	of	workplace	studies.



Source:	adapted	from	Heath	et	al.	(2010:	61–85)

In	the	rest	of	the	chapter,	I	give	some	more	examples	of	how	visual	data	have
been	used	in	workplace	studies.

12.5.1	Communicating	with	patients:	the	body	in
action
As	Heath	(2004)	demonstrates,	the	growing	use	of	PCs	by	general
practitioners	has	also	had	an	unexpected	impact	on	their	communication	with
patients.	To	understand	this	further,	we	need	to	see	how	Heath	used	his	videos
of	medical	consultations	to	examine	how	doctors	and	patients	organise	their
gaze.	It	turns	out	that	even	the	simple	act	of	writing	a	prescription	has
important	interactional	consequences.

Heath	(2004)	discusses	a	medical	consultation	with	a	female	patient
complaining	of	pain	in	her	knee.	Towards	the	end	of	the	consultation,	the
doctor	begins	to	prepare	a	prescription.	As	he	starts	to	write,	the	patient,	who
is	still	standing	following	the	physical	examination,	begins	to	tell	a	story.

Extract	12.2	shows	how	she	tells	her	story.	Her	words	are	transcribed	using
the	CA	conventions	explained	in	the	Appendix.	In	addition,	however,	Extract
12.2	shows	both	body	movements	and	the	direction	of	the	participants’	gaze
(marked	as	‘up’	or	‘down’	below).

Extract	12.2	[Heath,	2004:	274:	Fragment	1	(adapted)]

walks	up	down	up	down	up	down	up	down

P:	I	was	coming	up	the	steps	li:ke	this	all	the	way	up	I	felt

Dr:	writes	turns	to	turns	to	nods	and



prescription	P’s	face	P’s	legs	smiles

Here	is	how	Heath	describes	this	extract:

As	the	patient	begins	to	describe	the	difficulties	she	had	walking	up	the
stairs	at	Debenhams,	she	starts	to	walk	up	and	down	on	the	spot,
illustrating	the	problems	she	experienced.	More	particularly	she	places
her	hand	on	the	doctor’s	desk	and	balancing	her	weight,	shows	the	way
in	which	she	distorted	her	hip	and	leg	movement	to	actually	climb	the
stairs.	The	movements	give	sense	to	the	talk	they	accompany.	They
lucidly	reveal	the	problems	she	experienced	and	provide	a	vivid	picture
of	the	suffering	that	she	incurred.	The	story	points	to	the	difficulties	and
provides	a	framework	in	which	the	movements	embody,	literally,	the
patient’s	difficulties	and	suffering.	(2004:	274)

As	Heath	points	out,	however,	we	should	not	treat	these	movements	as	simply
to	do	with	the	patient	herself.	It	turns	out	that	P	has	a	problem:	how	to
encourage	the	doctor	to	look	as	well	as	listen	to	her	story.	For,	as	this	extract
begins,	Dr	is	looking	down,	while	writing	a	prescription.	By	its	end,	however,
Dr	is	looking	at	his	patient.	As	Heath	comments:

The	patient’s	success	in	encouraging	the	doctor	to	watch	the
performance	and	thereby	achieving	the	sequential	relevance	of	the	story
derives	from	the	ways	in	which	she	designs	her	bodily	conduct.	As	she
begins	to	step	up	for	the	second	time,	she	swings	her	hips	towards	the
doctor.	In	particular,	she	swings	her	hips	towards	his	visual	field,	an	area
midway	between	the	prescription	pad	and	his	face.	Just	as	her	hips	move
towards	the	doctor	he	looks	up,	turning	to	the	face	of	the	patient.	The
patient’s	movement,	a	component	of	the	overall	demonstration,
engenders	the	reorientation	by	doctor,	encouraging	him	to	abandon	the
prescription	temporarily	and	transform	the	ways	in	which	he	is
participating	in	the	delivery	of	the	story.	On	turning	to	the	patient’s	face,
he	finds	her	looking	at	her	own	legs	as	she	utters	‘like	this’.	He	looks
down	and	watches	her	dramatic	performance	as	she	steps	up	and	down.
And,	as	she	beings	the	performance	to	completion	with	‘terribly’	and	the
doctor	utters	‘yeh’,	‘yes’	and	nods,	the	patient	successfully	transforms
the	participation	of	the	doctor	and	has	him	temporarily	abandon	his
current	activity	to	witness	the	difficulties	that	she	experienced	walking
up	the	steps	at	Debenham’s.	(2004:	276–7)



By	including	video	data	in	his	analysis,	Heath	has	elegantly	revealed	the
interplay	between	words,	gaze	and	bodily	movements.	As	he	puts	it,	P’s
bodily	conduct	is	both	‘part	of	her	story’	but	functional	in	gaining	Dr’s	gaze
and,	thereby,	‘establish	an	audience	for	her	performance	and	thereby	achieve
the	sense	and	sequential	significance	of	the	story’	(2004:	277).	Now	that
doctors’	activities	include	not	only	prescription-writing	but,	like
Zimmerman’s	emergency	service	telephone	operators,	looking	at	the	screens
of	their	PCs,	Heath’s	address	of	the	visual	elements	of	conduct	could	not	be
more	practically	relevant.

TIP
To	make	recordings	of	visual	data	you	have	the	choice	between:

Analogue	devices	–	recording	onto	VHS	or	Hi8	tapes
Digital	devices	–	recording	onto	Mini	DV	tapes,	memory	cards	or	DVDs.

Although	some	cameras	have	quite	good	microphones	it	is	generally	necessary	to	use	some
form	of	external	microphone	as	well.	In	some	situations,	you	may	want	to	use	an	additional
wide-angled	lens	(which	you	thread	onto	the	lens	of	your	camera)	and	a	tripod.	To	transcribe
(and	analyze)	the	recording	you	can	either	use	the	appropriate	video-player	or	download	the
images	onto	the	computer.	If	using	a	video-player	you	often	need	to	be	able	to	produce	a
stable	freeze	frame	(i.e.	not	fuzzy	or	jerky)	and	have	good	slow-motion	facilities.	Digital
video	cameras	have	recently	become	a	lot	more	affordable	and	offer	a	better	quality	of
recording	and	more	stable	image	when	viewing	freeze	frames	or	playing	the	tape	in	slow
motion.	(Rapley,	2007:	36)

TIP



Rapley	offers	his	own,	more	informal,	version	of	Table	12.3:

When	I’m	working	with	audio	or	video-recordings,	I	initially	just	listen	and/or	watch
the	recordings	once	through	as	soon	as	I	have	time.	I’ll	make	some	notes	and	if	any
moments	really	stand	out	I	might	even	very	roughly	transcribe	that	section	of	talk.	So
again,	my	coding	and	analysis	is	both	ongoing	and	refined	and	guided	by	what	I	feel	is
‘interesting’	or	‘noticeable’.	When	I’ve	got	more	time,	I’ll	then	repeatedly	listen/watch
the	tapes,	and	so	generate,	check	and	refine	my	analytic	hunches.	If	I’m	working	with	a
very	small	number	of	recordings	or	if	I	think	a	specific	recording	is	vital,	I	might
transcribe	them	all	–	to	whatever	level	of	detail	I	think	is	useful.	With	larger	archives	or
recordings,	I	generally	only	transcribe	those	sections	that	are	key	–	either	because	they
are	really	good	examples	of	what	typically	goes	on	or	because	they	are	atypical	and
therefore	reflexively	show	what	is	routine.	(2007:	127)



12.5.2	Communicating	with	a	photocopier
Like	Heath,	Lucy	Suchman	is	concerned	with	the	interaction	between	people
and	machines.	However,	in	this	case	(Suchman,	1987),	the	communication	is
not	mediated	through	a	caller	or	client.	Instead,	she	takes	the	example	of	a
computer-based	system	attached	to	a	photocopier	and	intended	to	instruct	the
user	in	the	photocopier’s	operation.

Suchman	focuses	on	how	rules	function	in	human–computer	interaction.	She
draws	upon	Gladwin’s	(1964)	account	of	the	navigation	methods	of	a	South
East	Asian	tribe	–	the	Trukese	–	with	no	‘rational’	Western	theory	of
navigation.	Instead,	the	Trukese	navigate	via	various	ad	hoc	methods	(e.g.
responding	to	the	wind,	waves,	stars,	clouds).	Suchman	asks	how	real	is	the
contrast	between	Western	and	Trukese	methods	of	navigation?	Theories	and
plans	do	not	determine	the	actions	of	either	Western	or	Trukese	navigators.
Rather	Western	navigators	invoke	a	plan	when	asked	to	account	for	their
navigation	which,	inevitably,	depends	on	ad	hoc	methods	(e.g.	accounting	for
disasters	like	the	Exxon	Valdez	oil	spill	off	Alaska).

This	creates	a	problem	in	artificial	intelligence	systems	which	are	‘built	on	a
planning	model	of	human	action.	The	model	treats	a	plan	as	something
located	in	the	actor’s	head,	which	directs	his	or	her	behaviour’	(Suchman,
1987:	3).

As	Suchman	notes,	plans	neither	determine	action	nor	fully	reconstruct	it.
Thus	she	argues	that	‘artifacts	built	on	the	planning	model	confuse	plans	with
situated	actions’	and	proposes	‘a	view	of	plans	as	formulations	of	antecedent
conditions	and	consequences	that	account	for	actions	in	a	plausible	way’
(1987:	3).

Conversely,	she	suggests,	the	successful	navigation	of	the	Trukese	shows	that
‘the	coherence	of	situated	action	is	tied	in	essential	ways	not	to	…
conventional	rules	but	to	local	interactions	contingent	on	the	actor’s	particular
circumstances’	(1987:	27–8).

This	implies	that,	in	designing	computers	that	can	interact	with	humans,	the
system	of	communication	‘must	incorporate	both	a	sensitivity	to	local
circumstances	and	resources	for	the	remedy	of	troubles	in	understanding	that
inevitably	arise’	(1987:	28).

This	will	mean	that:	‘Instead	of	looking	for	a	structure	that	is	invariant	across
situations,	we	look	for	the	processes	whereby	particular,	uniquely	constituted
circumstances	are	systematically	interpreted	so	as	to	render	meaning	shared
and	action	accountably	rational’	(1987:	67).

There	is	a	methodological	basis	behind	Suchman’s	focus	on	‘processes	[of]	…



systematic	interpretation’	that	is	worth	noting.	Although	we	have	not
reproduced	her	data	here,	like	Zimmerman	and	Heath,	her	analysis	is
concerned	with	the	sequential	organisation	of	verbal	and	non-verbal
interaction.

Suchman’s	data	derive	from	videos	of	four	sessions,	each	of	more	than	an
hour,	involving	first-time	users	of	this	‘expert	system’.	In	each	session,	two
novices	worked	together	in	pairs.	She	is	particularly	concerned	with	how
interactional	‘troubles’	arise	and	are	resolved.

In	Suchman’s	study,	the	computer	used	in	the	photocopier	‘project(s)	the
course	of	the	user’s	actions	as	the	enactment	of	a	plan	for	doing	the	job,	and
then	use(s)	the	presumed	plan	as	the	relevant	context	for	the	action’s
interpretation’	(1987:	99,	my	emphasis).	However,	the	problem	is	that	‘plans’
have	a	different	status	for	computers	and	users:	‘While	the	(design)	plan
directly	determines	the	system’s	behaviour,	the	user	is	required	to	find	the
plan,	as	the	prescriptive	and	descriptive	significance	of	a	series	of	procedural
instructions’	(1987:	121,	my	emphasis).

This	is	shown	in	Suchman’s	model	of	how	the	computer	is	supposed	to
‘instruct’	a	user	set	out	in	Table	12.4.

Source:	based	on	Suchman	(1987:	107)

Despite	this	rational	model,	much	of	the	user’s	behaviour	is	unavailable	to	the
system,	for	instance:	‘the	actual	work	of	locating	referents	and	interpreting
action	descriptions’	(1987:	107).	This	means	that	if	an	instruction	is
misunderstood	by	the	user,	the	error	will	go	unnoticed.

Predictably,	Suchman’s	study	reveals	many	conflicts	between	the	design
assumptions	(DAs)	built	into	the	machine	and	user	assumptions	(UAs).	Some
examples	of	this	are	set	out	in	Table	12.5.



Source:	based	on	Suchman	(1987:	148–67)

As	Table	12.5	shows,	a	faulted	action	can	go	unnoticed	at	the	point	where	it
occurs.	This	is	because	‘what	is	available	to	the	system	is	only	the	action’s
effect	and	that	effect	satisfies	the	requirements	for	the	next	instruction’	(1987:
167).

As	a	consequence,	while,	from	the	point	of	view	of	the	design,	users	have
achieved	precisely	what	they	want,	this	is	not	how	users	actually	perceive
their	situation.	Because	of	these	kinds	of	conflicts	between	the	assumptions	of
designers	and	users,	Suchman	concludes	that	users	often	fail	to	get	what	they
want	from	the	photocopier:	‘Due	to	the	constraints	on	the	machine’s	access	to
the	situation	of	the	user’s	inquiry,	breaches	in	understanding	that	for	face-to-
face	interaction	would	be	trivial	in	terms	of	detection	and	repair	become
‘fatal’	for	human–machine	communication’	(1987:	170).	Like	many	studies
concerned	with	the	mechanics	of	our	interaction	with	the	objects	around	us,
Suchman’s	findings	are	both	analytically	and	practically	rich.	Among	the
practical	implications	of	her	study,	we	may	note	that:

It	reveals	the	character	of	practical	decision-making	in	a	way	relevant	to
the	design	of	expert	systems.
It	suggests	the	constructive	role	of	users’	troubles	in	system	design,	that
is	troubles	arise	not	by	departing	from	a	plan	but	in	the	situated
contingencies	of	action.	She	notes	how	such	systems	may	not	seek	to
eliminate	user	errors	but	‘to	make	them	accessible	to	the	student,	and
therefore	instructive’.	(1987:	184)

Suchman’s	work	is	important	because	it	uses	video	recordings	to	focus	on	the
precise	mechanics	of	institutional	interaction.	In	particular,	Suchman,



following	a	tenet	of	CA,	begins	by	using	everyday	interaction	as	a	baseline
and	then	seeing	how	far	human–computer	interaction	departs	from	it.	This
means	that	she	avoids	starting	with	the	common-sense	assumption	that	there
is	a	stable	organisational	or	institutional	order	separate	from	everyday
interaction.	The	same	approach	is	taken	in	my	final	example	of	workplace
studies	in	Section	12.5.3.

Exercise	12.4
This	exercise	invites	you	to	build	upon	Lucy	Suchman’s	work.	Before	you	attempt	it,	you	must
get	the	permission	for	filming	of	all	the	photocopier	users	and	of	the	university	authorities
responsible	for	the	photocopying	room	(for	a	sample	consent	form,	see	the	relevant	case	study	in
Chapter	4:	ten	Have,	1998).

1.	 Take	a	video	camera	into	a	photocopying	room	in	your	university.
2.	 Film	the	instructions	that	each	user	gives	to	the	photocopier,	the	message	that	then	follows

and	the	user’s	response	to	each	message,	and	audio	record	the	comments	that	each	user
makes	during	these	activities.

3.	 Carefully	transcribe	your	data,	using	Heath’s	transcription	symbols	found	earlier	in	his
data.

4.	 What	are	the	similarities	and	differences	evident	between	user	assumptions	(UAs)	and
design	assumptions	(DAs)?

5.	 What	does	your	research	suggest	about	(i)	how	the	photocopier	could	be	better	designed;
and	(ii)	how	photocopier	users	could	be	better	trained?

12.5.3	Teamwork	in	London	Underground	control
rooms
Christian	Heath	and	Paul	Luff	studied	videos	of	staff	working	at	a	control
room	which	oversees	the	Bakerloo	Line	on	the	London	Underground.	The
four	staff	who	work	there	oversee	traffic	movement	and	deal	with	problems
and	difficulties	when	they	arise.	Heath	and	Luff	(2000)	argue	that	the
flexibility	and	emergent	character	of	the	staff’s	activities	is	far	more	complex
and	interactionally	co-ordinated	than	could	be	formally	prescribed	in
documents	or	training	manuals.

The	Line	Control	Room	houses	a	line	controller,	who	co-ordinates	the	day-to-
day	running	of	the	railway,	a	divisional	information	assistant	(DIA)	whose
responsibilities	include	providing	information	to	passengers	through	a	public
address	(PA)	system	and	communicating	with	station	managers,	and	two
signal	assistants	who	oversee	the	operation	of	the	signalling	system	on	the
busiest	section	of	the	line.	To	show	how	the	control	team	work,	I	will	take	one
episode	discussed	by	Heath	and	Luff	(2000:	108ff.).	It	takes	place	during	a
minor	crisis	when,	in	a	few	hours,	the	personnel	within	the	control	room	have
had	to	deal	with	a	station	closure,	a	fire	on	a	train,	a	mechanical	failure	and	a
missing	driver.	These	problems	have	meant	that	two	controllers	have	become



involved	in	managing	the	traffic	on	the	line.	These	problems	have	also	meant
that	personnel	in	the	control	room,	including	the	signal	assistants,	have	lost
the	location	of	particular	trains,	and	are	trying	to	maintain	an	adequate	service
irrespective	of	the	timetable	and	the	scheduled	running	times.

Image	12.1

image	12.2

The	following	fragment	begins	approximately	15	seconds	before	Cii’s	request
to	the	DIA.

Cii	is	having	a	heated	discussion	with	his	colleague	(Ci)	concerning	the
failure	of	a	signalman	(located	outside	the	Line	Control	Room)	to	undertake
various	changes	to	the	running	times	of	the	trains.	During	this	discussion	the
telephone	rings.	Cii	picks	up	the	handset,	but	delays	taking	the	call	until	an
opportune	moment	arises	in	the	discussion.	On	his	colleague	uttering	‘Oh	for
fucks	sake’	(frame	12.4),	Cii	responds	to	the	call.

The	call	informs	Cii	of	the	difficulties	at	Oxford	Circus.	Cii	then	grabs	the
radio	phone	and	attempts	to	contact	the	driver,	through	which	he	tries	to	do
three	times.	While	Cii	is	attempting	to	intervene,	the	DIA	and	the	other	signal
assistant	(Si)	have	been	trying	to	identify	the	train	at	Baker	Street.	The	DIA
switches	the	CCTV	monitor	to	Baker	Street	South	and	attempts	to	read	the
number	from	the	front	of	train	as	it	enters	the	platform.	The	DIA	utters	‘all	the
two::s’	and	Si	returns	to	his	own	desk,	calling	out	to	his	fellow	signal	assistant
‘two	two	two’	(frames	12.5	and	12.6)

Heath	and	Luff	note	that	at	least	two	parallel	and	independent	activities	are
now	taking	place.	Cii	is	attempting	to	free	the	hold-up	at	Oxford	Circus	and
the	DIA,	signal	assistants	and	Ci	are,	in	various	ways,	concerned	with	the
number	of	the	train	at	Baker	Street.

As	the	DIA	utters	‘all	the	two::s’,	he	turns	from	the	CCTV	monitor	(showing
Baker	Street)	to	the	fixed	line	diagram.	The	alignment	of	gaze	from	the	one
representation	to	the	other	serves	to	mark	not	only	the	completion	of	the
previous	activity,	but	the	onset	of	another,	namely	an	assessment	of	a
particular	aspect	of	the	operation	of	the	service.	In	realigning	his	gaze,	the
DIA	adopts	a	parallel	orientation	to	the	fixed	line	diagram	to	Cii,	looking
towards	Oxford	Circus	just	as	the	latter	is	uttering	‘do	you	receive:	over’



(frame	12.5).	As	the	DIA	aligns	his	gaze	towards	the	diagram,	Cii
momentarily	adjusts	his	own	orientation	towards	the	area	of	mutual	regard.
The	position	of	the	DIA’s	alignment	of	gaze,	at	the	point	at	which	Cii	voices
the	potential	location	of	the	‘problem’,	coupled	with	its	orientation	towards
the	domain	in	question,	suggests	that	as	the	one	activity	is	brought	to
completion,	the	DIA	is	already	sensitive	to	the	attempts	by	Cii	to	contact	the
driver	and	intervene	in	the	operation	of	the	service.	Moreover,	Cii’s
reorientation	may	suggest	that	he	is	also	sensitive	to	the	DIA’s	alignment
towards	his	own	attempts	to	contact	the	driver	at	Oxford	Circus.

As	Cii	begins	his	second	attempt	to	contact	the	driver,	he	turns	from	the
diagram	to	his	desk.	The	DIA	simultaneously	turns	from	the	diagram	towards
the	console	(frame	12.7).	As	Cii	produces	the	word	‘Oxford’	in	‘Oxford
Circus	South’,	the	DIA	moves	his	hand	forward	towards	the	key	controls	of
the	PA	system	in	readiness	for	a	public	announcement.

Heath	and	Luff	comment	upon	how	the	video	data	have	displayed	teamwork
in	fine	detail:

The	juxtaposition	of	the	DIA’s	actions	with	components	within	Cii’s
utterances	which	identify	the	locale	of	the	problem,	coupled	with	the
ways	in	which	his	physical	alignment	and	realignment	parallels	the
actions	of	his	co-participant,	suggests	and	displays	that	the	emergent
activity	of	the	DIA	is	convergent	with	the	problem	with	which	Cii	is
attempting	to	address.	Moreover,	moving	his	hand	to	the	PA	controls
serves	to	confirm,	retrospectively,	that	the	initial	alignment	by	the	DIA
towards	the	fixed	line	diagram	is	indeed	a	first	action	within	an	emergent
trajectory	of	conduct	…	Through	the	use	of	particular	tools	at	successive
stages	within	Cii’s	attempts	to	deal	with	the	problem,	the	DIA’s	actions
become	visible	and	intelligible	as	part	of	a	routine	and	recurrent	activity
–	the	delivery	of	an	announcement	following	an	intervention	by	a
controller.	Cii’s	actions	not	only	provide	the	resources	to	enable	the	DIA
to	examine	the	fixed	line	diagram	and	infer	the	reasons	for	the	upcoming
intervention,	but	allow	him	to	prepare	to	undertake	a	series	of	public
announcements	as	soon	as	the	problem	is	solved.	(2000:	111)

I	conclude	my	discussion	of	this	highly	sophisticated	analysis	of	video	data
by	noting	how	it	develops	the	tradition	of	the	sociology	of	work	and
occupations	associated	with	Hughes	(1958,	1971).	We	can	understand	this
point	in	Heath	and	Luff’s	discussion	of	organisational	learning.	They	state:



The	difficulty	faced	by	trainee	Controllers,	Information	Assistants	and
Signalmen	is	not	simply	learning	to	undertake	a	body	of	relatively
complex	and	specialised	tasks,	but	rather	learning	to	accomplish	those
activities	with	respect	to	the	real-time	contributions	and	demands	of
personnel	both	within	and	outside	the	Line	Control	Room.	Following	the
classic	essays	of	Hughes	…	we	might	think	of	the	trainee’s	problem	as
one	of	becoming	familiar	with	an	unexplicated	and	tacit	organisational
culture	which	might	consist	of	skills,	collective	representations,
defences,	mandates,	ideologies	and	the	like.	Whilst	such	features	may
well	inform	occupational	performance	within	the	Line	Control	Rooms,
and	perhaps	in	other	work	environments,	the	difficulties	faced	by	the
trainees	derive	from	the	ways	in	which	tasks	are	systematically
coordinated	in	real-time	with	the	actions	and	activities	of	colleagues.
Indeed,	it	appears	that	individual	tasks	and	activities	are	inseparable
from,	and	thoroughly	embedded	in,	ongoing	concerted	interaction	with
colleagues	within	the	local	milieu.	(2000:	116–17)

12.6	Conclusion
The	observant	reader	may	remark	that	this	is	rather	an	unbalanced	account	of
how	qualitative	researchers	have	used	visual	data.	For	instance,	I	have	barely
discussed	certain	kinds	of	data,	such	as	photographs	or	movies,	and	I	have
underplayed	the	dominant	role	of	postmodernism	in	the	analysis	of	the
image.

I	plead	‘guilty’	to	this	charge	of	imbalance.	However,	I	would	enter	a	plea	in
mitigation.

With	the	burgeoning	of	cultural	studies	within	social	science,	the	study	of
visual	images	has	become	a	highly	fashionable	topic.	Although	this
rediscovery	of	the	visual	is	welcome,	it	has	occurred	at	some	cost.

First,	as	Emmison	and	Smith	(2000:	viii–ix,	22)	suggest,	cultural	studies’
usual	focus	on	commercially	produced	images	(like	advertisements	and	TV
news	bulletins)	has	led	to	a	relative	neglect	of	research	on	how	everyday
participants	use	the	visual	and	mechanical	resources	in	their	environment.
Second,	I	have	reservations	about	the	quality	of	analysis	that	passes	as
adequate	in	many	areas	of	cultural	studies.	Rather	than	cautious,	rigorous
research	on	visual	images,	we	tend	to	find	either	the	kind	of	politically	driven
‘demythologising’	seen	in	the	early	work	of	Roland	Barthes	(see	Section	12.2
)	or	a	postmodernist	pastiche	where	‘anything	goes’.

Of	course,	these	are	big	generalisations.	And	even	I	would	exclude	from	my



charge	sheet	certain	kinds	of	research	which	accepts	the	postmodernist	banner
(see,	for	example,	Kendall	and	Wickham’s,	1999,	argument	that	we	treat
Foucault’s	work	as	a	tool	box	for	empirical	research	rather	than	as	an	impetus
to	woolly	theorising).

Nonetheless,	this	helps	to	explain	why	I	have	given	so	much	attention	to	how
everyday	participants	use	the	visual	and	mechanical	resources	in	their
environment.	Emmison	and	Smith	elegantly	make	this	point:

In	giving	up	the	idea	that	visual	research	is	only	the	study	of
photographs,	advertisements,	etc.	…	a	far	broader	range	of	data	becomes
available	for	investigation.	From	our	vantage	point,	visual	inquiry	is	no
longer	just	the	study	of	the	image,	but	rather	the	study	of	the	seen	and
the	observable.	(2000:	ix)

This	change	of	focus	to	‘the	seen	and	the	observable’	also	serves	to	reconnect
visual	research	to	lively	models	of	social	research	forgotten	in	the	postmodern
fashion	parade.	These	include	the	approaches	discussed	in	this	chapter,	as
well	as	the	models	considered	in	Chapter	9:	the	naturalism	of	the	Chicago
School	and	Erving	Goffman’s	analysis	of	framing.

Key	Points
The	aim	of	researching	visual	images	is	to	examine	the	‘work’	that	they
do	and	to	understand	how	they	do	that	work.
Content	analysis	counts	the	occurrence	in	images	of	the	pre-established
categories.
Semiotics	is	the	science	of	‘signs’.	It	shows	how	signs	relate	to	one
another	in	order	to	create	and	exclude	particular	meanings.
Workplace	studies	inspect	videos	to	show	how	participants	actually
attend	to	visual	elements	in	their	environment,	for	example	the	bodily
presence	and	gaze	of	others	and/or	the	technologies	through	which
people	communicate.

STUDY	QUESTIONS
1.	 What	kinds	of	visual	artefacts	can	we	study?
2.	 What	are	the	advantages	of	studying	how	people	use	visual	cues	in	everyday	situations?
3.	 How	can	content	analysis	be	used	to	analyse	visual	images?
4.	 What	is	meant	by	semiotics?
5.	 Explain	three	semiotic	terms	and	show	how	they	can	help	you	analyse	visual	images.
6.	 What	is	meant	by	‘workplace	studies’?



7.	 List	three	strategies	helpful	in	the	collection	or	analysis	of	videos	of	people	in	everyday
situations.

Recommended	Reading
The	most	recent,	systematic	and	accessible	discussion	of	the	significance	of
visual	images	is	Researching	the	Visual	(Emmison	and	Smith,	2000).	The
second	edition	of	this	book	(2013)	now	includes	chapters	on	researching	2D
and	3D	visual	data,	along	with	lived	and	living	visual	data,	and	also	features	a
brand	new	chapter	on	researching	the	virtual	world	of	the	Internet.	Christian
Heath,	John	Hindmarsh	and	Paul	Luff’s	marvellous	textbook	Video	in
Qualitative	Research	(2010)	provides	the	student	with	all	the	resources
necessary	to	do	video	analysis	–	from	gathering	data	to	analysing	it.	Christian
Heath	and	Paul	Luff’s	book	Technology	in	Action	(2000)	offers	a	more
advanced	example	of	workplace	studies.	The	research	reported	there	ranges
from	newsrooms	to	architects’	offices	to	London	Transport	control	rooms.

Famous	examples	of	semiotic	readings	of	images	are	to	be	found	in	Barthes’
collection	of	essays	called	Mythologies	(1973).	For	Barthes’	semiotic	analysis
of	photographs	see	his	essay	‘The	photographic	message’	(1977)	and	his	book
Camera	Lucida:	Reflections	on	Photography	(1981).

A	difficult	but	rewarding	semiotic	treatment	of	cinema	is	found	in	Stephen
Heath’s	Questions	of	Cinema	(1981).	For	an	attempt	to	apply	some	of	Stephen
Heath’s	concepts	to	a	movie,	see	my	paper	‘Unfixing	the	subject:	viewing	“
bad	timing”’	(Silverman,	1991).

Two	of	Harvey	Sacks’s	lectures	give	stunning	examples	of	analysing	visual
data	from	an	ethnomethodological	model:	glances	(1992,	I:	81–94)	and	traffic
(1992:	435–40).	For	a	short	treatment	of	the	methodological	issues	involved
when	students	use	video	data,	see	Silverman	(2013a:	59–62).
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

recognise	that	being	scared	about	‘writing	up’	is	very	common
understand	that	the	earlier	you	attempt	to	write,	the	easier	your	task	will	be
know	what	your	teachers	are	looking	for	in	your	report	and	be	able	to	tailor	it	accordingly
understand	the	organisational	features	that	characterise	a	successful	research	report
recognise	that	the	order	a	report	is	written	should	not	necessarily	be	the	same	as	the	order
in	which	it	appears.

Many	students	find	the	prospect	of	writing	a	research	report	highly
threatening.	Added	to	the	realistic	worries	of	satisfying	your	teacher	seems	to
be	a	somewhat	irrational	fear	of	the	act	of	writing	such	a	document.	Yet,	as
Amir	Marvasti	has	pointed	out,	if	we	think	about	it,	all	of	us	are	already
experienced	writers.	As	he	says:

Arguably,	we	are	all	writers.	Letters	or	emails	to	friends,	memos	for	our
work	colleagues,	or	even	grocery	lists	are	all	forms	of	writing.	The	act	of
writing,	then,	is	something	that	all	literate	people	engage	in	almost	daily.
However,	when	it	comes	to	writing	research	reports,	we	tend	to	become
afraid	and	uncomfortable.	We	put	off	assignments	for	weeks	and
reluctantly	turn	our	attention	to	the	task	of	writing	hours	before	the	work
is	due.	(2004:	119)

Marvasti	goes	on	to	provide	a	set	of	useful	tips	for	people	who	tend	to	freeze
when	they	have	to	write	a	research	report.	I	have	set	a	version	of	these	tips	in
Table	13.1.

Source:	adapted	from	Marvasti	(2004:	120–30)



The	important	message	we	should	derive	from	Table	13.1	is	that	you	cannot
write	early	enough.	The	very	act	of	writing	will	make	you	clarify	your	work.
As	Rapley	puts	it:

The	act	of	writing	is	a	rich	and	analytic	process	as	you	find	yourself	not
only	attempting	to	explain	and	justify	your	ideas	but	also	developing
them.	It	is	all	very	well	to	think	with	data	in	and	through	internal
dialogues	with	yourself,	brief	jottings,	or	conversations	with	other
interested	people.	However,	thinking	with	data	via	some	brief	or
extended	period,	either	written	or	typed,	will	transform	your	ideas.
Making	your	ideas	‘concrete’	enables	you	to	reflect,	to	see	gaps,	to
explore,	to	draw	other	texts	in.	(2011:	286)

Tip



Kathy	Charmaz	has	some	good	advice	for	students	who	struggle	to	get	their	first	ideas	onto
paper.	Try	thinking	about	your	data	in	terms	of	a	diagram	–	this	is	what	she	calls	clustering.
As	she	puts	it:
a	major	objective	of	clustering	is	to	liberate	your	creativity.	You	write	your	central	idea,
category,	or	process;	then	circle	it	and	draw	spokes	from	it	to	circled	subtopics	to	show	its
defining	characteristics	and	relationships	…	Clustering	can	enable	you	to	define	essentials.	It
allows	for	chaos	and	prompts	you	to	create	paths	through	it.	You	gain	a	way	of	sifting	and
sorting	your	material	while	you	create	a	pattern	about,	around,	and	through	your
category(ies).	Clustering	lets	you	make	what	lurks	in	the	background	jump	into	the
foreground.	Use	it	to	make	things	explicit	and	order	your	topic.	A	cluster	provides	a	direct
visual,	as	contrasted	with	a	solely	mental,	image.	Hence,	you	can	assess	relative	importance
of	the	points	within	your	cluster	and	relationships	between	them.	(2006:	86–7)



In	the	following	case	study,	based	on	his	research	on	homelessness,	Marvasti
shows	how	it	was	only	when	he	began	to	write	that	he	realised	that	his
original	research	ideas	were	not	working.

Case	Study

Writing	and	Rethinking
[A]t	the	beginning	of	my	project,	I	wanted	to	organize	my	dissertation	around	the	notion	that	the
homeless	are	‘the	postmodern	heroes	of	our	time’.	The	idea	was	inspired	by	interviews	with
homeless	men	who	had	said	things	like	‘It	sucks	to	be	a	citizen’	or	‘I	feel	sorry	for	the	poor
bastards	who	are	enslaved	by	their	work.	I	am	free	to	sleep	where	I	want	and	go	where	I	want.’	I
interpreted	such	statements	as	clear	rejections	of	the	modern,	capitalist	premise	of	productive
labor.	Chatting	in	coffee	shops	with	fellow	students,	I	would	champion	the	cause	of	the	homeless
by	quoting	their	anti-work	statements,	translating	my	field	notes	into	political	slogans.
Of	course,	eventually	I	had	to	write	all	of	this	down	into	a	coherent	document.	In	doing	so,	I	was
presented	with	a	serious	problem.	Namely,	I	found	it	impossible	to	transform	a	number	of	catchy
statements	into	a	full-length	dissertation.	Aside	from	a	few	banal	declarations	like	‘It	appears	that
some	homeless	people	reject	conventional	notions	of	work,’	I	had	nothing	else	to	write	on	the
topic.	Given	my	data	and	level	of	expertise,	the	notion	of	the	homeless	as	postmodern	heroes	was
a	dead	end.	(Marvasti,	2004:	120)

Fortunately,	Marvasti	ends	this	anecdote	on	an	upbeat	note.	Eventually,	after
much	rewriting,	he	realised	a	better	path	for	his	report.	As	he	puts	it:

as	my	writing	and	analysis	progressed,	I	came	across	another	idea	that
seemed	more	in	synch	with	the	empirical	evidence.	In	particular,	I
noticed	that	the	very	notion	of	‘the	homeless’	was	problematic.	The	men
and	women	on	the	streets	and	in	shelters	viewed	their	circumstances
from	many	different	standpoints.	(2004:	120)

Tip



By	writing	I	mean	as	little	as	those	moments	when	you	are	reading	or	thinking	about	your
data,	you	have	an	idea	and	spend	five	minutes	noting	it	down,	to	those	moments	when	you
might	be	spending	hours	writing.	You	should	get	into	the	habit	of	writing	about	anything	that
might	be	helpful.	An	idea	may	emerge	from	something	you’ve	read,	seen,	discussed	or
overheard.	It	is	not	only	writing,	but	also	working	with	diagrams,	lists,	tables,	basically,
anything	that	offers	you	a	way	to	conceptualise	your	ideas.	(Rapley,	2011:	286)

If	creativity	comes	through	continued	writing,	we	also	need	to	remember	that
such	creativity	should	not	exist	in	a	vacuum.	There	are	two	crucial
considerations	here:

Writing	should	always	be	for	a	particular	audience.



The	order	of	writing	should	not	be	linear.	For	instance,	the	best	time	to
work	out	your	title	and	write	your	abstract	is	after	you	have	written	your
report.

Writing	for	an	audience:	For	instance,	as	I	write	this	book,	I	imagine	a	student
perched	on	top	of	my	computer	screen	who	continually	asks	me	questions
such	as:	How	is	this	going	to	help	me?	Why	are	you	using	jargon	at	this
point?	Can	you	give	me	a	few	quick	tips	and	references?

Addressing	such	questions	helps	remind	me	that	what	matters	is	what	you
will	make	of	this	book.	Of	course,	research	reports	written	by	students	have	a
very	specific	audience	–	possibly	only	the	professor	who	teaches	the	relevant
course.	So	a	crucial	question	to	ask	yourself	is:	what	is	this	reader	looking
for?

The	order	in	which	you	write:	In	the	rest	of	this	chapter,	the	various
components	of	a	research	report	will	be	discussed	in	this	order:

the	beginning	stages	(title,	abstract,	list	of	contents	introduction)
your	literature	review
your	methodology	section
writing	your	data	chapter(s)
your	conclusion.

However,	this	should	not	necessarily	be	the	same	as	the	order	in	which	you
write.	Your	data	chapters	are	crucial	to	your	report	and	should	usually	be
written	first.	Try	to	escape	the	comfort	zone	of	starting	with	your	literature
review.	This	is	for	two	reasons:

you	cannot	know	what	is	the	important	literature	till	you	have	completed
your	data	analysis
unless	you	begin	your	data	analysis	early,	the	data	will	pile	up	and	you
may	drown	in	it.

Exercise	13.1
As	soon	as	you	gather	your	first	data	(e.g.	one	interview,	an	observation,	a	text	or	image),	try	to
write	200	words	about	it.

Go	through	the	following	stages:

describe	in	simple	terms	what	you	see	happening
consider	how	this	simple	description	can	be	improved	by	using	any	one	concept	with
which	you	are	familiar
note	what	other	data	you	will	need	to	make	your	analysis	more	solid
think	about	what	further	reading	you	need	to	do	to	improve	your	analysis.



For	the	moment,	however,	in	order	to	get	a	quick	grasp	of	what	you	are
aiming	for,	you	should	look	at	the	qualities	of	the	good	research	report	listed
in	Table	13.2.

Source:	adapted	from	Moisander	and	Valtonen	(2006:	174–82)

13.1	Beginnings
Nearly	all	dissertations	begin	with	four	elements:

a	title
an	abstract
a	list	of	contents
an	introduction.

13.1.1	Your	title
Titles	should	catch	the	reader’s	attention	while	properly	informing	them	about
the	main	focus	of	your	research.	My	own	preference	is	for	a	two-part	title:	a
snappy	main	title	often	using	a	present	participle	to	indicate	activity.	The	sub-
title	can	then	be	more	descriptive.

Tip



Try	to	make	your	main	title	catch	the	reader’s	imagination.	To	this	end,	you	could	use	a
question	as	your	main	title	(e.g.	‘Why	Are	Students	Disillusioned?’).	Then	you	could	explain
more	about	your	focus	in	the	sub-title	(e.g.	‘An	Interview	Study	about	Students’	Attitudes
towards	Party	Politics’).

13.1.2	Your	abstract
You	will	have	noticed	that	journal	articles	begin	with	an	‘abstract’	which
offers	a	brief	summary	of	the	aims	and	results	to	be	described	later.	It	is	good
professional	practice	to	follow	your	title	page	with	such	an	abstract	which
should	succinctly	cover	the	following:



your	research	problem
why	that	problem	is	important	and	worth	studying
your	data	and	methods
your	main	findings
their	implications	in	the	light	of	other	research.

There	is	usually	a	word	limit	for	abstracts	(100	words	is	common).	So,	as
Punch	points	out,	‘abstract	writing	is	the	skill	of	saying	as	much	as	possible	in
as	few	words	as	possible’	(1998:	276).	Within	the	word	limitations,	try	to
make	your	abstract	as	lively	and	informative	as	possible.

13.1.3	Your	list	of	contents
You	may	have	noticed	that	this	book	is	organised	into	different	sections
through	the	use	of	numbered	points.	This	has	been	done	to	allow	you	to	find
your	way	easily	between	different	parts	of	my	book	and	to	pinpoint	matters	in
which	you	have	most	interest.	The	double	numbering	system	used	here	offers
a	guide	for	your	own	report.	So,	for	instance,	your	review	of	the	literature
chapter	(or	section)	may	be	listed	as:

Chapter	3:	Review	of	the	Literature

3.1	The	background	studies
3.2	The	core	readings
3.3	The	study	closest	to	my	own

13.1.4	Your	introduction
Murcott	(1997:	1)	says	that	the	point	of	an	introduction	is	to	answer	the
question:	what	is	this	report	about?	She	suggests	that	you	answer	this	question
in	four	ways	by	explaining:

1.	 Why	you	have	chosen	this	topic	rather	than	any	other,	e.g.	either	because
it	has	been	neglected	or	because	it	is	much	discussed	but	not	properly	or
fully.

2.	 Why	this	topic	interests	you.
3.	 The	kind	of	research	approach	or	academic	discipline	you	will	utilise.
4.	 Your	research	questions	or	problems.

13.2	Your	literature	review
Most	research	reports	contain	a	review	of	the	literature.	By	writing	this



competently,	you	show	that:

you	are	able	to	locate	your	study	within	the	kind	of	topics,	methods	and
theories	used	in	your	discipline
you	are	building	on	previous	research	rather	than	trying	to	‘reinvent	the
wheel’.

Every	academic	has	horror	stories	of	literature	reviews	which	were	tediously
and	irrelevantly	descriptive.	Rudestam	and	Newton	characterise	well	such
failing	reviews:	‘[they	consist	of]	a	laundry	list	of	previous	studies,	with
sentences	or	paragraphs	beginning	with	the	words,	“Smith	found…”,	“Jones
concluded…”,	“Anderson	stated…”,	and	so	on’	(1992:	46).

By	contrast,	A.	Marvasti	(personal	correspondence)	suggests	that	a	literature
review	should	be	a	coherent	argument	for	why	your	particular	study	is	worth
doing	and	not	be	a	litany	of	everything	else	that	has	been	done	on	the	topic.
By	the	end	of	your	literature	review,	the	reader	should	respond	in	terms	like:
‘Yes,	I	can	see	why	this	study	is	important	and	where	it	fits	relative	to	what
other	scholars	have	done	in	this	field.’

So,	when	you	write	your	literature	review	make	sure	of	two	things:

you	focus	only	on	those	studies	that	are	relevant	for	defining	your
research	problem
you	organise	what	you	say	in	the	form	of	an	argument	rather	than	a
simple	description	of	other	studies.

TIP



Having	a	continuous	‘argument’	in	your	literature	review	should	not	mean	that	you	simply
criticise	other	studies.	Rather	it	means	that	you	work	to	relate	such	studies	to	your	own
research	topic	and	devote	much	more	space	to	crucial	studies	than	to	others.

13.3	Your	methodology	section
Even	modest	research	reports	are	supposed	to	have	a	section	which	describes
and	justifies	your	research	strategy.	In	particular,	your	examiner(s)	will	want
to	know	about:

your	research	topic



the	case(s)	you	have	studied
the	research	methods	you	have	chosen	to	use
how	you	have	analysed	your	data.

Treat	your	methodology	section	as	a	set	of	cautious	answers	to	questions	that
another	researcher	might	have	asked	you	about	your	work	(e.g.	why	did	you
use	these	methods;	how	did	you	come	to	these	conclusions?).	This	means	that
your	methods	chapter	should	aim	to	document	the	rationale	behind	your
research	design	and	data	analysis.	Table	13.3	shows	how	you	can	use	our
methodology	section	(or	chapter)	to	answer	a	set	of	questions.

To	answer	the	questions	in	Table	13.3	will	usually	mean	describing	the
following:

Source:	Murcott	(1997)

the	data	you	have	studied
how	you	obtained	that	data	(e.g.	issues	of	access	and	consent)
what	claims	you	are	making	about	the	data	(e.g.	as	representative	of
some	population	or	as	a	single	case	study)
the	methods	you	have	used	to	gather	the	data
why	you	have	chosen	these	methods
how	you	have	analysed	your	data.

13.4	Writing	up	your	data
We	now	come	to	the	most	crucial	part	of	your	report:	writing	up	your	data.
However	competent	the	rest	of	your	report,	you	will	primarily	be	assessed	in
how	well	you	describe	your	data	analysis.

From	the	beginning	of	your	research,	you	should	write	memos	which	note
down	your	early	ideas	about	key	concepts	and	processes	that	emerge	from
your	data	analysis.	Writing	up	your	data	should	be	viewed	as	a	process	of
reorganising	these	memos	to	integrate	them	logically	and	to	discard	early
ideas	that	no	longer	work.

Let	us	assume	you	have	refined	your	memos	and	need	to	convey	your	new
analysis	clearly	to	your	reader(s).	What	is	the	best	way	to	do	this?	A	useful



maxim	is:	never	spring	anything	on	your	readers.	As	Becker	has	cautioned:

Many	social	scientists	…	think	they	are	actually	doing	a	good	thing	by
beginning	evasively.	They	reveal	items	of	evidence	one	at	a	time,	like
clues	in	a	detective	story,	expecting	readers	to	keep	everything	straight
until	they	produce	the	dramatic	concluding	paragraph	…	I	often	suggest
to	these	would-be	Conan	Doyles	that	they	simply	put	their	last
triumphant	paragraph	first,	telling	readers	where	the	argument	is	going
and	what	all	this	material	will	finally	demonstrate.	(1986:	51–2)

Following	Becker’s	suggestion	that	you	should	clearly	lay	your	cards	on	the
table	at	the	outset,	Table	13.4	offers	a	number	of	suggestions	about	how	best
to	set	out	your	data	analysis.

‘Convince	the	reader’	is	the	final	point	in	Table	13.4.	But	your	readers	will
never	be	convinced	unless	you	have	a	clear	argument.	What	is	the	main	thing
you	are	trying	to	say	about	your	data?	If	you	are	doubtful,	one	useful	mental
exercise	is	to	imagine	that	a	student	in	another	field	has	asked	you	about	your
research	and	you	have	one	minute	to	sum	it	up!	What	do	you	say?



Source:	adapted	from	Charmaz	(2006:	Chapter	7)

TIP



Memo-writing	is	much	discussed	in	grounded	theory(see	Section	5.3)	but	is	relevant	to	all
effective	research.	Here	is	Charmaz’s	advice:

Memos	provide	the	substance	for	creating	first	drafts	of	papers	or	chapters.	Writing
memos	during	each	analytic	phase	prompts	you	to	make	the	analysis	progressively
stronger,	clearer,	and	more	theoretical.	You	already	have	developed	categories	and	titled
them	in	as	concrete	and	specific	terms	as	possible.	Now	you	need	to	sort	and	integrate
your	memos	…	Sorting	and	integrating	memos	seems	like	simple	steps.	Each	memo	on
a	category	may	become	a	section	or	sub-section	of	the	draft.	Integrating	the	memos	may
merely	reflect	the	theoretical	direction	of	the	analysis,	or	stages	of	a	process.	However,
sorting	may	be	more	complicated	than	it	appears.	Take	a	memo	from	your	pile	and
compare	it	with	another,	then	another.	How	do	the	memos	compare?	Does	your
comparison	spark	new	ideas?	If	so	write	another	memo.	Do	you	discern	new



relationships	between	memos?	What	leads	do	you	gain	by	sorting	the	memos?	If	it
helps,	take	your	related	memos	and	form	quick	clusters	with	them.	How	do	they	fit
together?	What	makes	most	sense?	Some	sets	of	memos	fit	together	so	well	that	the
answers	seem	obvious.	But	for	many	analyses,	you	must	create	the	order	and	make
connections	for	your	readers.	The	first	draft	of	your	paper	represents	how	you	sort	and
integrate	a	set	of	memos	into	some	kind	of	coherent	order.	(2006:	72)

Tip

Here	are	Charmaz’s	suggestions	for	discovering	the	central	point	you	want	to	make	(see	also
Table	13.5):



Most	likely,	you’ve	buried	the	argument	in	the	initial	drafts.	Find	it.	Get	help	in	finding
it.	Your	actual	argument	may	differ	from	what	you	originally	set	out	to	do.	That’s	fine.
That	indicates	that	you’ve	grown.	You	will	make	a	more	interesting	argument	now.	Go
ahead	and	revise	and	reorganize	your	draft	around	it.	Build	your	argument	or	purpose
into	each	section,	point	by	point,	step	by	step.	Our	arguments	do	not	stand	like	parked
cars	and	wait	for	us	to	find	them.	We	seldom	begin	with	an	overriding	argument	that
drives	our	writing.	If	it	happens,	appreciate	your	good	fortune.	If	not,	don’t	stop	and
wait	for	an	argument	to	pop	up	and	put	the	pieces	of	your	analysis	together	for	you.

Instead,	work	at	it.	Your	argument	will	emerge.	It	develops	as	your	thinking	progresses.
An	argument	is	a	product	of	grappling	with	the	material.	You	create	your	argument
from	points	embedded	in	your	analysis.	Outlining	your	paper	for	the	main	point	in	each
paragraph	can	help	you	identify	a	nascent	argument.	Sometimes	it	may	help	to	begin
with	a	tentative	initial	argument.	Keep	refining	it;	see	how	it	works.	But	don’t	commit
yourself	to	it	until	you	know	that	it	accounts	for	your	most	important	ideas.	You	may
abandon	the	argument	with	which	you	started––that’s	alright.	You’ll	gain	a	far	more
thoughtful	argument	than	you	had	anticipated	through	wrestling	with	the	ideas.	(2006:
156–7)

Exercise	13.2
Ask	a	fellow	student	to	read	through	your	data	analysis	in	order	to	answer	the	following
questions:

Are	they	convinced	by	your	claims	about	what	the	data	show?
If	so,	why?	If	not,	why	not?
What	could	you	do	to	make	your	report	more	convincing?	(Tell	your	reader	that	you	are
not	interested	in	using	more	jargon	to	do	this	but	in	applying	concepts	which	make	sense	of
your	data.)

13.5	Your	final	section
The	last	thing	that	you	want	is	for	your	report	to	tail	off.	This	will	create	the
very	worst	impression	for	your	examiner(s)	to	take	away.	So	avoid	writing	a
final	section	which	simply	reiterates	what	you	have	already	written.	Apart
from	anything	else,	if	your	report	has	been	well	organised,	at	this	stage
everything	should	be	crystal	clear.

One	way	of	looking	at	what	your	final	section	should	contain	is	an	answer	to
Murcott’s	question:	‘What	does	the	candidate	want	the	reader	to	make	of	all
this?’	(1997:	3).

As	Table	13.6	shows,	the	final	chapter	offers	you	the	opportunity	to	give	your
own	twist	to	the	wider	implications	of	your	research.	Such	implications	must,
of	course,	reflect	your	own	critical	sense	of	what	is	good	and	not	so	good	in
your	own	research.	Always	remember:	unless	you	define	your	own	sense	of
the	limitations	(and	implications)	of	your	work,	your	readers	will	do	it	for
you!



Source:	adapted	from	Murcott	(1997:	3)

Tip



To	avoid	giving	the	impression	of	sloppiness,	it	is	important	to	proofread	your	report	before
it	is	submitted.	It	can	be	very	useful	to	get	someone	else	to	read	your	final	draft	as	writers
often	miss	glaring	errors	in	their	own	text.	Also	try	not	to	rely	on	spellcheckers	(words	can
be	‘right’	but	inappropriate).

13.6	A	short	note	on	plagiarism
As	I	wrote	this	chapter,	I	noticed	a	report	in	a	British	newspaper	about	a
famous	psychiatrist	who	has	been	accused	of	using	material	written	by
somebody	else	without	referencing	its	source.	If	well-known	people	can	come
unstuck	this	way,	imagine	what	can	happen	to	an	ordinary	student	who	does



this!

As	Bhatt	has	noted:	‘Plagiarism	is	considered	to	be	cheating	and	is	a	very
serious	academic	offence.	If	you	do	not	cite	fully	your	sources,	you	may	end
up	presenting	other	people’s	ideas	and	work	as	if	they	were	your	own’	(2004:
429).

Table	13.7	suggests	how	to	avoid	being	charged	with	plagiarism

Source:	adapted	from	Bhatt	(2004:	429)

Tip



Amir	Marvasti	(personal	correspondence)	suggests	to	his	students	that,	to	avoid	plagiarism,
they	read	any	source	material	once	or	twice	and	then	put	it	aside	and	try	to	rewrite	what	the
author(s)	argued	without	looking	at	the	original	source.	He	also	tells	them	to	use	direct
quotes	when	necessary.

13.7	Self-expression	or	argument?
I	end	this	chapter	on	a	note	of	caution.	In	some	educational	quarters,	writing
is	equated	with	self-expression	so	that	the	substance	and	structure	of	what	you
say	is	less	important	than	whether	it	expresses	your	inner	feelings	and
thoughts.	Unfortunately,	to	my	mind,	this	denigration	of	logic	and	substance



finds	its	adherents	in	the	postmodernturn	in	qualitative	research.	Jaber
Gubrium	warns	against	a	kind	of	self-referential	writing	–	the	kind	of	writing
that	refers	to	the	personal	experience	of	the	researcher,	either	emphasising
their	thoughts	and	feelings	over	the	course	of	a	project	or	the	development	of
their	interpersonal	relations	with	research	participants.	He	comments:

This	definitely	has	a	place	especially	in	the	social	and	behavioral
sciences,	and	now	also	in	social	studies	of	science.	The	bad	habit	is	that
it	can	eclipse	writing	about	the	subject	matter	in	view.	I	know	that	the
subject	matter	can	be	the	experience	of	the	researcher,	but	what	I’m
concerned	with	here	is	the	emphasis	this	can	take	in	the	final	written
product.	If	you	do	aim	to	feature	your	place	in	a	project	in	writing,	in
particular	yourself	and	your	relation	with	others,	then	write	about	how
that	relates	to	broader	issues	of	personal	and	interpersonal	experience	in
the	circumstances.	Curb	this	habit	so	that	you	offer	the	reader	a	way	to
compare,	say,	what	you	went	through	with	themselves	and	others.	Write
deliberately	with	an	eye	to	general	understanding	of	the	personal	and
interpersonal.	(2009:	1)

Gubrium’s	point	is	underlined	by	Amir	Marvasti.	As	he	argues:	‘Writing	is
typically	thought	of	as	a	unique,	creative	form	of	self-expression,	and	that
myth	may	be	a	large	part	of	the	problem.	Even	in	its	most	self-consciously
creative	manifestations,	writing	is	a	craft	that	involves	endless	practice	and
the	mastery	of	techniques’	(2011:	384).

Link



You	can	find	Jay	Gubrium’s	thoughts	on	self-referential	writing	at:
www.dur.ac.uk/writingacrossboundaries/writingonwriting/jaygubrium/

Key	Points
Most	students	find	that	the	act	of	writing	a	report	is	very	threatening.
If	you	delay	your	writing,	you	are	asking	for	trouble.
Writing	is	the	prime	way	of	developing	focus	for	your	research.
Good	research	reports	are	well	structured	and	argued	but	not	necessarily
written	in	the	same	order	as	they	appear.

http://www.dur.ac.uk/writingacrossboundaries/writingonwriting/jaygubrium/


Study	Questions
1.	 How	can	you	overcome	writer’s	block?
2.	 List	four	features	of	a	good	student	report.
3.	 List	two	principles	of	a	good	literature	review.
4.	 List	four	features	of	a	good	methodology	section.
5.	 What	are	the	most	effective	ways	to	present	your	data	analysis?
6.	 What	for	you	is	the	best	order	to	write	your	report?	Why?

Recommended	Reading
My	book	Doing	Qualitative	Research	(2013a:	331–82)	offers	a	much	more
detailed	account	of	how	to	write	up	a	research	dissertation.	Charmaz	(2006,
second	edition	2014)	provides	a	marvellous	book-length	introductory	guide	to
doing	qualitative	research	–	worth	reading	whether	or	not	you	are	using
grounded	theory.	Wolcott’s	(1990)	good	book	on	this	topic	is	aimed	at	US
graduate	students.	Marvasti	(2011)	and	Bhatt	(2004:	409–30)	offer	useful
single-chapter	guides.
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Chapter	Objectives
By	the	end	of	this	chapter,	you	will	be	able	to:

Understand	what	qualitative	research	can	contribute	to	society
recognise	the	nature	and	needs	of	three	different	audiences	for	qualitative	research
understand	what	research	can	contribute	to	each	of	these	audiences.

There	are	several	claims	we	might	like	to	make	about	the	value	of	qualitative
research	to	the	wider	community.	Here	is	one	such	list:

it	is	relatively	flexible;
it	studies	what	people	are	doing	in	their	natural	context;
it	is	well	placed	to	study	processes	as	well	as	outcomes;
it	studies	meanings	as	well	as	causes.	(Hammersley,	1992b:	125)

Although	I	have	made	similar	claims	to	both	practitioners	and	research
funding	bodies,	things	are,	unfortunately,	not	quite	as	simple	as	this	list	might
suggest.

As	we	have	already	seen	(especially	in	Chapter	1),	the	status	of
qualitative	research	as	a	naturalistic	enterprise,	concerned	with
meanings,	is	disputable.
As	Hammersley	(1992a)	himself	points	out,	non-qualitative	approaches
can	study	some	of	these	features	(e.g.	questionnaire	panel	studies	can
examine	change	over	time	and	thus	social	processes).
As	I	argued	in	Chapter	4,	the	issue	of	the	credibility	of	qualitative
research	(its	generalisability	to	larger	populations,	and	the	possible
anecdotal	basis	of	its	claims)	is	a	real	one	and	does	not	exist	just	in	the
minds	of	policy-makers.	Indeed,	only	recently	did	systematic	reviews	of
research	findings	begin	to	include	qualitative	studies	(see	Dixon-Woods,
2011)
Quantitative	research	tends	to	define	its	research	problems	in	a	way	that
makes	much	more	immediate	sense	to	practitioners	and	administrators.
For	instance,	unlike	many	qualitative	researchers,	quantitative	people
have	few	qualms	about	taking	their	variables	(albeit	‘operationalised’)
from	current	headlines	(e.g.	‘crime’,	‘poverty’	or	‘effective
communication’)	and	about	speaking	a	seemingly	scientific	language	of
cause	and	effect.

In	the	following	case	study,	Alison	Brown	interviewed	researchers	using
qualitative	methods	in	studies	commissioned	by	outside	organisations.	She
reveals	a	common	frustration	with	applied	research.



Case	Study

Writing	and	Reporting	Qualitative	Findings
Reporting	was	often	the	most	fraught	stage	of	a	commissioned	project,	and	led	to	further
challenges	for	qualitative	methods.	Generally,	clients	sought	a	brief	report,	with	quantitative
results	given	prominence.	Qualitative	research	lost	out	because	it	was	more	difficult	to	summarize
in	a	meaningful	way.	In	one	case,	a	team,	at	the	client’s	request,	had	to	take	out	of	the	draft	report
most	of	the	views	of	a	certain	group	of	respondents	(the	crucial	group,	in	their	view)	and
published	the	material	separately.	On	the	other	hand,	clients’	lack	of	interest	in	qualitative	work
could	be	turned	to	an	advantage	–	to	ask	additional	questions	or,	in	the	case	of	academics,	to	use
the	qualitative	data	for	further	publications:	‘As	long	as	we	did	still	produce	the	quantitative	stuff,
they	could	feel	they	got	these	results,	we	were	relatively	free	to	carry	on	and	do	this	other	work.
The	report	to	the	[client]	didn’t	go	into	the	qualitative	in	much	detail,	but	when	I	came	to	write
the	book	it	predominated’	(Academic	W).

Reporting	was	constrained	by	clients’	view	of	‘evidence’,	distrust	of	researchers’	own	analysis,
and	a	view	of	qualitative	research	as	reportage.	Or	they	ask,	‘Can	you	find	a	quote?’	We
sometimes	fall	into	‘make	point,	provide	a	quote	to	illustrate	the	point,	make	another	point,
provide	another	quote	to	illustrate	that	point’	–	it	invalidates	the	points	with	no	quote.	Or	they	ask,
‘is	there	a	respondent	who	can	sum	up	your	conclusion?’	And	you	think,	‘No!	It’s	taken	me	weeks
to	do	that	analysis!’	(Private	sector	researcher	M).	(Brown,	2010:	239)

Faced	with	this	environment,	what	can	qualitative	researchers	offer	that	will
be	relevant	to	a	wider	audience?	An	example	may	help	to	set	up	my
argument.	My	example	comes	from	the	British	educational	system	–	although
there	are	several	parallel	cases	in	many	institutions	and	countries.

Case	Study

British	Secondary	Education
In	the	1960s,	there	was	a	lively	debate	in	the	UK	about	the	pros	and	cons	of	selective	education
for	the	11–18	age	group.	This	debate	was	heavily	influenced	by	quantitative	social	surveys	which
revealed	a	pool	of	hidden	talent	among	children	who	had	been	unsuccessful	in	obtaining	entry	to
‘academic’	schools	at	the	age	of	11.	Accordingly,	in	the	late	1960s,	the	selective	element	in
British	secondary	education	was	largely	scrapped.

Subsequent	research	showed	that	secondary	reorganisation	did	improve	overall	school
performance	of	this	age	group.	However,	this	improvement	was	not	as	great	as	many	thought	it
would	be.	One	reason	seemed	to	be	that,	in	non-selective	or	‘comprehensive’	schools,	many
children	were	being	put	into	different	streams	according	to	their	perceived	abilities.	In	some
cases,	streaming	could	reproduce	the	old	system	of	selective	education;	although	children	of	all
abilities	attend	the	same	school,	some	are	labelled	and,	perhaps,	discouraged,	at	the	outset.
Now,	of	course,	such	streaming	could	be	(and	was)	turned	into	a	‘variable’	to	be	studied	by
subsequent	survey	research.	However,	the	British	experience	of	secondary	reorganisation	suggests
that	policy-makers	could	have	gained	by	paying	more	attention	to	non-quantitative	research
studies.	For	instance,	ethnographic	studies	of	the	classroom	(e.g.	Mehan,	1979)	and	of	educational
decision-making	(e.g.	Cicourel	and	Kitsuse,	1963)	have	revealed	a	great	deal	about	what	actually
happens	inside	schools.	So,	if	such	studies	had	been	added	to	more	familiar	quantitative	studies	of
educational	‘outputs’,	then	it	is	likely	that	policy-makers	would	have	been	much	better	informed.

This	case	study	fits	the	qualitative	research	strategy	outlined	earlier	in	this
book	(see,	in	particular,	Figures	1.1	and	1.2).	This	strategy	involves	three



arguments:

1.	 Qualitative	research’s	greatest	strength	is	its	ability	to	analyse	what
actually	happens	in	naturally	occurring	settings	(unlike	quantitative
research,	which	often	turns	this	phenomenon	into	a	‘black	box’,	defined
by	the	researcher	at	the	outset).

2.	 By	refusing	to	allow	their	research	topics	to	be	defined	in	terms	of	the
conceptions	of	‘social	problems’	as	recognised	by	either	professional	or
community	groups	and	by	beginning	from	a	clearly	defined	academic
perspective,	qualitative	researchers	can	address	such	social	problems
with	considerable	force	and	persuasiveness.

3.	 Qualitative	research	is	not,	however,	competitive	with	quantitative	work;
the	proper	relationship	is	a	division	of	labour	in	which	qualitative
researchers	seek	to	answer	‘how’	and	‘what’	questions	and	then	pass	on
their	findings	so	that	the	inputs	and	outputs	of	the	phenomena	identified
(‘why’	questions)	can	be	studied	by	their	quantitative	colleagues.

These	are	arguments	in	need	of	further	demonstration.	At	the	end	of	this
chapter,	I	will	return	to	the	possible	relative	contributions	of	qualitative	and
quantitative	research.	For	the	moment,	however,	I	want	to	move	away	from
the	specifics	of	research	to	review	the	wider	debate	about	how	all	forms	of
social	science	stand	in	relation	to	social	problems.

Tip



Good	qualitative	research	studies	can	offer	people	a	new	perspective	on	issues	that	they
usually	take	for	granted.	So	do	not	feel	apologetic	about	the	practical	relevance	of	your
research.	But	also	try	not	to	allow	your	research	problem	to	be	dictated	by	commonsense
conceptions	of	what	is	important.

14.1	Whose	side	are	we	on?

The	question	is	not	whether	we	should	take	sides,	since	we	inevitably
will,	but	rather	whose	side	are	we	on?	(Becker,	1967:	239)



Not	all	social	scientists	would	agree	with	Becker’s	call	for	moral	or	political
partisanship.	Perhaps	responding	to	state	apparatuses	which	are	at	best
suspicious	of	the	purposes	of	social	science,	many	would	go	on	the	defensive.
They	might	find	it	easier	or	more	acceptable	to	argue	that	their	concern	is
simply	with	the	establishment	of	facts	through	the	judicious	testing	of
competing	hypotheses	and	theories.	Their	only	slogan,	they	would	say,	is	the
pursuit	of	knowledge.	They	would	claim	to	reject	political	partisanship,	at
least	in	their	academic	work;	they	are	only,	they	would	say,	partisans	for	truth.

I	am	not,	for	the	moment,	concerned	to	make	a	detailed	assessment	of	either
Becker’s	statement	or	the	defensive	response	to	it	which	I	have	just	depicted.
I	believe	both	contain	dangerous	simplifications.	As	I	shall	later	show,	the
partisans	for	truth	are	mistaken	about	the	purity	of	knowledge,	while	Becker’s
rhetoric	of	‘sides’	is	often	associated	with	a	style	of	research	which	is	unable
to	discover	anything	because	of	its	prior	commitment	to	a	revealed	truth	(the
plight	of	the	underdog,	the	inevitable	course	of	human	history,	etc.).
Curiously,	both	positions	can	be	elitist,	establishing	themselves	apart	from
and	above	the	people	they	study.

For	the	moment,	however,	I	want	to	stress	a	more	positive	feature	of	both
arguments.	Both	recognise	that	no	simply	neutral	or	value-free	position	is
possible	in	social	science	(or,	indeed,	elsewhere).	The	partisans	for	truth	just
as	much	as	the	partisans	of	the	‘underdog’	are	committed	to	an	absolute	value
for	which	there	can	be	no	purely	factual	foundation.	As	Max	Weber	pointed
out	during	the	First	World	War,	all	research	is	influenced	to	some	extent	by
the	values	of	the	researcher.	Only	through	those	values	do	certain	problems
get	identified	and	studied	in	particular	ways.	Even	the	commitment	to
scientific	(or	rigorous)	method	is	itself,	as	Weber	emphasises,	a	value.	Finally,
the	conclusions	and	implications	to	be	drawn	from	a	study	are,	Weber
stresses,	largely	grounded	in	the	moral	and	political	beliefs	of	the	researcher.

Fifty	years	afterwards,	Gouldner	(1962)	pointed	out	how	Weber	had	been
grossly	misinterpreted	by	positivists.	Because	Weber	had	suggested	that
purely	scientific	standards	could	govern	the	study	of	a	research	problem,	they
had	used	him	as	the	standard-bearer	for	a	value-free	social	science.	They	had
conveniently	forgotten	that	Weber	had	argued	that	the	initial	choice	and
conceptualisation	of	a	problem,	as	well	as	the	subsequent	attempt	to	seek
practical	implications	from	its	study,	were	highly	‘value-relevant’	(to	use
Weber’s	term).

The	‘minotaur’	of	a	value-free	social	science	which	positivists	had	conjured
up	from	misreading	Weber	is	effectively	destroyed	by	Gouldner.	As	Denzin
(1970)	shows,	the	myth	of	value-freedom	is	shattered	not	only	by	the
researcher’s	own	commitments	but	by	the	social	and	political	environment	in



which	research	is	carried	out.	Grant-giving	bodies	will	seek	to	channel
research	in	particular	directions:	there	is	no	neutral	money	whether	one	is
speaking	about	the	well-meaning	‘initiatives’	of	research	councils	or	the	more
sinister	funding	schemes	of	the	tobacco	industry	or	the	war	machine
(Horowitz,	1965).	Moreover,	organisations	that	are	studied	are	likely	to	want
some	kind	of	return	in	terms	of	‘facts’	(assumed	to	be	theory-free	and	always
quantifiable)	as	well	as	support	for	their	current	political	strategy.

Finally,	as	Robert	Dingwall	(personal	correspondence)	has	pointed	out,
governments	may	sponsor	‘window-dressing’	research	to	buy	time	and	to
legitimate	inaction.	So	while,	as	Denzin	argues,	the	researcher	may	desire
nothing	more	than	a	publishable	paper,	the	wider	society	is	bound	to	have	an
impact	on	the	work.	But	what	of	researchers	who	desire	to	use	their	research
to	change	society	and	prefer	the	label	of	‘partisan’	to	that	of	‘scholar’?

14.1.1	The	place	of	partisanship
If	scholars	delude	themselves	that	they	can	stand	apart	from	a	socially
organised	world,	then	the	partisan’s	role	would	seem	to	be	altogether	more
defensible.	Unlike	scholars,	partisans	do	not	shy	away	from	their
accountability	to	the	world.	Holding	the	state	at	arm’s	length,	the	partisan
seeks	to	provide	the	theoretical	and	factual	resources	for	a	political	struggle
aimed	at	transforming	the	assumptions	through	which	both	political	and
administrative	games	are	played.

The	danger	is	that	purely	partisan	social	research	can	be	self-confirming.	In
the	same	way	as	the	Bible	advises	‘look	and	ye	shall	find’,	so	partisans
(Marxists,	feminists,	conservatives)	look	and	inevitably	find	examples	which
can	be	used	to	support	their	theories.

Many	years	ago,	Dingwall	(1980)	noted	how	such	work	‘undoubtedly
furnishes	an	element	of	romance,	radical	chic	even,	to	liven	the	humdrum
routine	of	academic	inquiry’.	He	then	goes	on	to	suggest	that	a	concern	to
champion	the	‘underdog’	‘is	inimical	to	the	serious	practice	of	ethnography,
whose	claims	to	be	distinguished	from	polemic	or	investigative	journalism
must	rest	on	its	ability	to	comprehend	the	perspectives	of	top	dogs,	bottom
dogs	and,	indeed,	lap	dogs’	(1980:	874).

Dingwall	concludes	that	social	research,	whatever	its	methods,	must	seek	to
produce	valid	generalisations	rather	than	‘synthetic	moral	outrage’	(1980:
874).	He	has	later	helpfully	described	this	as	‘an	ethic	of	fair	dealing’	where

the	researcher’s	role	is	not	to	sit	in	judgment	but	to	represent	as



dispassionately	as	possible	the	contribution	of	each	participant	to	the
production	of	the	setting	that	is	being	studied.	The	resulting	analysis	may
be	a	source	for	moral	outrage	but	it	should	not	be	a	vehicle	for	this:
effective	reform	demands	an	understanding	of	how	morally	outrageous
things	come	to	happen,	which	is	rarely	the	result	of	deliberate
wickedness	at	all	levels.	(Miller	et	al.,	2004:	338)

But	partisanship	need	not	be	inimical	to	what	Dingwall	calls	‘fair	dealing’.	In
the	following	case	study,	Celia	Kitzinger	shows	that,	while	her	feminist
position	leads	her	to	focus	on	particular	issues,	she	can	do	so	in	a	balanced,
methodologically	rigorous	way.

Understanding	what	people	‘are	doing	in	their	own	terms’	was	also	the	aim	of
a	study	by	Jane	Lê	(2013)	of	the	proposed	development	of	the	Athabasca	oil
sands	in	Alberta,	Canada.	Rather	than	take	the	position	of	an	‘eco-warrior’	or
a	‘free	market’	partisan,	Lê	used	qualitative	research	to	understand	how
different	parties	‘framed’	oil-exploration	and	how	this	shaped	the	politics	of
the	situation.

Having	taken	up	Becker’s	question	‘Whose	side	are	we	on?’	I	have	found	that
partisan-oriented	research	can	be	quite	complicated	(for	a	similar	argument,
see	Bloor,	2011:	411).	We	would	thus	seem	to	be	back	at	square	one.	Given
this,	I	shall	now	try	to	be	more	positive	and	indicate	the	scope	for	what	I
believe	to	be	a	fruitful	relation	between	qualitative	social	science	and	society.
The	best	way	to	do	this	is	to	think	about	who	are	the	principal	audiences	for
research	and	what	qualitative	researchers	might	have	to	say	to	them.

Case	Study

Talk	as	Action:	Feminist	Conversation	Analysis

Listening	to	women’s	voices	and	validating	women’s	experiences	remains	central	to	the
feminist	qualitative	research	enterprise.	But	understanding	what	is	involved	in	such	listening
is,	for	many	of	us,	no	longer	so	straightforward.

As	feminists	we	know	that	women’s	voices	do	not	always	tell	‘truths’:	memories	can	be
fallible,	stories	can	be	embroidered,	participants	may	be	more	interested	in	creating	a	good
impression	than	in	literal	accuracy,	speakers	contradict	themselves	and	sometimes
deliberately	lie.	From	the	‘voices’	speaking	in	this	research-created	context,	feminists	face
the	challenge	of	reconstructing	the	‘experience’	presumed	to	lie	beneath	or	beyond	the	talk.
So,	for	example,	if	‘coming	out’	is	the	research	topic,	data	in	which	research	participants	talk
about	coming	out	(or	not	coming	out)	as	lesbian	or	gay	require	the	researcher	to	make	an
interpretive	leap	from	these	retrospective	accounts	to	the	experience	they	purport	to
represent	–	with	all	of	the	problems	associated	with	such	a	leap.	By	contrast,	data	in	which
people	actually	do	(or	don’t)	come	out	as	lesbian	or	gay	give	the	researcher	direct	access	to
this	topic.	While	being	committed	to	methodological	pluralism,	and	to	achieving	the	best



possible	‘fit’	between	research	objectives	and	research	methods,	in	my	view	the	study	of	talk
as	a	form	of	action	in	its	own	right	offers	the	feminist	researcher	unparalleled	opportunities
for	developing	insight	into	the	social	world.	(Kitzinger,	2004:	128)

Celia	Kitzinger’s	position	shows	how	her	feminist	ideals	are	actually	strengthened	by	her
commitment	to	fair	dealing.	As	she	puts	it	in	a	book	review:

I	…	began	to	grasp	the	importance	of	putting	aside	my	own	judgement	of	the	ethics	and
politics	of	what	people	are	doing	in	talk	at	least	long	enough	to	be	sure	that	I	have
understood	what	they	are	doing	on	their	own	terms.	Of	course,	as	a	lesbian	feminist	scholar
and	activist	there	is	much	of	human	action	that	I	want	to	bewail,	to	challenge	and	to	change.
But	those	of	us	who	want	to	challenge	sexism,	heterosexism,	classism,	racism	etc.	need	first
to	understand	how	they	are	done	before	we	can	figure	out	whether	and	how	these	forms	of
social	interaction	can	be	transformed.	(Kitzinger,	2008:	563)

Case	Study

The	Politics	of	Oil	Exploration
Lê	set	out	to	investigate	different	perceptions	of	climate	change,	the	future	constructions	these
produce	and	how	they	impact	on	the	preferred	responses	of	organizational	actors.	She	used
Goffman’s	analysis	of	‘framing’	to	analyse	interviews	with	stakeholders	and	the	documents	they
produced.	She	aimed	to	assess:

how	different	constructions	of	the	future	influence	the	responses	of	organizational	actors.
Specifically,	it	examines	the	different	ways	in	which	managers	perceive	climate	change	in
relation	to	their	business	operations,	how	this	influences	the	futures	they	project	and,
consequently,	the	organizational	responses	they	recommend…This	case	lends	itself	to	the
study	of	these	issues	particularly	well,	as	the	region	has	consistently	found	itself	at	the	heart
of	the	climate	change	debate	due	to	the	significant	greenhouse	gas	emissions,	and	other
pollution	risks,	resulting	from	the	extraction,	processing	and	transportation	of	this	resource.
(Lê,	2013:	723)

Findings	from	the	study	demonstrate	that	organisational	actors	construct	different	futures	for	oil
sands	development	based	on	their	perceptions	of	climate	change,	and	that	these	different	futures
shape	what	are	deemed	to	be	appropriate	current	actions:

Construction	1:	full	development

The	full	development	scenario	cast	a	future	in	which	development	of	the	oil	sands	continued	at	its
current	rate.	There	was	no	discussion	about	limiting	or	delaying	existing	development	plans:	‘I’m
thinking	about	how	I	get	access	to	the	land	so	I	can	keep	developing	my	resource’	(Executive,
EnergyCo	1);	‘The	planning	horizon	is	20	to	30	years;	we’ve	already	approved	these	projects,	so
nothing	will	change	in	the	near	future’	(Executive,	Regulator	1).	This	construction	depicted	oil
sands	development	as	central	to	the	Albertan	economy.

Construction	2:	partial	development

The	partial	development	scenario	envisioned	a	future	that	required	some	adaptation	of	the	oil
sands	development.	Though	development	plans	were	projected	to	progress,	progress	would	be
partial	or	plans	adapted:	‘The	purpose	of	the	Land-use	Framework	is	to	manage	growth,	not	stop
it,	and	to	sustain	our	growing	economy,	but	balance	this	with	Albertans’	social	and	environmental



goals	…	smart	growth’	(Policy	Document).

Construction	3:	no	development

This	construction	incorporated	the	unique	challenges	oil	sands	development	posed	to	market	and
environmental	goals:	‘The	real	threat	from	development	is	the	environmental	impact	…	We’re	17
years	ahead	of	schedule	to	meet	production	target,	but	17	years	behind	in	dealing	with	the
environmental	management’	(CEO,	NGO	3).	This	made	it	appropriate	to	discontinue
development	in	future:	‘We	don’t	want	to	pull	out	of	the	market,	but	I	can	see	conditions	under
which	we	would’	(Executive,	EnergyCo	2);	‘The	drilling	has	to	stop	now	if	we	want	a	community
that	our	children	and	grandchildren	can	live	in’	(Independent	Land	User	Activist).

Stakeholders	would	lobby	private	and	public	bodies	according	to	how	they	constructed	the
Athabasca	oil	sands	situation.	Lobbying	was	a	consistent	feature	of	all	three	constructions.	As	Lê
points	out:

this	finding	may	also	highlight	a	more	ominous	trend	in	climate	change:	The	use	of
manipulation	and	avoidance	tactics.	As	climate	change	is	a	complex,	ambiguous	and	long-
term	issue,	it	may	well	be	easier	for	firms	to	influence	government	than	to	respond	to	climate
change	and	its	antecedents.	(2013:	738)

Tip



The	problem	of	partisanship	does	not	mean	that	you	should	avoid	topics	about	which	you
feel	deeply	or	have	personal	experience.	But,	during	your	research,	try	to	put	your
preconceptions	on	one	side.	A	good	test	of	a	successful,	fair	dealing,	study	is	if	you	are
surprised	by	some	of	your	findings.

Exercise	14.1
This	exercise	gives	you	an	opportunity	to	think	through	the	various	ways	social	scientists	have
answered	Becker’s	question:	‘Whose	side	are	we	on?’	You	are	asked	to	imagine	that	research
funding	is	available	for	whatever	topic	and	research	design	you	prefer.

1.	 Suggest	a	research	topic	and	outline	a	methodology	using	one	or	more	of	the	methods	set
out	in	Chapters	7–12.

2.	 Justify	the	topic	and	methodology	from	the	point	of	view	of:	(a)	pure	scholarship	and	(b)



the	partisan.
3.	 Now	select	any	one	article	which	reports	research	findings	in	a	social	science	journal.

Which	of	the	positions	referred	to	in	question	2	does	it	adopt?
4.	 Set	out	how	this	position	might	be	criticised	from	the	point	of	view	of	(a)	the	other	position

and	(b)	your	own	views	of	the	relevance	of	social	science	research.

14.2	The	audiences	for	qualitative	research
If	you	are	reading	this	book	as	part	of	a	university	course,	the	only	audiences
relevant	to	you	are	your	professors,	who	will	grade	your	papers,	and	your
fellow	students,	who	will	listen	to	your	comments	in	classes.	However,
members	of	universities	are	only	one	of	several	potential	audiences	for
qualitative	researchers.

This	wider	audience	includes	policy-makers,	practitioners	and	the	general
public.	Each	group	will	only	want	to	hear	about	qualitative	research	if	it
relates	to	their	needs.	These	four	audiences	and	their	likely	expectations	are
set	out	in	Table	14.1.

Source:	adapted	from	Strauss	and	Corbin	(1990:	242-3)

The	expectations	of	academic	audiences	about	both	written	work	and	oral
presentations	are	discussed	in	Silverman	(2013a:	434–41).	The	range	of	other
audiences,	shown	in	Table	14.1,	may	tend	to	induce	despair	about	the	amount
of	work	required	to	meet	their	separate	expectations	and	needs.	However,	it
contains	a	simple,	easy-to-follow	message:	good	communication	requires
focus	and	yet	more	focus.

The	trick	is	to	combine	a	recognition	of	the	expectations	and	needs	of	such
audiences	with	our	own	active	shaping	of	our	materials.	In	this	context,	Gary
Marx’s	concept	of	how	established	academics	can	obtain	‘leverage’	is	very
useful.	As	he	puts	it:



Try	to	leverage	your	work.	The	sociological	equivalent	of	a	bases-loaded
homerun	is	to	take	material	prepared	for	a	class	lecture,	deliver	it	at	a
professional	meeting,	publish	it	in	a	refereed	journal,	have	it	reprinted	in
an	edited	collection,	use	it	in	a	book	you	write,	publish	foreign	versions
and	a	more	popular	version	and	have	the	work	inform	a	documentary.
(Marx,	1997:	115)

Marx	reminds	us	of	the	range	of	audiences	that	await	the	qualitative
researcher.	Below,	I	consider	the	three	non-academic	audiences	listed	in	Table
14.1:	policy-makers,	practitioners	and	lay	audiences.	How	can	qualitative
researchers	fashion	what	Marx	calls	‘a	popular	version’	for	such	audiences?

14.2.1	The	policy-making	audience
The	idea	that	social	research	might	influence	the	policy	of	public	and	private
organisations	provides	an	inspiration	for	many	young	social	scientists.	In
most	English-speaking	countries,	the	sad	truth	is	that	things	have	never
worked	in	this	way.	The	real	problem	is	that	civil	servants	may	misunderstand
social	research	and	politicians	often	choose	to	ignore	it.	This	point	was	made
a	few	years	ago	by	the	Guardian	journalist	Polly	Toynbee.	As	she	puts	it:

Senior	civil	servants	could	do	with	training	in	social	research.	It’s	a	sorry
signal	that	the	post	of	chief	social	researcher	has	recently	been
downgraded	and	subsumed	into	the	Treasury.	There	it	falls	into	the	hands
of	economists	who	can	be	too	determinist	to	tune	into	the	subtleties	of
social	and	behavioural	questions.	The	real	value	of	the	new	‘nudge’
economics	is	not	the	blindingly	obvious	finding	that	it’s	easier	to	use
inertia	to	get	people	to	stay	in	pension	schemes	than	to	get	them	to
volunteer	to	join.	More	valuable	is	the	also	blindingly	obvious	discovery
that	economists’	reductionist	view	of	humans	as	rational	economic	units
is	nonsense:	people’s	motivations	are	just	as	often	not	financially
motivated,	which	explains	why	economists	are	not	very	good	at
predicting	even	tomorrow’s	stock	market	movement,	let	alone	the	next
crash.

Knowledge	about	society	is	invaluable	and,	in	commissioning	these	new
studies,	one	part	of	Labour’s	brain	knows	it.	What’s	distressing	and
wasteful	is	the	other	part	of	that	brain,	which	can’t	resist	making	populist
gestures	in	defiance	of	all	the	research	in	front	of	it.	Policies	on	drugs,
crime,	prisons,	faith	schools	and	electoral	reform	are	just	a	few	of	those
issues	where	no	amount	of	rock-solid	research	can	shift	the	politicians’



determination	to	do	the	wrong	thing	regardless.	(Toynbee,	2008)

Toynbee’s	perceptive	observations	should	not	make	us	assume	that	the	failure
of	research	to	have	an	impact	is	only	the	fault	of	politicians.	Sometimes
researchers	make	the	mistake	of	thinking	that	you	can	influence	policy	simply
by	sending	in	a	report.	Sue	Oreszczyn	and	Susan	Carr	(2008)	argue	that
researchers	need	to	think	more	broadly	about	how	to	get	research	across	to
governments.	The	following	example	shows	how	they	used	interactive
workshops	with	civil	servants	that	involved	different	‘scenarios’	to	discuss
research	on	GM	foods.

Oreszczyn	and	Carr’s	more	interactive	way	of	discussing	qualitative	research
findings	is	inventive.	Unfortunately,	in	English-speaking	societies,	qualitative
research	has	rarely	had	much	appeal	to	civil	servants	and	managers	geared	to
focus	on	numbers	and	the	‘bottom	line’.	The	one	possible	exception,
Goffman’s	(1961a)	account	of	the	dehumanising	consequences	of	‘total
institutions’	in	his	book	Asylums,	appears	merely	to	have	legitimated	the	cost-
cutting	frenzy	known	as	‘community	care’.

Koppel	says	he	sees	his	work	as	an	example	of	the	power	of	social	research
when	applied	to	real	problems.	Even	the	Department	of	Justice	was
sufficiently	aware	of	the	complex	measurement	and	sampling	issues	that	it
also	promoted	this	approach.	Koppel,	who	takes	both	public	transportation
and	jogs	daily,	added:

We	are	all	getting	older	and	we	are	all	just	one	slip	away	from	needing	a
little	help.	A	bus	that	can	extend	a	ramp	or	lower	its	front	step	is	a
reasonable	accommodation.	If	sociological	methods	can	help	ensure
transit	systems	comply	with	the	laws,	then	this	is	an	especially	rewarding
application	of	our	discipline.	(2009)

Fashions	change.	As	Koppel’s	successful	study	indicates,	there	is	some
evidence	that	public	bodies	may	be	starting	to	take	qualitative	research	more
seriously.	Focus	groups,	in	particular,	seem	to	be	‘the	flavour	of	the	month’,
mainly,	I	think,	because	they	are	relatively	cheap	and	quick	and	give	nice
‘sound-bites’	for	politicians	and	advertisers.	However,	such	changes	in
fashion	do	little	to	affect	the	natural	tendency	of	policy-makers	to	redefine	the
meaning	of	research	‘findings’.

As	Bloor	(2004,	2011)	has	noted,	the	policy	community	is	not	the	sole
audience	for	social	research.



However,	it	is	arguable	that	number-crunching	researchers	have	fared	little
better	than	the	qualitative	researchers	interviewed	in	the	case	study	above.	As
Hadley	(1987:	100)	has	pointed	out,	‘not	being	heard’	is	the	common
experience	of	Anglo-American	social	researchers	who	attempt	to	influence
public	policy.

Among	the	reasons	for	this,	Hadley	cites:

Research	is	often	commissioned	to	buy	time	in	the	face	of	public	scandal
or	criticism.	This	means	that	‘the	customer’s	motives	for	commissioning
a	research	project	may	not	necessarily	be	directly	related	to	an	interest	in
the	topic	concerned’	(1987:	101).
The	time	lag	between	commissioning	a	study	and	receiving	a	report	may
mean	that	the	customer’s	interests	have	shifted.
Academic	researchers	who	produce	unpalatable	conclusions	can	be
written	off	as	‘unrealistic’	(1987:	102).

Sometimes,	however,	good	research	can	convince	even	the	most	stubborn
organisation	as	the	following	case	study	demonstrates.

Case	Study

Communicating	Research	on	Gm	Foods
Enthusiasts	for	‘evidence-based’	policy	are	often	criticized	for	overlooking	the	fact	that,	although
a	large	amount	of	‘evidence’	or	research	is	produced,	it	is	not	necessarily	used	…	[we]	need	to
look	beyond	formal	government	policy	making	towards	the	informal	relationships	and	networks
that	constitute	a	wider	policy	process	…	User	engagement	within	the	research	process	itself	is
therefore	being	promoted	as	a	means	of	ensuring	that	research	is	relevant	and	useful	to	those	who
may	make	use	of	it.	(Oreszczyn	and	Carr,	2008:	475–6)
Scenarios	were	used	by	the	UK’s	Prime	Minister’s	Strategy	Unit,	in	their	review	of	the	costs	and
benefits	of	GM	crops.	Four	scenarios	for	analysing	the	range	of	possible	costs	and	benefits	that
may	occur	from	cultivating	GM	crops	in	the	UK	were	developed	in	a	workshop	with	key
stakeholders.	These	scenarios	were	then	refined	by	the	Strategy	Unit,	resulting	in	five	scenarios
for	futures	10–15	years	ahead.	The	scenarios	revealed	a	number	of	issues:	the	trade-offs	that
would	need	to	be	made;	the	way	interactions	between	policies	and	attitudes	could	affect	the
different	futures;	the	impact	on	non-GM	farmers;	the	central	importance	of	public	attitudes;	the
potential	impacts	on	wider	science	and	industry;	and	the	international	implications.	(2008:	479)

The	workshop	gave	us	an	opportunity	for	improving	interactions	with	policy	actors.	Through	the
background	document	circulated	before	the	meeting	and	the	introductory	talk,	we	were	able	to
draw	to	the	attention	of	potential	end-users	the	results	of	our	documentary	analysis	and
interviews,	and	our	initial	thinking	on	our	research.	The	interaction	among	the	workshop’s
participants	presented	opportunities	for	forming	ongoing	dialogues	between	the	researchers	and
policy	makers.	(2008:	490)

Case	Study



Why	Commissioners	May	Reject	Qualitative	Research
Although	some	clients	are	open	to	critical	findings,	researchers	found	often	that	their	qualitative
analysis	was	questioned	only	if	it	presented	a	view	the	client	did	not	like	–	the	challenge	often
phrased	in	terms	of	‘but	how	many	people	said	that?’	If	it’s	a	finding	that	they’re	not	entirely	keen
on,	they’ll	say	‘but	how	many	said	that?’	Then	they	can	dismiss	it	because	only	one	person	said	it
…	It’s	probably,	to	be	fair,	not	the	research	managers	…	it’s	maybe	someone	else	on	the	advisory
group	…	But	I	have	had	even	research	managers	saying	‘can	you	just	give	an	indication,	say	“a
few”	or	“many”?’	And	you	argue	against	it	and	they	say	‘I	know	that’s	not	what	it’s	about,	it
would	just	be	useful	…’	(Private	sector	researcher	M).	The	only	time	you’ll	be	questioned	…	is	if
there’s	a	minority	view	that	people	don’t	like,	then	they	will	tend	to	question	how	many	people
said	this.	I	answer	that	by	saying	it	doesn’t	matter	how	many	said	it.	I	would	normally	look	for
other	points	of	view	and	check	that	out	as	well	…	I	would	say	if	it	was	a	minority	view,	I	think	if
you	are	influencing	policy,	if	that’s	the	purpose,	that	it	should	be	acknowledged,	though	that
shouldn’t	mean	it’s	given	less	weight	(Academic	W).	(Brown,	2010:	242)

Case	Study

Handicap	on	the	Boston	Buses
In	2004,	University	of	Pennsylvania	sociologist	Ross	Koppel	was	asked	by	the	Greater	Boston
Legal	Services	(GBLS)	to	determine	the	incidence	of	abuses	to	people	with	disabilities	who
attempted	to	use	the	area’s	bus	system.	The	Massachusetts	Bay	Transportation	Authority	(MBTA)
had	a	long	and	undistinguished	history	of	mistreating	persons	with	disabilities	(e.g.	people	in
wheelchairs,	with	walkers	or	canes,	and	the	frail	elderly).	Stories	of	driver	abuse	to	people	with
disabilities	(PWDs)	were	rampant.	Drivers	were	hostile,	assistive	equipment	was	erroneously
declared	broken	by	drivers	and	PWDs	were	passed	by	–	all	in	violation	of	the	Americans	with
Disabilities	Act	and	U.S.	Department	of	Transportation	regulations.	People	in	wheelchairs	would
be	left	in	the	middle	of	streets,	in	traffic,	or	far	from	curb	cuts;	300-pound	wheel	chairs	were	often
not	secured	to	the	bus,	creating	a	‘missile	hazard’.

GBLS	had	been	in	a	legal	battle	with	the	MBTA	for	five	years,	costing	both	sides	millions	of
dollars.	GBLS’s	problem	was	that	all	of	their	reports	were	anecdotal,	and	anecdotes	were
insufficient	to	prove	a	court	case.	Also,	everyone	knew	the	disabled	community	was	angry	at	the
bus	system.	Their	anger	mitigated	the	value	of	their	depositions	about	mistreatment	and	ride
failures.
This	is	where	Koppel’s	sociological	skills	came	in.	He	said:

My	first	idea	was	to	use	observers	with	hidden	cameras	on	buses.	This	was	a	lousy	idea	for
three	reasons:	One,	this	was	not	cost	effective,	as	there	are	insufficient	numbers	of	PWDs
riding	buses.	Two,	there	are	a	few	routes	with	many	PWDs	on	them,	for	example,	routes	that
passed	by	hospitals	or	rehab	centers,	but	the	study	had	to	represent	the	“system,”	not	just	a
few	routes;	and	three,	there	was	some	quirky	WWI-era	law	seemingly	outlawing	taking
photographs	on	buses.	(2009)

Koppel	quickly	understood	that	he	had	to	assemble	a	group	of	testers/PWDs	in	wheelchairs,	with
canes,	or	using	walkers	who	he	would	send	throughout	the	bus	system	with	a	scientifically
designed	sampling	method.	Moreover,	because	the	disabled	community	would	not	accept	faux-
disabled,	those	testers	needed	to	be	genuinely	disabled.	Also,	knowing	that	the	court	would	not
believe	reports	by	PWDs	themselves,	he	realised	each	tester	would	have	to	be	accompanied	by	a
trained	observer	with	no	prior	involvement	in	these	cases.

The	project	hired	20	teams	of	PWDs	paired	with	observers,	trained	them	on	Koppel’s	eight-page
observation	schedule	and	sent	them	to	pre-selected	spots	throughout	the	bus	system.	Each	team



measured	about	120	aspects	of	the	ride,	including,	for	example,	measures	of	pulling	to	the	curb
and	positioning	the	bus	so	a	lift	or	ramp	can	be	used;	operating	of	the	lift,	ramp	and	kneeler;
helping	the	PWD	reach	the	safety	area;	securing	a	wheelchair	to	the	bus	(there	are	straps	built	into
the	floor),	or	helping	a	frail	elderly	passenger	to	a	seat.
Koppel’s	team	collected	almost	a	thousand	observations	of	PWDs	using	buses.
In	his	final	report	–	several	hundred	pages	in	length	–	he	combined	the	parenthetical	comments
from	the	observers	with	the	quantitative	data	from	the	observation	forms.	They	found	MBTA’s
bus	service	for	people	with	disabilities	evidenced	pervasive	patterns	of	non-compliance	in	most
areas	of	operation.	While	drivers	generally	sought	to	accommodate	people	with	disabilities,	the
ratios	of	(reported)	failed	equipment,	seemingly	untrained	drivers	and	refusals	of	service	were
high.	Barriers	to	public	transit	use	were	everywhere.

Koppel	anticipated	the	transit	system	would	continue	their	legal	battle	and	would	hire	a	battery	of
statisticians,	engineers,	etc.,	to	refute	his	findings.	But,	that’s	not	what	happened.	The	transit
system’s	leaders	and	their	lawyers	read	the	report	and,	to	Koppel’s	shock,	they	called	it	‘the	most
definitive	study	of	transportation	for	the	disabled	ever	conducted’.	Then	they	capitulated	entirely,
and	they	put	up	the	funds	to	fix	it	–	one-third	of	a	billion	dollars	to	buy	new	buses	and	to	hire
managers	to	oversee	the	programmes	for	PWDs.	The	court-approved	agreement	also	involved
new	driver	training	programmes	and,	critically,	monitoring.	(Koppel,	2009)

14.2.2	The	practitioner	audience

the	real	opportunities	for	sociological	influence	lie	closer	to	the	coalface
than	they	do	to	head	office	…	[they]	lie	in	relations	with	practitioners,
not	with	the	managers	of	practice.	(Bloor,	2004:	318)

Because	qualitative	research	can	work	with	naturally	occurring	data,	it	is	in	a
good	position	to	offer	illuminating	feedback	to	people	at	work.	It	can	reveal:

the	precise	organisation	of	particular	work	practices,	e.g.	working	with	a
particular	technology	or	using	a	particular	communication	technique
the	unnoticed,	taken-for-granted	skills	present	in	any	work	routine
the	range	of	ways	these	practices	and	skills	are	used	by	practitioners	in
different	settings.

I	will	first	take	the	example	of	computer-aided	work.	Heath	and	Luff	have
observed	that:	‘one	of	the	most	noticeable	developments	in	personal
computers	in	recent	years	has	been	the	widespread	deployment	and	use	of
graphical	user	interfaces.	Rather	than	typing	commands	and	instructions,
users	are	presented	with	a	range	of	devices,	such	as	windows,	icons,	menus
and	cursors	through	which	they	operate	the	system’	(2000:	Chapter	6,
‘Introduction’)

Heath	and	Luff	note	that	we	have	no	clear	understanding	of	why	graphical
interfaces	appear	to	be	easier	to	use	by,	for	instance,	architects.	To	find	an



answer,	we	need	to	go	beyond	conventional	laboratory	studies	which	focus	on
the	activity	and	psychology	of	single	individuals.

By	contrast,	Heath	and	Luff	prefer	to	study	what	people	today	in	their
ordinary	work	environments.	As	they	put	it:	‘Rather	than	examining	the
conduct	of	users	through	experiments,	we	explore	the	use	of	a	graphical	user
interface	or	“direct	manipulation”	systems	in	the	accomplishment	of	everyday
work’	(2000:	201).

Taking	the	example	of	the	sociology	of	health	and	illness,	Bloor	follows
Heath	and	Luff’s	argument	that	practitioners	rather	than	policy-makers	are	the
most	reliable	and	eager	audience	for	social	research:

Sociologists	who	have	conducted	research	on	sociological	aspects	of
health	and	medicine	…	have	long	been	aware	that	there	is	a	role	for
sociologists	as	participants	in	debates	on	public	policy,	but	that	there	are
also	other	audiences	for	social	research,	notably	audiences	of	patients
and	practitioners	(clinicians,	nurses	and	other	professionals).	(2004:	307)

Bloor	suggests	that	qualitative	social	researchers	can	build	upon	their	research
relationships	with	practitioners	in	order	to	discuss	practical	implications.	As
he	puts	it:

qualitative	researchers	may	address	social	problems	and	that	they	can
address	them	most	effectively	by	influencing	practitioner	practice.
Qualitative	research	has	a	two-fold	advantage	in	these	processes	of
influence:	one	advantage	relates	to	influencing	practitioners	who	are	the
researcher’s	research	participants,	and	the	second	advantage	relates	to
influencing	practitioners	who	are	the	wider	audience	for	the	research
findings.	In	respect	of	practitioners	who	are	research	participants,
qualitative	researchers	can	call	upon	their	pre-existing	research
relationships	with	their	research	subjects	as	a	resource	for	ensuring	an
attentive	and	even	sympathetic	response	to	their	research	findings.	In
respect	of	other	practitioners	(who	are	not	research	subjects),	the
qualitative	researcher	has	the	advantage	that	the	research	methods	allow
rich	descriptions	of	everyday	practice	which	enable	practitioner
audiences	imaginatively	to	juxtapose	their	own	everyday	practices	with
the	research	description	…	Practitioners	may	not	always	have	the	local
autonomy	to	develop	new	services	to	new	target	populations	of	clients,
but	all	practitioners	have	the	autonomy	to	modify	their	everyday	work
practices.	In	seeking	the	chimera	of	policy	influence,	sociologists	rather



neglected	how	research	findings	can	address	social	problems	through	the
encouragement	of	modifications	and	developments	in	practitioners’
everyday	practices.	(Bloor,	2011:	412–13)

Case	Study

Computer-Aided	Design
Heath	and	Luff’s	study	was	concerned	with	the	ways	in	which	architects	use	computers
(especially	recent	computer-aided	design	(CAD)	packages)	in	some	cases	in	concert	with	other
tools	and	artefacts,	to	make	changes	to	particular	plans	and	to	coordinate	their	contributions	with
colleagues.	Their	research	focused	on	the	use	of	a	CAD	system	in	a	medium-sized	provincial
architectural	practice	in	England.	Members	of	this	practice	use	CAD	systems	to	produce	working
drawings	for	contractors,	to	show	clients	what	prospective	buildings	will	look	like	and	how	they
will	fit	into	the	landscape.

Heath	and	Luff’s	approach	reveals	much	more	than	could	ever	be	found	in	a	laboratory.	In
particular,	they	show	how,	if	we	are	to	understand	human–computer	interaction,	we	must	go
beyond	a	simple	focus	on	individuals.	As	they	argue:

[Our]	observations	point	to	the	contingent	organisation	of	system	use,	even	when	individuals
work	alone,	and	how	the	technology	provides	a	resource	in	the	design	and	development	of
buildings.	It	also	reveals,	once	again,	how	system	use	is	embedded	in	the	mundane	and
indigenous	competencies	of	the	‘users’;	competencies	which	in	various	ways	arise	in,	and
are	preserved	through,	the	interaction	of	the	participants.	(2000:202).

14.2.3	The	general	public
There	are	at	least	four	reasons	why	qualitative	researchers	may	become
involved	in	reporting	back	to	the	general	public:

1.	 to	answer	questions	asked	by	your	respondents
2.	 to	‘check’	provisional	findings
3.	 to	provide	‘feedback’	to	organisations	and	relevant	groups
4.	 to	provide	information	for	the	media.

The	first	two	points	have	been	considered	in	Chapters	9	and	4.	In	particular,
you	should	refer	to	the	section	on	‘gaining	access’	(Section	9.2.3)	for	point	1
and	the	discussion	of	respondent	validation	(Section	4.3.2)	for	point	2.

Feedback	to	the	general	public	is	usually	set	up	because	of	your	own	desire	to
‘give	something	back’	from	your	research	to	ordinary	people	who,	through
their	taxes,	may	well	have	funded	your	research.	The	format	should	vary
according	to	whether	your	audience	are	members	of	an	established
organisation	or	simply	just	a	group	of	people	with	similar	interests	or
concerns.



An	excellent	recent	example	of	this	tension	arose	in	a	study	of	computerised
physician	order	entry	(CPOE)	in	US	hospitals	(Koppel,	2005).	This	study
arose	by	accident	when	Ross	Koppel	was	doing	a	study	of	the	stress
experienced	by	junior	house	physicians.	It	turned	out	that	the	CPOE	system
produced	not	only	stress	among	these	doctors	but	a	noteworthy	number	of
errors	(although,	as	Koppel	points	out,	some	of	these	errors	may	not	be
experienced	as	stressful	at	the	time).	Moreover,	although	studies	of	CPOE	had
already	been	conducted,	these	were	purely	quantitative	and	none	were	based
on	interviews	and	observations	of	physicians.

Koppel’s	study	is	a	fascinating	example	of	what	can	happen	when	qualitative
researchers	stumble	into	what	turns	out	to	be	a	controversial	topic.	It	reveals
that	the	power	of	vested	interests	can	work	to	denigrate	qualitative	research	in
support	of	a	hidden	agenda.	In	this	way,	the	key	strength	of	such	an
ethnographic	study	(its	ability	to	depict	what	happens	in	situ)	is	presented	as	a
weakness.

However,	feedback	to	different	audiences	is	only	part	of	the	story.	To	assess
fully	the	relevance	of	qualitative	social	research,	we	need	to	focus	more
specifically	on	what	exactly	our	contribution	can	be.	This	is	the	topic	of	the
next	section.

Case	Study

Feedback	to	Parents
Following	my	own	research	on	hospital	clinics	for	children	(Silverman,	1987),	I	gave	a	talk	to	the
parents’	association	at	one	of	the	hospitals	I	had	studied.	In	this	talk,	I	discussed	new	facts	from
my	research	about	doctor–parent	communication.	I	also	examined	the	implications	of	my	findings
for	reform	of	current	hospital	practices.	Subsequently,	I	was	invited	to	write	a	short	piece	on	my
research	for	the	newsletter	of	a	British	organisation	called	the	Patients’	Association.	In	this	article,
I	covered	much	the	same	ground	as	well	as	adding	guidelines	for	how	to	manage	better	or	get
better	service	from	hospitals	that	treat	sick	children.	Finally,	I	spoke	at	a	meeting	of	parents	of
children	with	diabetes.	My	aim	here	was	to	stress	what	my	research	had	revealed	about	the
painful	dilemmas	experienced	by	such	parents.	In	this	way,	I	sought	to	assure	them	that	others
share	their	own	experience	and	that	there	is	no	need	for	them	to	reproach	themselves.
Qualitative	researchers	only	rarely	reach	a	general	audience	through	the	mass	media.	Nearly	all
social	science	goes	unreported	by	such	media.	The	cautious	way	in	which	researchers	are	taught
to	write	about	their	findings	runs	up	against	the	media’s	need	to	pull	in	audience	with	sensational
stories.	So	it	is	always	a	question	of	the	tension	between	the	media’s	sense	of	what	is
‘newsworthy’	and	researchers’	desire	for	an	accurate,	unsensationalised	account	of	their	research.

Case	Study

Medical	Errors
To	establish	the	extent	of	medical	errors	associated	with	new	software,	Ross	Koppel	constructed	a
multi-method	study	which	incorporated	face-to-face	interviews	and	focus	groups	with	house



physicians,	shadowing	doctors	as	they	entered	prescriptions	into	the	system	and	observing	nurses
and	pharmacists	as	they	received	prescriptions,	interviews	with	senior	medical	and	nursing	staff
and	a	72-item	questionnaire	to	a	90	per	cent	sample	of	house	physicians.	The	prescribing	errors
discovered	included	doctors	failing	to	stop	one	drug	when	they	prescribed	its	replacement,
confusion	over	which	patient	was	receiving	the	drugs	and	confusing	an	inventory	list	for	clinical
guidelines.
In	the	United	States,	it	is	estimated	that	medication	errors	within	hospitals	kill	about	40,000
people	a	year	and	injure	770,000.	According	to	Koppel’s	study,	it	turned	out	that	CPOE	systems
can	facilitate	errors.	Ironically,	CPOE	was	most	useful	at	stopping	errors	with	few	dangerous
consequences.	In	particular,	the	way	in	which	CPOE	had	been	programmed	had	two	unfortunate
consequences:	fragmented	data	displays	meant	that	physicians	had	difficulty	in	identifying	the
specific	patient	for	whom	they	were	prescribing	and	that	the	system	did	not	work	in	the	way	that
doctors	worked	and	created	confusion	or	extra	work	to	address	the	ambiguities.
Given	the	amount	of	government	and	industry	support	for	CPOE,	it	is	not	surprising	that
Koppel’s	findings	both	were	treated	as	highly	newsworthy	by	the	national	media	and	came	under
immediate	attack.	Many	medical	researchers	suggested	that	such	qualitative	research	could	not
produce	‘real	data’.	The	manufacturers	of	CPOE	systems	launched	a	campaign	which	said	that
Koppel	had	‘just	talked	to	people’	and	reported	‘anecdotes’.	In	particular,	the	public	were	told,
Koppel’s	study	was	faulty	because	it	offered	no	measure	of	adverse	drug	events	and	had
identified	no	‘real’	errors	but	only	‘perceptions	of	errors’	(2005:	200).

Link



The	Brookings	Institute	(United	States):
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14.3	The	contribution	of	qualitative	social	science
As	a	sociologist,	my	own	strong	views	on	social	issues	are	tempered	by	an
understanding	of	the	ways	in	which	particular	practices	are	relative	to	certain
cultures.	Understandably,	if	you	are	looking	at	how	things	operate	in	different
milieux,	you	tend	to	get	to	the	position	where	it	is	difficult	to	take	a	stand	on
anything	because	everything	is	relative	to	its	particular	context	–	this	is	what

http://www.brookings.edu


is	called	relativism.

Although	sociologists’	and	anthropologists’	stress	on	the	infinite	variability	of
cultures	is	a	useful	critique	of	absolutist	notions,	if	pushed	too	far	it	can	be
disabling	in	terms	of	our	relationships	to	the	wider	community.	For	instance,
in	my	own	work	(Silverman,	1987),	I	have	been	forced	to	question	favourite
liberal	or	progressive	ideas	such	as	‘patient-centred	medicine’	–	doctors
paying	more	attention	to	their	patients’	needs	and	language	rather	than
looking	at	everything	in	a	purely	organic	way.	My	research	suggests	that	there
are	traps	and	power	–	plays	present	even	within	apparently	patientcentred
medicine.

So	a	relativist	sociology	needs	to	think	about	how	it	can	present	its	findings	in
a	way	that	will	seem	relevant	to	people	who	turn	to	social	science	with	a
naive	belief	in	progress	and	a	positivist	version	of	the	role	of	science.
Moreover,	as	the	recent	debate	on	female	circumcision	shows,	there	are	some
practices	that	even	relativist	academics	will	not	be	able	to	tolerate.

I	want	now	to	tackle	the	issue	of	relativism	but	not	head-on	because	this
would	deflect	us	into	a	philosophical	minefield.	Instead,	I	want	to	show	how
qualitative	social	science	can	overcome	relativism	simply	by	making	three
contributions	to	society:

1.	 participating	in	debates	about	how	organisations	function
2.	 providing	new	opportunities	for	people	to	make	their	own	choices
3.	 offering	a	potentially	new	perspective	to	practitioners	and	clients.

Let	us	consider	each	contribution	in	turn.

14.3.1	Reporting	on	how	organisations	function
Throughout	this	book,	we	have	come	across	examples	of	how	qualitative
researchers	have	come	up	with	intriguing	and	original	knowledge	about	how
organisations	function,	starting	with	Dalton’s	(1959)	study	of	clique	structures
in	management	to	more	recent	work	on	people	using	photocopy	machines
(Suchman,	1987)	and	controlling	underground	trains	on	London	Transport
(Heath	and	Luff,	2000).	This	kind	of	research	not	only	has	interesting
findings	but	contains	clear	relevance	for	human	resources	management	and
research	and	development.

Such	relevance	relates	both	to	organisational	structures	and	to	decision-
making.	Let	me	take	one	further	example	which	addresses	organisational
decision-making	in	the	context	of	apparently	patientcentred	medicine.	In	a
paediatric	heart	clinic	(already	discussed	in	Section	4.3.2),	we	became



interested	in	how	decisions	(or	‘disposals’)	were	organised	and	announced
(Silverman,	1987).	It	seemed	likely	that	the	doctor’s	way	of	announcing
decisions	was	systematically	related	not	only	to	clinical	factors	(like	the
child’s	heart	condition)	but	to	social	factors	(such	as	what	parents	would	be
told	at	various	stages	of	treatment).

For	instance,	at	a	first	outpatients’	consultation,	doctors	would	not	normally
announce	to	parents	the	discovery	of	a	major	heart	abnormality	and	the
necessity	for	life-threatening	surgery.	Instead,	they	would	suggest	the	need	for
more	tests	and	only	hint	that	major	surgery	might	be	needed.	They	would	also
collaborate	with	parents	who	produced	examples	of	their	child’s	apparent
‘wellness’.

This	step-by-step	method	of	information-giving	was	avoided	in	only	two
cases.	If	a	child	was	diagnosed	as	‘healthy’	by	the	cardiologist,	the	doctor
would	give	all	the	information	in	one	go	and	would	engage	in	what	we	called
a	‘search	and	destroy’	operation,	based	on	eliciting	any	remaining	worries	of
the	parent(s)	and	proving	that	they	were	mistaken.

In	the	case	of	a	group	of	children	with	the	additional	handicap	of	Down’s
syndrome	(as	well	as	suspected	cardiac	disease),	the	doctor	would	present	all
the	clinical	information	at	one	sitting,	avoiding	a	step-by-step	method.
Moreover,	atypically,	the	doctor	would	allow	parents	to	make	the	choice
about	further	treatment,	while	encouraging	them	to	dwell	on	non-clinical
matters	like	their	child’s	‘enjoyment	of	life’	or	friendly	personality.

This	medical	focus	on	the	child’s	social	characteristics	was	seen	right	at	the
outset	of	each	consultation.	I	was	able	to	construct	a	table,	based	on	a
comparison	of	Down’s	and	non-Down’s	consultations,	showing	the	different
forms	of	the	doctor’s	questions	to	parents	and	the	parents’	answers.

At	first	Table	14.2	looked	quite	unremarkable	–	just	the	sort	of	questions	you
would	expect	a	cardiology	physician	to	ask	parents	at	a	first	consultation.	It
was	only	when	we	compared	these	questions	with	the	question	format	with
non-Down’s	children	that	something	striking	surfaced.

Tables	14.2	and	14.3	show	a	strong	tendency	with	Down’s	children	for	the
doctor	to	avoid	using	the	word	‘well’	about	the	child.	At	my	heart	clinic,	the
most	common	question	that	the	doctor	asked	parents	was:	‘A	well	child?’
However,	parents	of	Down’s	syndrome	children	were	rarely	asked	this
question.	Instead,	the	most	common	question	was:	‘How	is	he	(she)?’	Note
that	the	categories	in	the	tables	were	not	my	own.	I	simply	tabulated	the
different	questions	as	actually	given	(just	as	Hepburn	and	Potter	tabulated	the
participants’	use	of	the	word	‘concern’).



Source:	adapted	from	Silverman	(1981)

Further	analysis	revealed	that	parents	collaborated	with	the	doctors’	choice	of
words,	answering	in	terms	like	‘alright’	and	‘fine’	rather	than	‘well’.	This
absence	of	reference	to	‘wellness’	proved	to	be	crucial	to	understanding	the
subsequent	shape	of	the	clinic	consultation.

Having	compared	medical	history-taking	with	Down’s	and	non-Down’s
families,	we	moved	on	to	the	final	stage	of	these	consultations	to	examine
how	treatment	decisions	were	arrived	at.	In	the	early	1980s,	a	child	with
symptoms	of	congenital	heart	disease	would	usually	be	recommended	for
cardiac	catherisation,	a	diagnostic	test	requiring	a	brief	stay	as	an	inpatient.

In	these	cases,	the	doctor	would	say	to	the	parents	something	like:	‘What	we
propose	to	do,	if	you	agree,	is	a	small	test.’	No	parent	disagreed	with	an	offer
which	appeared	to	be	purely	formal	–	like	the	formal	right	(never	exercised)
of	the	Queen	not	to	sign	legislation	passed	by	the	British	Parliament.	For
Down’s	syndrome	children,	however,	the	parents’	right	to	choose	was	far
from	formal.	The	doctor	would	say	things	to	them	like	the	following:

‘I	think	what	we	would	do	now	depends	a	little	bit	on	parents’	feelings.’
‘Now	it	depends	a	little	bit	on	what	you	think.’
‘It	depends	very	much	of	your	own	personal	views	as	to	whether	we
should	proceed.’



Moreover,	these	consultations	were	longer	and	apparently	more	democratic
than	elsewhere.	A	view	of	the	patient	in	a	family	context	was	encouraged	and
parents	were	given	every	opportunity	to	voice	their	concerns	and	to
participate	in	decision-making.

In	this	sub-sample,	unlike	the	larger	sample,	when	given	a	real	choice,	parents
refused	the	test	–	with	only	one	exception.	Yet	this	served	to	reinforce	rather
than	to	challenge	the	medical	policy	in	the	unit	concerned.	This	policy	was	to
discourage	surgery,	all	things	being	equal,	on	such	children.	So	the
democratic	form	co-existed	with	(and	was	indeed	sustained	by)	the
maintenance	of	an	autocratic	policy	(Silverman,	1981).

The	research	thus	discovered	the	mechanics	whereby	a	particular	medical
policy	was	enacted.	The	availability	of	tape	recordings	of	large	numbers	of
consultations,	together	with	a	research	method	that	sought	to	develop
hypotheses	inductively,	meant	that	we	were	able	to	develop	our	data	analysis
by	discovering	a	phenomenon	for	which	we	had	not	originally	been	looking	–
discovery	which	is	far	harder	to	make	in	more	structured	quantitative	research
designs.

‘Democratic’	decision-making	or	‘whole-patient	medicine’	are	thus	revealed
as	discourses	with	no	intrinsic	meaning.	Instead,	their	consequences	depend
upon	their	deployment	and	articulation	in	particular	contexts.	So	even
democracy	is	not	something	that	we	must	appeal	to	in	all	circumstances.	In
contexts	like	this,	democratic	forms	can	be	part	of	a	power-play.

Am	I	still	faced	with	the	charge	of	relativism	because	I	am	treating	what
many	of	us	would	hold	to	be	an	absolute	value	(democracy)	as	having	a
variable	meaning?	Well,	not	necessarily,	particularly	if	I	can	show	that
research	which	questions	apparently	‘absolute’	values,	like	universal
democracy,	can	have	a	practical	relevance.

Two	such	practically	relevant	matters	arose	from	the	study	of	Down’s
syndrome	consultations.	First,	we	asked	the	doctor	concerned	to	rethink	his
policy	or	at	least	reveal	his	hidden	agenda	to	parents.	We	did	not	dispute	that
there	are	many	grounds	to	treat	such	children	differently	from	others	in
relation	to	surgery.	For	instance,	they	have	a	poorer,	post-surgical	survival
rate	and	most	parents	are	reluctant	to	contemplate	surgery.	However,	there	is	a
danger	of	stereotyping	the	needs	of	such	children	and	their	parents.	By
‘coming	clean’	about	his	policy,	the	doctor	would	enable	parents	to	make	a
more	informed	choice.

The	second	practical	point,	revealed	by	this	research,	has	already	been
mentioned.	Its	relativistic	stance	about	‘patient-centred’	medicine	rightly
serves	to	discomfit	liberal	doctors	wedded	to	this	fashionable	orthodoxy.	For,



as	good	practitioners	realise,	no	style	of	communication	is	intrinsically
superior	to	another.	Everything	depends	upon	its	context.

The	work	I	was	doing	in	the	paediatric	cardiology	clinic	on	the	Down’s
parents	already	suggests	one	direction	in	which	that	debate	could	take	place.
Another	example	arose	from	my	research	on	three	cancer	clinics	in	which	I
looked	at	the	practice	of	a	doctor	in	the	British	National	Health	Service
(NHS)	and	compared	it	with	his	private	practice	(Silverman,	1984).

This	study	was	relevant	to	a	lively	debate	about	the	NHS	and	whether	there
should	be	more	private	medicine.	I	was	able	to	show	that,	despite	these
‘ceremonial’	gains,	patients	overall	got	a	better	deal	when	they	did	not	pay,
than	when	they	did	pay.	So	this	serves	as	a	further	example	of	how	qualitative
research	can	contribute	to	our	understanding	of	how	organisations	work.

14.3.2	Increasing	people’s	options
Thoughtful	qualitative	research	studies	can	also,	I	believe,	provide	new
opportunities	which	allow	people	to	make	their	own	choices.	Our	work	in	the
paediatric	cardiology	unit	revealed	two	aspects	of	this.	First,	the	study	of
doctors’	decision-making	highlighted	the	need	for	parents	to	make	their	own
choices	without	feeling	guilty.	Second,	the	extra	clinic	that	was	offered	to
parents	after	a	first	outpatient	consultation	removed	some	constraints	which
allowed	all	parties	to	innovate	in	ways	which	we	could	not	have	predicted.

A	further	relevant	example	is	the	research	on	the	mother	talking	to	a	doctor
about	her	worries	regarding	her	diabetic	daughter	(already	discussed	in
Section	11.1.2).	This	naturally	occurring	material	revealed	that	this	mother
is	not	intrinsically	‘nagging’	or	‘irresponsible’.	Instead,	both	are	depictions
which	are	locally	available	and	locally	resisted.	Conversely,	if	we	had
interviewed	mothers,	the	temptation	would	have	been	to	search	for	idealised
conceptions	of	their	role.

Doctors	were	interested	to	learn	about	the	double-binds	present	in	their
attention	to	the	autonomy	of	their	young	patients.	Likewise,	parents’	groups
(largely	mothers)	of	diabetic	children	found	it	very	helpful	to	go	through
material	of	this	kind.	It	brought	out	the	way	in	which	things	they	may	feel
personally	guilty	about	in	their	relationships	with	their	teenage	children	are
not	something	that	relates	to	their	individual	failings.	Instead,	such	problems
arise	in	our	culture	in	the	double-binds	built	into	the	parent–adolescent
relationship.

In	all	these	cases,	we	contributed	to	practical	matters	without	imposing	any
elitist	form	of	social	engineering.	By	attending	to	the	fine	detail	of



interactions,	we	come	to	respect	the	practical	skills	of	the	participants.	This	is
shown	in	the	next	case	study.

As	these	examples	show,	the	role	of	the	social	scientist	is	not	to	be	more
knowledgeable	than	laypeople	but,	instead,	to	analyse	how	they	actually
choose	between	courses	of	action	and,	thereby,	to	increase	their	options.

Case	Study

Unwelcome	Sex
Hannah	Frith	and	Celia	Kitzinger	report	a	focus	group	study	where	young	women	discussed	their
experiences	of	saying	‘no’	to	sex.	One	typical	example	is	below:
Extract	14.1	[Frith	and	Kitzinger,	1998:	309]

Carla:	I	try	to	think	of	a	way	to	turn	him	down	without	hurting	his	feelings	…	Next	time	I	do	see
him,	in	a	way	I	make	a	special	effort	to	talk	to	him	to	show	that	there	are	no	hard	feelings.
The	authors	point	out	that	it	is	usually	suggested	that	this	is	an	example	of	‘emotion	work’	which
involves	women	adopting	a	dominant	cultural	stereotype	about	how	they	should	act.	However,
there	is	an	alternative	explanation:

emotion	work	talk	can	be	heard	as	a	post	hoc	explanation	for	‘unwanted’	sex	which	avoids
using	the	‘rape’	label;	or	as	a	justification	for	‘wanted’	sexual	behaviour	…	[indeed]	the
availability	of	‘emotion	work’	as	a	participant	resource	may	‘cause’	women	to	conduct
sexual	negotiations	in	a	manner	which	can	subsequently	be	presented	in	this	way.	(1998:
317)

The	implication	of	this	research	is	to	recognise	that	people	are	active	subjects	who	are	not	simply
puppets	of	cultural	codes.	This	suggests	that	well-meaning	rape-resistance	strategies,	such	as	the
‘just	say	no’	campaign,	may	overlook	how	people	actually	converse.	For	instance,	saying	no	is	a
‘dispreferred’	activity	requiring	considerable	interactional	work	(see	my	discussion	of	preference
organisation	in	Section	11.3).

14.3.3	Offering	a	new	perspective	to	practitioners
Bloor	has	suggested	that	the	detail	and	transparency	of	ethnographic	data	has
an	appeal	to	many	practitioners:

the	qualitative	researcher	has	the	advantage	that	the	research	methods
allow	rich	descriptions	of	everyday	practice	which	allow	practitioner
audiences	imaginatively	to	juxtapose	their	own	everyday	practices	with
the	research	description.	There	is	therefore	an	opportunity	for
practitioners	to	make	evaluative	judgments	about	their	own	practices	and
experiment	with	the	adoption	of	new	approaches	described	in	the
research	findings.	(2004:	321)



Bloor’s	argument	is	important	because	it	contests	the	common	assumption
that	the	role	of	researchers	is	to	find	instances	of	professional	failings	and
then	to	offer	correctives.	This	assumption	draws	upon	what	I	have	called	the
‘divine’	orthodoxy	(Silverman,	1997:	25)	which	assumes	that	social	scientists
can	always	see	better	and	further	than	practitioners.	By	contrast,	Bloor	offers
a	vision	of	qualitative	research	as	the	source	of	good-quality	data	and	rich
descriptions	which	can	offer	practitioners	new	resources	with	which	to	assess
their	own	practice.

I	want	to	illustrate	Bloor’s	argument	with	a	study	of	calls	to	a	child	protection
helpline	(Hepburn	and	Potter,	2004).

Following	this	case	study,	I	will	conclude	this	chapter	by	returning	to	the
argument	with	which	this	chapter	began.

Case	Study

Calls	to	a	Child	Protection	Agency
Hepburn	and	Potter	found	that	nearly	all	callers	prefaced	their	claims	of	potential	child	abuse	by	a
statement	of	the	basis	of	their	knowledge.	However,	in	Extract	14.2,	the	young	caller	announces
the	nature	of	the	abuse	early	on	(line	5).
Extract	14.2	[Hepburn	and	Potter,	2004:	194]	(Two	12-year-old	girls)

(CPO	=	child	protection	officer)
1.CPO:Alright	Kath	-ryn	(.)	.hh	so	wha-what’s	goin	on:.

2.Caller:Well	.hh	what	it	i:s:	(.)	is	I’ve	got
4.a	really	close	friend	an:	(.)	li:ke	hhh

5.(0.3)	she’s	been	sexually	abu:sed.	an	(.)
6.CPO:Mm	¯[mm:,	]

7.Caller:[she’s]	really	close	to	me	a-an	I
8.just-	(0.1)	I	wanna	tell	‘er	mum	but

9.I	can’t	bring	myself	to	do	it.
10.(0.4)

11.CPO:tch.hh	so::	-how	did	you	find	out
12.about	that.=

Hepburn	and	Potter	note	that	the	CPO	is	now	in	a	difficult	position	because	she	needs	to	ask	the
caller	about	the	basis	of	her	knowledge	(lines	11–12).	As	they	comment:	‘although	the	NSPCC
need	this	information	to	be	able	to	follow	up	on	a	call	like	this	adequately,	it	is	still	easily	heard	as
displaying	a	sceptical	stance	to	the	child’	(2004:	194).
By	providing	an	analytically	grounded	account	of	why	problems	might	appear	in	calls	such	as
this,	Hepburn	and	Potter	are	able	to	offer	directions	for	thinking	about	how	CPOs	might	counter
them.	As	they	suggest:

One	of	the	limitations	of	training	for	work	of	this	kind	is	that	it	is	often	based	on
idealizations	or	suppositions	about	the	way	interaction	works	…	One	thing	we	found	with



this	project	was	that	the	initial	practical	input	was	rather	simple.	We	were	able	to	provide
CPOs	with	a	set	of	digitised	and	roughly	transcribed	calls	on	a	CD	that	they	could	play	in
their	own	PC	(stopping	and	starting,	dipping	into	and	so	on).	Some	of	the	CPOs	found	that
the	facility	to	reflect	on	her	or	his	own	practice	was	very	helpful.	We	hope	that	toward	the
end	of	the	research	we	can	provide	more	sophisticated	training	aids	which	allow	CPOs	to
step	through	digitised	calls	with	analytic	observations	and	suggestions	about	them	(e.g.
about	trouble	and	its	solution).	The	aim	of	these	kind	of	practical	interventions	here	is	not	to
tell	the	CPOs	how	to	do	their	job	better,	but	to	provide	one	sort	of	resource	that	they	can
draw	in	their	training	and	practice	as	is	helpful.	(2004:	194–5)

Exercise	14.2
This	exercise	offers	you	an	opportunity	to	address	the	practical	relevance	of	field	research	in	the
context	of	the	conversation	analysis	and	discourse	analysis	skills	you	learned	in	Chapter	11.	It
is	based	on	Extract	14.2.

1.	 Using	any	of	the	concepts	mentioned	in	Chapter	11,	attempt	a	further	analysis	of	Extract
14.2.

2.	 What	does	your	analysis	show	that	is	different	from	or	adds	to	the	analysis	given	above?
3.	 Imagine	you	are	talking	to	child	protection	officers	about	their	work.	What	kinds	of

practical	implications	could	you	suggest	in	relation	to	how	they	communicate	with	callers?
4.	 Imagine	you	are	talking	to	people	who	suspect	child	abuse.	What	kinds	of	practical

implications	could	your	analysis	have	for	them?

14.4	Summary
We	are	all	cleverer	than	we	can	say	in	so	many	words.	That	is	to	say,	the
kinds	of	skills	we	are	using	in	everyday	settings,	from	management	meetings
to	telephone	calls	or	hospital	consultations,	are	much	more	complicated	and
require	much	more	analysis	than	we	can	actually	tell	the	researcher	in	an
interview	study.	Yet,	by	working	with	naturally	occurring	material,	we	can
make	the	skills	used	by	all	parties	more	available	for	analysis.

By	analysing	‘common-sense’	in	fine	detail,	research	can	often	make	a	direct
contribution	to	professional	practice.	Moreover,	as	Hepburn	and	Potter
suggest,	the	transcripts	alone	are	an	excellent	resource	which	professionals
can	use	to	examine	their	own	and	each	other’s	practice.

I	think	such	research	also	has	an	implication	for	how	phenomena	can	be	made
available	for	social	science	analysis.	Researchers	too	readily	assume	that
some	topics,	like	sexuality,	are	private	matters	to	which	we	cannot	get	direct
access	–	for	instance,	without	putting	a	tape	recorder	under	everybody’s	bed
or	video	camera	above	it.	However,	this	is	an	example	of	unclear	thinking.

This	assumes	that	sexuality	is	a	unitary	phenomenon	that	only	takes	place	in	a
certain	kind	of	setting.	Instead,	I	would	argue	that	most	phenomena	take	place
in	a	multiplicity	of	settings.	Why	cannot	we	find	sexuality	present	in	soap
operas,	cartoons	or,	indeed,	in	how	clients	and	professionals	present	versions
of	themselves	and	descriptions	of	their	partners	and	activities?



As	I	pointed	out	in	the	first	few	pages	of	Chapter	1,	the	problem	arises	from
the	use	by	researchers	of	essentialist	conceptions	of	social	phenomena.	Once
we	are	freed	from	this	common-sense	assumption,	we	can	proceed	to
explicate	common-sense	practices	in	order	to	reveal	their	fine	detail.

My	favourite	philosopher,	Ludwig	Wittgenstein,	makes	this	point	well.	He
writes:	‘The	aspects	of	things	that	are	most	important	for	us	are	hidden
because	of	their	simplicity	and	familiarity’	(1968,	para	129).

Strangely,	what	we	are	concerned	with	in	qualitative	social	science	is	what	is
closest	to	hand.	However,	because	it	is	so	close	to	hand,	both	participants	and
researchers	may	often	forget	about	it.	Our	common-sense	knowledge	about
the	way	in	which	the	world	is	organised	is	being	used	all	the	time	by	us	in	the
everyday	world	and	also	to	understand	our	research	findings.	But	rarely	do	we
topicalise	that	commonsense	knowledge	(see	Silverman,	2013b:	Chapter	1,
for	discussion	of	qualitative	research’s	role	in	making	‘ordinary’	events
‘extraordinary’).

14.5	Conclusion

There	is	a	pressing	need	to	show	how	the	practices	of	qualitative
research	can	help	change	the	world	in	positive	ways.	(Denzin	and
Lincoln,	2000b:	x)

Throughout	this	chapter,	I	have	been	arguing	that	qualitative	researchers	can
best	satisfy	the	‘pressing	need’	identified	by	Denzin	and	Lincoln	by	resisting
directly	employing	administrators’,	journalists’	or	even	practitioners’
definitions	of	what	is	a	‘problem’.	I	have	illustrated	this	point	through	a
number	of	studies	which	parallel	my	own	research	on	outpatient	clinics	and
HIV-test	counselling.

In	these	contexts,	I	have	shown	the	gains	of	seeking	to	understand	the	local
functions	of	talk	rather	than	directly	entering	into	normative	debates	about
communication	styles.	Put	in	another	way,	this	means	that	we	should	aim	to
identify	the	interactional	skills	of	the	participants	rather	than	their	failings.

It	seems	that	Vic	and	Robyn	talk	past	one	another.	He	does	not	understand
what	on	earth	she	is	doing.	And	to	her,	the	world	of	industry	seems	to	be	a
world	with	no	morality	and	little	sense.	However,	at	the	end	of	the	book	they
do	achieve	a	dialogue	between	the	world	of	academia	and	the	everyday	world.

I	think	such	a	dialogue,	though	hard	to	achieve,	should	be	our	aim.	In



practice,	this	probably	means	that	both	sides	will	have	to	give	a	little.	Policy-
makers	will	have	to	give	up	their	suspicion	of	research	which	is	not	based	on
statistics	and	refuses	to	define	its	research	topic	in	terms	of	any	obvious	social
problem.	In	turn,	qualitative	researchers	will	have	to	demonstrate	how	their
work	can	be	both	insightful	and	valid.

As	part	of	this	dialogue,	quantitative	researchers	will	have	to	give	up	their
belief	in	the	stupidity	of	common-sense	ways	of	acting	and	be	prepared	to
establish	a	division	of	labour	with	their	qualitative	colleagues.	But,	equally,
qualitative	researchers	will	have	to	question	the	siren	calls	of	naturalism	and
its	commitment	to	the	transcendent	character	of	‘experience’.

Case	Study

Talking	Past	One	Another
David	Lodge’s	novel	Nice	Work	is	about	the	relationship	between	Robyn,	a	lecturer	(at	the	same
university	as	in	all	Lodge’s	books),	and	Vic,	a	manager	in	an	engineering	firm.	She	has	spent
some	time	with	him	in	order	to	understand	the	world	of	industry.	This	is,	of	course,	very	much	a
document	of	the	1980s	where	one	version	of	‘free	market’	economics	suggested	that	the	value	of
academic	institutions	is	to	be	judged	in	terms	of	their	contribution	to	the	needs	of	industry.
Just	before	the	extract	below,	Robyn,	the	cultural	studies	lecturer,	had	given	a	highly	risqué
reading	of	the	cultural	symbolism	of	a	cigarette	advertisement.	Robyn’s	semiotic	analysis	of	the
advertisement	is	treated	by	Vic	as	a	display	of	unnecessary	jargon.	In	this	extract,	Vic,	the
manager,	speaks	first.

Extract	14.3	[Lodge,	1989:	221]
‘Why	can’t	you	people	take	things	at	their	face	value?’

‘What	people	are	you	referring	to?’
‘Highbrows.	Intellectuals.	You’re	always	trying	to	find	hidden	meanings	in	things.	Why?	A
cigarette	is	a	cigarette.	A	piece	of	silk	is	a	piece	of	silk.	Why	not	leave	it	at	that?’

‘When	they’re	represented	they	acquire	additional	meanings,’	said	Robyn.	‘Signs	are	never
innocent.	Semiotics	teaches	us	that.’
‘Semi-what?’

‘Semiotics.	The	study	of	signs.’
‘It	teaches	us	to	have	dirty	minds,	if	you	ask	me.’

Tip



Workshops	for	policy-makers	or	professionals	need	not	always	be	organised	around
presentations	of	your	research	findings.	Alternative	points	of	discussion	are	often	more
fruitful	(e.g.	presentations	of	‘interesting’	raw	data	or	inviting	people	present	to	begin	by
suggesting	what	they	would	like	to	get	out	of	your	research	–	this	can	also	be	done	prior	to
the	meeting	when	you	send	out	invitations).

Key	Points
Although	no	neutral	or	value-free	position	is	possible	in	social	science,
this	does	not	mean	that	‘anything	goes’.



Researchers	can	be	strongly	partisan	but	still	rigorous	in	their	data
analysis.
The	wider	audience	for	qualitative	research	includes	policy-makers,
practitioners	and	the	general	public	–	each	will	have	different
expectations.
Qualitative	researchers	can	attempt	to	satisfy	these	expectations	by:
participating	in	debates	about	public	policy;	providing	new	opportunities
for	people	to	make	their	own	choices;	and	by	offering	a	new	perspective
to	practitioners.

Study	Questions
1.	 Why	is	it	difficult	to	convince	policy-makers	about	the	value	of	the	findings	of	qualitative

research?
2.	 What	distinctive	topics	can	qualitative	research	address?
3.	 What	different	answers	have	been	given	to	the	question:	‘Whose	side	are	we	on?’
4.	 What	kinds	of	audiences	can	we	seek	to	interest?	What	is	each	audience	likely	to	expect?
5.	 List	three	contributions	our	research	can	make	to	society.

Recommended	Reading
Although	almost	a	century	old,	Max	Weber’s	lecture	‘Science	as	a	vocation’
(1946)	remains	the	key	reading.	Probably	the	best	recent	monograph	that
addresses	a	practitioner	audience	is	Maynard’s	(2003)	work	on	news-telling.
Roger	Hadley’s	(1987)	chapter	‘Publish	and	be	ignored:	proselytise	and	be
damned’	is	a	vibrant	account	of	the	pitfalls	of	trying	to	reach	a	policy
audience.	Practitioner	audiences	are	very	well	discussed	in	Michael	Bloor’s
chapter	‘Addressing	social	problems	through	qualitative	research’	in
Silverman	(2011).	Gary	Marx’s	paper	(1997)	is	a	lively	and	extremely	helpful
guide	for	the	apprentice	researcher	desiring	to	make	links	with	a	range	of
audiences.	Ian	Shaw	(1999)	provides	a	helpful,	introductory	account	of	the
ways	in	which	qualitative	research	can	evaluate	programmes	and	policies.



15	The	Potential	of	Qualitative	Research:
Eight	Reminders

Contents
15.1	Take	advantage	of	naturally	occurring	data	429
15.2	Avoid	treating	the	actor’s	point	of	view	as	an	explanation	432
15.3	Study	the	interrelationships	between	elements	435
15.4	Attempt	theoretically	fertile	research	438
15.5	Address	wider	audiences	440
15.6	Begin	with	‘how’	questions;	then	ask	‘why?’	443
15.7	Study	‘hyphenated’	phenomena	444
15.8	Treat	qualitative	research	as	different	from	journalism	446
15.9	Concluding	remarks	447



Chapter	Objectives
By	the	end	of	this	chapter	you	will	be	able	to:

appreciate	the	underlying	themes	of	this	book
understand	better	how	the	constructionist	model	can	be	used	in	qualitative	research.

The	author	of	a	textbook	is	always	torn	between	two	different	impulses.
Naturally,	one	wants	to	provide	a	comprehensive	and	fair	coverage	of	the
field.	On	the	other	hand,	it	is	impossible	to	escape	the	author’s	own
assumptions,	preferences	and	(dare	one	say	it?)	prejudices.

However,	providing	the	reader	is	given	the	opportunity	to	register	the
intellectual	baggage	that	authors	bring	to	their	writing,	we	should	not	see	such
baggage	as	a	drawback.	Even	if	we	could	imagine	a	textbook	freed	from
authorial	prejudice,	it	would	be	a	pretty	dull	affair	–	rather	like	those	awful
book	reviews	which	do	little	more	than	list	the	titles	of	each	chapter.

In	this	book,	I	hope	that	my	own	intellectual	baggage	has	given	flavour	and
spice	to	my	depiction	of	the	field.	Throughout	I	have	tried	to	be	open	about
the	way	that	this	has	shaped	the	route	we	have	followed.	In	this	final	chapter,
therefore,	before	setting	out	my	‘reminders’,	a	brief	biographical	sketch	may
be	helpful.

More	than	forty	years	ago,	I	began	my	research	career	with	a	study	of	the
beliefs	and	values	of	junior	‘white-collar’	workers.	Influenced	by	sociological
theories	of	class	and	social	status,	I	wanted	to	see	how	far	the	way	you
perceived	yourself	was	influenced	by	where	you	worked	and	by	your	future
job	prospects.

I	used	a	structured	interview	schedule	and	my	methodology	was	cast	in	the
standard	forms	of	quantitative	research:	an	initial	hypothesis,	a	two-by-two
table	and	statistical	tests	(see	Silverman,	1968).	If	I	had	completed	this	study,
my	future	career	might	have	taken	a	completely	different	path.

However,	I	started	to	have	nagging	doubts	about	the	credibility	of	my
research.	Although	I	could	manipulate	my	data	so	as	to	provide	a	rigorous	test
of	my	hypotheses,	the	data	were	hardly	‘raw’	but	mediated	by	various	kinds
of	interpretive	activities.	Not	the	least	of	these	arose	in	my	administration	of
the	interview	schedule.

As	I	was	interviewing	my	respondents,	I	was	struck	by	the	need	to	go	beyond
my	questions	in	various,	unforeseen	ways	so	as	to	obtain	the	sort	of	answers	I
wanted.	Perhaps,	I	thought,	I	hadn’t	pre-tested	my	questions	properly.	Or,
perhaps,	how	we	make	sense	in	conversations	necessarily	relies	on	everyday
conversational	skills	that	cannot	be	reduced	to	reliable	techniques	(see	Antaki



and	Rapley,	1996).	In	any	event,	I	abandoned	this	study	and	turned	to
organisation	theory	in	a	work	that	was	to	be	both	my	PhD	and	a	successful
textbook	(Silverman,	1970).

I	spent	the	following	decade	exploring	the	uses	of	two	contemporary	social
science	theories.	An	ethnography	of	the	personnel	department	of	a	public
sector	organisation	(Silverman	and	Jones,	1976)	was	heavily	influenced	by
Garfinkel’s	(1967)	ethnomethodology	(see	Section	9.5).	And	an	analysis	of
literary	texts	(Silverman	and	Torode,	1980,	republished	2013)	derived	from
Saussure’s	(1974)	semiotics	(see	Section	12.4).	These	studies	confirmed	my
belief	in	the	value	of	theoretically	informed	research	–	a	belief	affirmed
throughout	the	present	text.

However,	guiding	principles	tend	to	be	double-edged.	So,	while	we	should
assert	their	benefits,	we	should	also	be	aware	of	their	possible	costs.	Looking
back	on	this	early	work,	I	now	feel	that	is	was	a	trifle	over-theorised.	Perhaps
I	had	been	so	enthused	by	a	newly	discovered	theory	that	I	had	not	allowed
myself	to	be	sufficiently	challenged,	even	surprised,	by	my	data.

Such	over-theorisation	is	an	ever-present	danger	given	that	many	social
science	disciplines	still,	I	believe,	run	in	fear	of	being	discovered,	like	the
fabled	emperor,	without	any	clothes	(for	a	valuable	exception	see	Kendall	and
Wickham’s,	1999,	fine	text	on	the	practical	research	uses	of	Foucault’s	ideas).
It	is	for	this	reason	that	what	has	been	called	the	postmodern	period	of
experimental	ethnographic	writing	(Denzin	and	Lincoln’s,	2000b:	17,	‘fifth
moment’)	barely	figures	in	this	book.

In	my	later	research,	I	tried	to	find	a	better	balance	between	the	theoretical
‘armchair’	and	the	empirical	‘field’.	In	both	an	ethnography	of	hospital
clinics	(Silverman,	1987)	and	a	conversation	analytic	study	of	HIV-test
counselling	(Silverman,	1997),	I	adopted	a	more	cautious	approach	to	my
data,	inductively	establishing	hypotheses,	using	the	comparative	method,	and
identifying	deviant	cases	(see	Section	4.3.2).	In	both	studies,	unlike	my	earlier
work,	I	explored	ways	of	making	my	research	relevant	to	a	wider,	non-
academic	audience	in	a	non-patronising	way	(see	Chapter	14).

However,	these	later	studies	also	derived	from	two	related	methodological
assumptions	present	in	my	1976	study.	All	three	studies	were	based	not	on
interviews	but	on	naturally	occurring	data.	And	all	of	them	looked	at	how
the	participants	talked	to	one	another	and	focused	on	the	skills	they	used	and
the	local	functions	of	what	they	did.

This	final	chapter	gives	me	the	opportunity	to	pull	together	these	authorial
threads.	However,	it	is	not	meant	as	an	indulgence	to	myself,	still	less	as	a
kind	of	mea	culpa,	where	I	apologise	for	my	inability	to	be	sufficiently



objective.	It	is	one	voice	in	a	debate	that	I	believe	matters	both	to	social
scientists	and	to	our	audiences.	I	hope,	therefore,	that	you	will	find	this
chapter	worth	reading	as	a	way	of	further	stimulating	your	interest	in	the
potential	of	qualitative	research.

In	formulating	my	ideas	as	‘reminders’,	I	have	followed	my	favourite
philosopher,	Ludwig	Wittgenstein.	Wittgenstein	came	to	reject	philosophies
based	on	principles	or	rules.	Instead,	he	preferred	to	assemble	fragments	of
everyday	understandings.	These	served	as	reminders	of	what	we	know
already.	For	Wittgenstein,	such	reminders	have	a	‘hygienic’	purpose.	They
aim	to	clear	our	heads	of	the	babble	that	sometimes	passes	as	intellectual
argument	in	order	to	look	at	the	world	afresh.

In	this	chapter,	my	aims	are	less	grand.	I	would	not,	for	a	moment,	claim	to
have	transcended	that	babble.	While	much	has	had	to	be	crammed	into	a
small	space,	a	common	thread	will	emerge	which,	I	hope,	will	tie	together	the
preceding	chapters.	For	my	own	position	rests	firmly	on	the	models	that	have
been	described	in	this	book	as	constructionism	and	ethnomethodology.	So,	in
this	chapter,	I	return	to	the	theme	of	the	situated	character	of	accounts	and
other	practices	and	to	the	dangers	of	seeking	to	identify	phenomena	apart
from	these	practices	and	the	forms	of	representation	which	they	embody.

Yet,	because	I	have	no	time	for	self-contained	‘schools’	of	social	science,	I
hope	that	what	I	have	to	say	will	be	debated	by	those	researchers	with	other
kinds	of	preferences	and	allegiances.	Conceived	as	‘reminders’,	rather	than	as
rules	or	dictums,	what	follows	is	meant	to	encourage,	rather	than	stifle,
debate.

15.1	Take	advantage	of	naturally	occurring	data
I	have	just	referred	to	my	preference	for	working	with	naturally	occurring
data.	This	seems	logical	if	your	interest	is	in	the	practices	through	which
phenomena	like	‘families’,	‘tribes’	or	‘laboratory	science’	are	constructed	or
assembled.	Despite	this,	however,	many	ethnographers	move	relatively	easily
between	observational	data	and	data	that	are	artefacts	of	a	research	setting,
usually	an	interview.	In	Chapter	4,	I	pointed	out	the	difficulties	this	can
create,	especially	where	triangulation	is	used	to	compare	findings	from
different	settings	and	to	assemble	the	context-free	‘truth’.

When	it	comes	to	actual	research	studies,	there	is	hardly	an	even	spread	of
methods.	Nor	is	it	the	case	that	ethnography	is	just	one	among	many
methods.	Instead	of	looking,	listening	and	reading,	the	majority	of
contemporary	qualitative	researchers	prefer	to	select	a	small	group	of
individuals	to	interview	or	to	place	in	focus	groups.	In	this	sense,	by



assembling	a	specific	research	sample,	linked	only	by	the	fact	that	they	have
been	selected	to	answer	a	predetermined	research	question,	such	researchers
prefer	to	‘manufacture’	their	data	rather	than	to	‘find’	the	data	in	the	‘field’.
Despite	their	earnest	claims	to	do	something	quite	different	from	quantitative
research	(more	‘humanistic’,	more	‘experiential’,	more	‘in-depth’),	such
manufacture	of	data	to	answer	a	specified	research	problem	is	precisely	the
method	which	quantitative	research	espouses.

Qualitative	researchers’	almost	Pavlovian	tendency	to	identify	research	design
with	interviews	has	blinkered	them	to	the	possible	gains	of	other	kinds	of
data.	For	it	is	thoroughly	mistaken	to	assume	that	the	sole	topic	for	qualitative
research	is	‘people’.

Clive	Seale	has	noted	how	he	seeks	to	contest	this	common	supposition:

I	find	that,	in	order	to	counteract	the	tendency	towards	wanting	to	do
interviews,	it	helps	to	repeatedly	make	the	point	that	many	textbooks
assume	that	when	one	is	going	to	do	a	research	study	one	always	wants
to	sample	‘people’	(rather	than,	say,	documents).	This	helps	[students]
realise	that	al	kinds	of	phenomena	can	be	studied	for	social	research
purposes	(eg:	building	design,	music	lyrics,	web	sites,	small	ads	etc)	and
it	is	then	obvious	that	interviews	aren’t	the	only	thing	to	do.	(Personal
correspondence)

We	often	falsely	assume	that	there	is	inherent	difficulty	in	obtaining	naturally
occurring	data	because	of	the	supposedly	‘private’	character	of	many	settings,
for	example	‘family	life’	or	‘sexuality’.	However,	this	assumption	trades	off	a
common-sense	perception	that	these	are	unitary	phenomena	whose	meaning
is	constructed	in	a	single	site	(e.g.	households,	bedrooms).

Yet	‘family	life’	is	going	on	all	around	us	–	in	courtrooms	and	social	security
offices	as	well	as	households	(see	Gubrium,	1992).	Equally,	‘sexuality’	is
hardly	confined	to	the	bedroom;	discourses	of	sexuality	are	all	around	us	too
(see	Foucault,	1979).

Given	the	availability	of	such	naturally	occurring	data,	I	share	naturalism’s
enthusiasm	to	get	out	‘into	the	field’	to	study	what	participants	are	doing.
Being	‘in	the	field’	gives	us	exposure	to	the	categories	that	members	actually
use	in	their	day-to-day	activities.	Categories	abstracted	from	the	business	of
daily	life	usually	impose	a	set	of	polarities	(or	continuums)	with	an	unknown
relationship	to	that	business.

Of	course,	Gubrium’s	arguments	apply	well	beyond	family	studies.	They



show	that,	when	researching	any	institution,	lack	of	access	should	not	lead	us
to	assume	that	interviews	are	the	only	way	forward.

Following	Sacks,	we	can	carry	this	argument	even	further	than	Gubrium
would	probably	want	to	go.	Take	Jonathan	Potter’s	position	on	this	debate.
Potter	(1996b,	2002)	has	roundly	criticised	researchers	who	use	his	own
approach	(discourse	analysis)	for	depending	too	much	on	interview	data	and
has	argued	for	a	greater	use	of	naturally	occurring	data.	Closely	following	my
concept	of	‘manufactured’	data	he	shows	how	interviews,	experiments,	focus
groups	and	survey	questionnaires	are	all	‘got	up	by	the	researcher’.	Instead,
he	proposes	what	he	humorously	calls	‘The	Dead	Social	Scientist	Test’.	As	he
describes	it:	‘The	test	is	whether	the	interaction	would	have	taken	place	in	the
form	that	it	did	had	the	researcher	not	been	born	or	if	the	researcher	had	got
run	over	on	the	way	to	the	university	that	morning’	(Potter,	1996b:	135).

However,	there	are	two	dangers	in	pushing	this	argument	very	far.	First,	we
can	become	smug	about	the	status	of	‘naturally	occurring’	data.	I	have	already
referred	to	Hammersley	and	Atkinson’s	(1995)	observation	that	there	is	no
‘pure’	data;	all	data	are	mediated	by	our	own	reasoning	as	well	as	that	of
participants	(see	also	Potter,	2002;	Speer,	2002).	So	to	assume	that	naturally
occurring	data	are	unmediated	data	is,	self-evidently,	a	fiction	of	the	same
kind	as	put	about	by	survey	researchers	who	argue	that	techniques	and
controls	suffice	to	produce	data	which	are	not	artefacts	of	the	research	setting.

The	second	danger	implicit	in	the	purist	response	is	that	it	can	blind	us	to	the
really	powerful,	compelling	nature	of	interview	accounts.	Consider,	for
instance,	the	striking	‘atrocity	stories’	told	by	mothers	of	handicapped
children	and	their	appeal	to	listeners	to	hear	them	as	‘coping	splendidly’	(see
my	discussion,	in	Section	7.8,	of	‘moral	tales’).

This	leads	me	to	the	problem	of	how	to	make	the	best	use	of	interview	data
and	to	the	dead	ends	identified	in	Chapter	7.

Case	Study

Parents’	Tales
This	issue	of	the	situated	nature	of	people’s	accounts	directly	arose	in	my	study	of	a	paediatric
cardiology	unit	(Silverman	1987).	When	we	interviewed	parents	after	their	child’s	first	clinic
visit,	most	said	that	they	had	a	problem	taking	anything	in.	They	reported	that	one	of	their	major
problems	in	concentrating	properly	was	caused	by	the	crowded	room	in	which	the	consultation
took	place	–	as	a	teaching	hospital,	several	other	doctors	as	well	as	nurses	and	researchers	were
present.
Although	we	could	empathise	with	the	parents’	response,	we	thought	it	worthwhile	to	go	back	to
our	tapes	of	the	encounters	they	were	discussing.	It	turned	out	that	the	number	of	questions
parents	asked	was	directly	related	to	the	number	of	staff	present	(not	inversely	related	as	their
interview	answers	would	have	suggested).



As	is	often	the	case	after	such	a	counter-intuitive	finding,	we	found	quite	a	simple	explanation.
Perhaps	when	the	senior	doctor	broke	off	the	consultation	to	ask	questions	of	the	junior	doctors
present,	quite	unintentionally,	this	created	a	space	for	parents	to	think	about	what	they	had	been
told	so	far	and	to	formulate	their	questions	without	belonging	‘on	stage’	in	direct	eye	contact	with
the	doctor.	This	explanation	was	supported	in	another	unit	where	parents	also	asked	many
questions	after	they	had	had	some	time	on	their	own	while	the	doctor	studied	clinical	data
(Silverman,	1987:	91–4).

This	took	us	back	to	our	interview	material	with	the	parents.	We	were	not	prepared	to	treat	what
they	had	told	us	ironically,	that	is	as	self-evidently	mistaken	in	the	light	of	the	‘objective’	data.
As	already	noted,	such	simple-minded	triangulation	of	data	fails	to	do	justice	to	the	embedded,
situated	nature	of	accounts.	Instead,	we	came	to	see	parents’	accounts	as	‘moral	tales’	(Voysey,
1975;	Baruch,	1982).	Our	respondents	struggled	to	present	their	actions	in	the	context	of	moral
versions	of	responsible	parenthood	in	a	situation	where	the	dice	were	loaded	against	them
(because	of	the	risks	to	life	and	the	high-technology	means	of	diagnosis	and	treatment).

Parents’	reference	to	the	problems	of	the	crowded	consultation	room	were	now	treated	not	as	an
explanation	of	their	behaviour	at	the	time	but	as	a	situated	appeal	to	the	rationality	and	moral
appropriateness	of	that	behaviour.

15.2	Avoid	treating	the	actor’s	point	of	view	as	an
explanation
How	could	anybody	have	thought	this	was	the	case	in	social	science?	How
could	anybody	think	that	what	we	ought	to	do	is	to	go	out	into	the	field	to
report	people’s	exciting,	gruesome	or	intimate	experiences?

Yet,	judging	by	the	prevalence	of	what	I	will	call	‘naive’	interview	studies	in
qualitative	research,	this	indeed	seems	to	be	the	case.	Naive	interviewers
believe	that	the	supposed	limits	of	quantitative	research	are	overcome	by	an
open-ended	interview	schedule	and	a	desire	to	catch	‘authentic’	experience.

They	fail	to	recognise	what	they	have	in	common	with	media	interviewers
(whose	perennial	question	is	‘How	do	you/does	it	feel?’)	and	with	tourists
(who,	in	their	search	for	the	‘authentic’	or	‘different’,	invariably	end	up	with
more	of	the	same).	They	also	totally	fail	to	recognise	the	problematic	analytic
status	of	interview	data	which	are	never	simply	raw	but	both	situated	and
textual	(Mishler,	1986).	Nevertheless,	professional	social	science	often	still
responds	to	the	romantic	impulse,	particularly	in	fieldworkers’	commitment
to	the	sanctity	of	what	respondents	say	in	open-ended	interviews.

The	romantic	pursuit	of	‘authentic’	accounts	of	‘experience’	is	often	wedded
to	the	assumption	researchers	need	to	share	the	same	background
characteristics	of	interviewees	in	order	to	understand	their	accounts	properly.
This	assumption	is	seen	in	certain	early	forms	of	feminism.	As	Dawn	Mannay
remarks:	‘Oakley	(1981)	illustrates	a	deceptively	simple	notion	of	identity
with	the	claim	that	feminist	interviewing	of	women	was	automatically	a
privileged	knowledge	because	of	the	shared	gender,	which	secured	“insider”



definition’	(2010:	92).	By	contrast,	for	Mannay,	Oakley	draws	on	an	Insider
Myth	according	to	which	the	attributes	of	objectivity	and	emotional	distance
render	outsiders	inherently	incapable	of	appreciating	the	true	character	of	a
group’s	life.	However,	for	Mannay,	‘these	myths	are	not	empirical
generalizations;	rather	they	are	elements	in	a	moral	narrative,	which	seek	to
claim	exclusive	research	legitimacy	for	a	particular	group’	(2010:	91–2).	Her
case	study	which	follows	illustrates	how	she	attempted	to	overcome	the
Insider	Myth.

Mannay’s	rejection	of	the	Insider	Myth	and	her	desire	to	problematise	taken-
for-granted	understandings	can	be	derived	from	two	very	different	but
neglected	sources.	In	his	later	philosophical	writing,	Wittgenstein	(1968)
implies	that	we	should	not	treat	people’s	utterances	as	standing	for	their
unmediated	inner	experiences.	This	is	particularly	striking	in	his	discussion	of
statements	about	pain	(paras	244–6,	448–9).	Wittgenstein	asks:	what	does	it
mean	when	I	say	I’m	in	pain?	And	why	is	it	that	we	feel	unable	to	deny	this
assertion	when	someone	makes	it	about	themselves?

In	our	community,	it	seems,	we	talk	about	pain	as	if	it	belongs	to	individuals.
So,	in	understanding	the	meaning	of	someone	saying	‘I’m	in	pain’	we	reveal
what	our	community	takes	for	granted	about	private	experience	(but	not
private	experience	itself	–	see	Peräkylä	and	Silverman,	1991).	So
Wittgenstein	makes	the	point	that,	in	analysing	another’s	activities,	we	are
always	describing	what	is	appropriate	to	a	communal	‘language-game’.

A	second	source	for	understanding	the	public	sense	of	interview	accounts	is	to
be	found	in	Mills’s	(1940)	classic	discussion	of	‘vocabularies	of	motive’.
Mills	reminds	us	that	we	should	make	the	over-rationalistic	assumption	that
‘motives’	lie	behind	every	act.	For	Mills,	talking	about	people’s	motives	is
only	a	regular	feature	of	particular	institutional	settings	(like	courts	of	law,
selection	interviews,	etc).	In	many	everyday	settings,	it	is	not	routine	to	worry
about	people’s	‘motives’.	So	when	people	describe	their	own	or	other’s
motives,	the	appropriate	questions	to	ask	are:

When	does	such	talk	get	done?	(For	instance,	when	something	‘fishy’
seems	to	have	occurred)
What	motives	are	available	for	people	to	ascribe	in	this	context?
What	functions	does	‘motive	talk’	serve?

As	Gilbert	and	Mulkay	were	to	argue,	many	years	later:	‘the	goal	of	the
analyst	no	longer	parallels	that	of	the	participants,	who	are	concerned	to	find
out	what	they	and	others	did	or	thought	but	becomes	that	of	reflecting	upon
the	patterned	character	of	participants’	portrayals	of	action’	(1983:	24).



Conceived	in	this	sort	of	way,	interview	and	focus	group	data	become	a
fascinating	topic	for	analytically	sensitive	case	study	work.	As	I	have	already
suggested,	with	a	little	lateral	thinking,	it	is	also	possible	to	derive	from	this
approach	practical	as	well	as	analytic	insights.

Case	Study

Using	Visual	Data	to	Make	the	Familiar	Strange
Mannay	(2010)	conducted	a	study	of	mothers	in	her	own	neighbourhood.	The	mothers	in	her
study	were	around	her	age	and,	like	her,	had	children	in	their	late	teens	and	early	twenties,	all	of
whom	were	daughters.	All	of	the	mothers	lived	within	15	minutes’	walk	of	her	own	home;	indeed
‘our	families	have	shared	weddings,	birthdays,	football	matches	as	well	as	fallouts,	accidents	and
misfortunes.	Our	children	have	shared	playgroups,	schools,	and	packets	of	crisps’	(2010:	93).
If	we	assume	this	shared	background	gives	sound	‘inside’	knowledge,	this	overlooks	the	fact	that
‘Insiders	are	often	charged	with	the	tendency	to	present	their	group	in	an	unrealistically
favourable	light,	and	their	work	is	often	considered	to	be	overshadowed	by	the	enclosed,	self-
contained	world	of	common	understanding’	(2010:	91).	Rather	than	dwelling	in	her	supposed
common	understandings	with	these	women,	Mannay	wanted	to	avoid	treating	her	shared
knowledge	as	a	tacit	resource.	As	she	puts	it:	‘I	felt	that	it	was	important	to	address	the	taken-for-
granted	cultural	competence	inherent	to	my	insider	status	and	to	consider	processes	of	making	the
familiar	strange’	(2010:	94).

This	concern	with	problematising	her	taken-for-granted	knowledge	shaped	her	research	design:

‘If	I	had	devised	an	interview	schedule	the	questions	would	have	been	constrained	by	my
prior	knowledge	and	the	answers	in	turn	would	be	constrained	by	these	questions’	(2010:
100).
As	she	was	conducting	research	within	her	own	cultural	milieu,	she	selected	visual
methods	of	data	production	to	specifically	address	the	difficulties	of	insider	research.
‘Data	was	generated	in	three	distinct	yet	overlapping	participatory	methodological
techniques:	photo-elicitation,	mapping	and	collage	production.	Mother	and	daughter	pairs
were	assigned	one	of	these	methods	of	data	production	within	the	theme	of	representing
their	worlds	inside	and	outside	of	the	home’	(2010:	97).
The	adoption	of	participant-directed	visual	methods	of	data	production	‘aimed	to	act	as	an
instrument	for	making	the	familiar	strange	and	provide	a	gateway	to	destinations	that	lay
beyond	my	repertoire	of	preconceived	understandings	of	place	and	space’	(2010:	96).

Afterwards,	she	reflected	on	her	findings:

The	use	of	participant-directed	visual	data	production	and	the	subsequent	discussions	tended
to	reveal	far	more	than	I	would	have	expected	using	an	entirely	verbal	approach	for	data
production.	The	technique	allowed	time	for	the	participants	to	reflect	on	their	lives	without
the	direction	of	an	intrusive	research	voice.	The	value	of	self-directed	visual	data	production
is	that	images,	thus	ideas,	are	created	without	the	influence	of	the	researcher,	which	can	be
advantageous	when	the	researcher	is	an	insider	who	aspires	to	make	the	familiar	strange.
(2010:	107).

Case	Study

Should	we	Believe	Focus	Groups?



Pösö	et	al.	(2008)	used	focus	groups	as	a	tool	to	study	violence	in	youth	residential	care;	38	boys
and	girls	in	two	Finnish	reform	schools	joined	single-sex	focus	groups.	However,	their	responses
were	not	treated	as	simple	reflections	of	the	experiences	of	violence	in	care	homes.	Instead,	the
researchers	reflected	upon	how	the	institutional	and	situational	context	and	the	very	form	of	focus
groups	affected	how	these	young	people	talked	about	violence.	For	instance,	talk	about	their
desire	to	attack	staff	at	the	home	seemed	to	function	less	as	a	depiction	of	a	‘real’	intent	and	more
as	a	way	of	generating	solidarity	among	the	group	(perhaps	indicated	by	the	laughter	that	talk	on
this	topic	generated).

As	Pösö	et	al.	comment:

the	groups	functioned	as	a	means	of	presenting	the	issues	of	youth	life	and	especially
residential	life	to	outsiders.	The	residential	life	is	full	of	distinctions	(e.g.	resident	vs	staff,
newcomer	vs	old	resident,	child	vs	adult)	to	which	the	focus	groups	introduced	a	new
dimension	of	outsiders	and	insiders	to	separate	the	researchers	and	the	residents.	This
enabled	the	residents	to	present	themselves	as	persons	who	knew	something	the	outsiders
were	not	familiar	with.	In	that	respect	their	accounts	had	several	meanings:	they	were
reports,	highlights	of	long	periods	of	residential	life,	extremes;	possibly	they	also
carnivalized	residential	life	for	us.	(2008:	77)

15.3	Study	the	interrelationships	between	elements
The	distinctive	contribution	that	qualitative	research	can	make	is	by	utilising
its	theoretical	resources	in	the	deep	analysis	of	small	bodies	of	publicly
shareable	data.	This	means	that,	unlike	much	quantitative	research,	we	are	not
satisfied	with	a	simple	coding	of	data.	Instead,	through	comprehensive	data
treatment,	we	have	to	show	how	the	(theoretically	defined)	elements	we	have
identified	are	assembled	or	mutually	laminated	(see	my	discussion	of
Saussure’s	account	of	signs	in	Section	12.4).

Yet	there	are	also	similarities	between	good	qualitative	and	quantitative
research.	In	both,	multi-factorial	explanation	is	likely	to	be	more	satisfactory
than	explanations	which	appeal	to	what	I	have	called	a	‘single	element’.	Just
because	one	is	doing	a	case	study,	limited	to	a	particular	set	of	interactions,
does	not	mean	that	one	cannot	examine	how	particular	sayings	and	doings	are
embedded	in	particular	patterns	of	social	organisation	(see	Chapter	3).

Despite	their	very	different	theoretical	frameworks,	this	is	the	distinctive
quality	shared	by,	say,	Whyte	(1949)	and	Moerman’s	(1974)	discussion	of	a
Thai	tribe.	A	further	classic	case	is	found	in	Douglas’s	(1975)	work	on	a
Central	African	tribe,	the	Lele	(discussed	in	Section	9.1.1).

Douglas’s	study	of	the	Lele	exemplifies	the	need	to	locate	how	individual
elements	are	embedded	in	forms	of	social	organisation.	In	her	case,	this	is
done	in	the	manner	of	structural	anthropology	where	behaviour	is	seen	as
the	expression	of	a	‘society’	whlch	works	as	a	‘hidden	hand’	constraining	and
forming	human	action.

By	contrast,	Moerman’s	work	indicates	how	one	can	avoid	single-element



explanations	without	treating	social	organisation	as	a	purely	external	force.	In
the	latter	case,	people	cease	to	be	‘cultural	dopes’	(Garfinkel,	1967)	and
skilfully	reproduce	a	moral	order.
Saussure	provides	a	message	appropriate	to	both	these	traditions	when	he
reminds	us	that	no	meaning	ever	resides	in	a	single	term.	This	is	an
instruction	equally	relevant	to	Douglas’s	structural	anthropology	and	to
Garfinkel	ethnomethodology.

So	we	can	take	Saussure’s	message	out	of	context	from	the	kind	of	linguistics
that	Saussure	himself	was	doing	and	use	it	as	a	very	general	methodological
principle	in	qualitative	research.

What	we	are	concerned	with,	as	Saussure	(1974)	showed	us,	is	not	individual
elements	but	their	relations.	As	Saussure	points	out,	these	relations	may	be
organised	in	terms	of	paradigmatic	oppositions	(ancient	Israelites,	British
sociologists,	etc.)	or	in	terms	of	systems	of	relations	which	are	organised
through	what	precedes	and	what	follows	each	item.

An	example	that	Saussure	himself	gives	shows	the	importance	of	organisation
and	sequence	in	social	phenomena.	The	8:15	train	from	Zurich	to	Geneva
remains	the	8:15	train	even	if	it	does	not	depart	till	8:45.	The	meaning	of	the
train	–	its	identity	–	only	arises	within	the	oppositions	and	relationships	set
out	in	the	railway	timetable.	The	following	case	study	of	an	auction	room
illustrates	why	sequence	is	so	important	to	understanding	how	social
phenomena	work.

Christian	Heath’s	auction	data	beautifully	demonstrate	how	participants	make
sense	of	what	actions	mean	by	recognising	a	sequence.	As	he	puts	it:

the	actions	of	the	participants	are	accomplished	through	sequences	of
actions	and	these	sequences	of	action	inform	how	people	produce	their
conduct	and	make	sense	of	the	actions	of	others.	For	example,	the	run	is
dependent	upon	a	social	and	interactional	arrangement	that	selectively
places	particular	participants	under	the	obligation	to	respond	to	an
invitation	to	bid.	The	invitation	is	produced	through	the	announcement
of	a	figure,	an	increment,	accompanied	by	the	auctioneer	reorienting	and
gesturing	towards	a	particular	individual.	The	invitation	renders	relevant,
implicates,	an	action	from	a	potential	buyer,	to	accept	or	decline	to	bid,
in	this	case	the	acceptance,	enabling	the	auctioneer	to	immediately	invite
the	protagonist	to	bid	the	next	increment.	The	participants	actions
therefore,	and	indeed	the	systematic	escalation	of	price	at	auction,	is
accomplished	through	successive	sequences	of	action,	through	which
particular	participants	are	provided	with	the	opportunity	to	bid	or



withdraw.	This	alternating	sequential	organisation	not	only	creates
successive	opportunities	for	action	by	particular	participants,	but	also
enables	an	extraordinary	economy	of	behaviour,	with	turns,	bids,
accomplished	for	example	through	head	nods	alone;	an	economy	that
serves	to	rapidly	establish	the	value	and	secure	the	exchange	of	goods
worth	anything	from	a	few	pounds	to	many	millions.	(2011:	259)

Since	participants	undeniably	attend	to	sequences,	how	can	qualitative
researchers,	who	want	to	understand	participants’	actions,	ignore	sequential
organisation?	Whether	we	are	analysing	auctions	or	train	timetables,	the
importance	is	revealed	of	avoiding	single-element	explanations	and	of
focusing	upon	the	processes	through	which	the	relations	between	elements	are
articulated.

Case	Study

The	Auction	Room
Heath	(2011)	has	studied	bidding	in	auctions.
Extract	15.1	is	a	brief	fragment	from	a	recent	auction	of	antiquities	at	a	sale-room	in	London.	For
convenience,	we	have	simplified	and	abbreviated	the	transcript	and	represented	bidding	by	[B
bids],	numbering	particular	bidders	[B.1	bids]	in	the	order	that	they	first	enter	the	bidding.

Extract	15.1.	[A	=	auctioneer;	B1,	B2	and	B3	=	bidders]
A:	Lot	one	hundred	and	Six.	There	it	is	lot	one	hundred	and	six	Eighty	Six	A:	(.)	Five:	hundred
please::.

A:Eight	fifty
[B.1	bids]

A:Nine	hundred
[B.2	bids]

A:Nine	fifty	madam	thank	you
[B.1	bids]

A:A	thousand	there:
(0.4)	[B.2	bids]

A:Eleven	here
(.)	[B.2	bids]

A:Twelve	hundred
[B.1	bids]

A:Thirteen	hundred
[B.2	bids]

A:Fourteen	hundred
[B.1	bids]



A:Fifteen	hundred.

[B3	enters	the	bidding	and	B2	increases	his	bid]
A:Two	two::	the	standing	bidder	(0.2)	last	chance	[glances	at	B.3]	(0.2)	two	thousand	two
hundred	pounds:::

(0.6)
{knock}

Heath	notes	that	it	can	be	seen	that	bidding	alternates	between	two	principal	protagonists,	B.1	and
B.2.	When	B.1	withdraws	a	little	later,	at	£1800,	the	auctioneer	finds	a	new	bidder,	and	alternates
the	bidding	between	B.2	and	B.3.	This	ordering	principal	is	known	as	the	‘run’	and	is	used	within
almost	all	auctions	of	fine	art	and	antiques.	The	auctioneer	establishes	two	bidders	and	no	more
than	two	bidders	at	any	one	time.
Heath	comments	on	how	important	visible	conduct	is	to	‘the	run’:

‘Turns’	at	bidding	are	accomplished	through	gestures	(e.g.	a	nod	or	a	wave)	rather	than
through	talk.
The	visible	conduct	of	the	auctioneer	plays	an	important	part	in	enabling	individuals	to
know	when	it	is	their	turn	to	bid.
Bidders	and	all	those	present	need	to	know	when	a	bid	has	been	successful	and	who,	at	any
moment,	has	bid	the	highest	price.	In	other	words,	the	organisation	of	participation	during
the	event,	the	distribution	of	opportunities	to	bid	and	the	rapid	escalation	of	price,	rests
upon	the	visible	conduct	of	the	auctioneer	and	potential	buyers.

To	explore	this	further,	Heath	proves	some	images	of	the	event.	Extract	15.2	begins	with	the
auctioneer	saying	‘eleven	here’:

Extract	15.2	Transcript	and	Images

As	Heath	points	out:

From	the	images,	one	can	see	that	the	auctioneer	alternates	between	gestures	with	his	right
hand	and	gestures	with	his	left.	The	gestures	are	accompanied	by	shifts	in	his	visual
alignment	in	which	he	turns	y	from	the	bidder	on	his	right	(B.1)	to	the	bidder	on	his	left
(B.2).	As	he	begins	to	announce	‘eleven	here’	(bid	by	B.1),	he	turns	towards	B.2.	His	gaze
arrives	with	the	word	‘here’.	He	withdraws	his	right	hand	and	starts	to	raise	his	left	to
gesture	towards	B.2.	The	moment	he	looks	at	and	gestures	towards	B.2,	she	nods,	agreeing
to	the	projected	next	increment.	The	visible	realignment	and	the	gesture,	coupled	with	the
announcement,	enables	the	buyer	to	know	when	it	is	her	turn,	and	the	price	that	she	is



expected	to	bid.	It	also	enables	the	bid	to	be	accomplished	through	the	most	minimal	of
actions	–	a	head	nod.

Link

For	a	paper	I	have	written	on	the	importance	of	studying	how	different	elements	are	related
go	to:

www.qualitative-research.net/fqs/fqs-e/inhalt3–05-e.htm	[go	to	Silverman]

15.4	Attempt	theoretically	fertile	research

http://www.qualitative-research.net/fqs/fqs-e/inhalt3%E2%80%9305-e.htm


In	any	text	on	social	research	methodology,	there	is	a	danger	of	reducing
analytical	questions	to	technical	issues	to	be	resolved	by	cookbook	means,	for
example	good	interviewing	techniques,	simplistic	versions	of	grounded
theory	or	the	appropriate	computer-aided	qualitative	data-analysis	system.	I
do	not	wish	to	criticise	these	methods	but	to	underline	that,	as	most	of	their
proponents	recognise,	they	are	no	substitute	for	theoretically	inspired
reasoning.

As	we	have	already	seen,	such	theoretical	issues	lurk	behind	some	apparently
technical	questions	like	observing	‘private’	encounters	or	interpreting
interview	data.	Following	Wittgenstein	once	more,	a	touch	of	‘hygiene’	may
be	useful	in	clearing	our	minds	about	the	nature	of	the	phenomena	that
qualitative	researchers	attempt	to	study.

One	way	of	achieving	such	hygiene	is	by	mobilising	the	social	science
discipline	in	which	you	have	been	trained	and	the	models	it	offers.	In	Section
2.3.1,	I	referred	to	O’Brien’s	(1993)	use	of	the	example	of	a	kaleidoscope	as	a
way	to	think	of	how	models	and	theories	can	inspire	the	way	we	think	about
our	data.	Let	me	repeat	what	O’Brien	says	about	this:

a	kaleidoscope	…	[is]	the	child’s	toy	consisting	of	a	tube,	a	number	of
lenses	and	fragments	of	translucent,	coloured	glass	or	plastic.	When	you
turn	the	tube	and	look	down	the	lens	of	the	kaleidoscope	the	shapes	and
colours,	visible	at	the	bottom,	change.	As	the	tube	is	turned,	different
lenses	come	into	play	and	the	combinations	of	colour	and	shape	shift
from	one	pattern	to	another.	In	a	similar	way,	we	can	see	social	theory	as
a	sort	of	kaleidoscope	–	by	shifting	theoretical	perspective	the	world
under	investigation	also	changes	shape.	(1993:	10–11)

I	have	space	for	only	one	example	of	how	O’Brien’s	kaleidoscope	image	can
be	fruitful.	How	we	code	or	transcribe	our	data	is	a	crucial	matter	for
qualitative	researchers	(see	Sections	9.2.6	and	11.3).	Often,	however,	such
researchers	simply	replicate	the	positivist	model	routinely	used	in
quantitative	research.	According	to	this	model,	coders	of	data	are	usually
trained	in	procedures	with	the	aim	of	ensuring	a	uniform	approach.	This	is	a
tried	and	trusted	method	designed	to	improve	the	reliability	of	a	research
method.

However,	ethnomethodology	reminds	us	that	‘coding’	is	not	the	preserve	of
research	scientists.	In	some	sense,	researchers,	like	all	of	us,	‘code’	what	they
hear	and	see	in	the	world	around	them.	Moreover,	this	‘coding’	has	been
shown	to	be	mutual	and	interactive	(Sacks,	1992;	Silverman,	1998).



The	ethnomethodological	response	is	to	make	this	everyday	‘coding’	(or
‘interpretive	practice’)	the	object	of	enquiry.	Alternatively,	we	can	proceed	in
a	more	conventional	manner	but	mention	and	respond	to	this	well-established
critique	(for	an	example,	see	Clavarino	et	al.,	1995,	discussed	in	Section
11.2.5)

Of	course,	as	I	have	emphasised	throughout,	the	research	‘cake’	can	be
legitimately	sliced	in	many	ways	–	there	is	no	‘correct’	kaleidoscope	through
which	to	view	all	data.	So	I	am	not	suggesting	that	the	vast	mass	of
researchers	who	treat	‘coding’	as	purely	an	analyst’s	problem	abandon	their
work.	Instead,	my	minimalist	suggestion	is	that	they	examine	how	far	the
categories	they	are	using	can	be	shown	to	be	used	by	the	participants	in	their
ordinary	behaviours.

The	example	of	coding	our	data	shows,	I	hope,	how	theory	can	make	our	data
analysis	more	fertile.	It	is	also	useful	because	it	emphasises	my	own	view	of
theory-building	as	being	done	with	data	and	not	from	the	armchair.	So	when	I
call	for	theoretically	fertile	research	it	is	because	I	believe	that	theory	only
becomes	worthwhile	when	it	is	used	to	explain	something.	Becker	(1998:	1)
reports	that	the	great	founder	of	the	Chicago	School,	Everett	Hughes,
responded	grumpily	when	students	asked	what	he	thought	about	theory.
‘Theory	of	what?’,	he	would	reply.	For	Hughes,	as	for	me,	theory	without
some	observation	to	work	upon	is	like	a	tractor	without	a	field.	Theory,	then,
should	be	neither	a	status	symbol	nor	an	optional	extra	in	a	research	study.
Without	theory,	research	is	impossibly	narrow.	Without	research,	theory	is
mere	armchair	contemplation.

The	following	case	study	shows	how	one	theory	(actor-network	theory)
allows	us	to	reconceptualise	document	analysis.

Case	Study

Documents	and	Actor-Network	Theory
As	I	argued	in	Chapter	10,	it	is	very	restrictive	to	treat	documents	as	simple	resources	to	be	used
in	understanding	settings.	By	contrast,	constructionists	try	to	make	documents	topics	in	their	own
right	by	asking	questions	about	how	they	are	put	together	and	how	they	function.	As	Lindsay
Prior	argues:

Putting	an	emphasis	on	‘topic’	…	can	open	up	a	further	dimension	of	research:	the	ways	in
which	documents	function	in	the	everyday	world.	For	when	we	focus	on	function	it	becomes
apparent	that	documents	serve	not	merely	as	containers	of	content,	but	as	active	agents	in
episodes	of	interaction	and	schemes	of	social	organization.	(2008:	824)

Prior	shows	‘how	documents	should	not	merely	be	regarded	as	containers	for	words,	images,
information,	instructions,	and	so	forth,	but	how	they	can	influence	episodes	of	social	interaction,



and	schemes	of	social	organization,	and	how	they	might	enter	into	the	analysis	of	such
interactions	and	organization’	(2008:	822).
This	way	of	theorising	documents	allows	us	to	treat	documents	in	a	counter-intuitive	way	–	as
actors.	As	Prior	notes:

The	idea	of	conceptualizing	things	(non-human	agents)	as	actors	was	first	proposed	by
adherents	of	what	is	often	referred	to	as	actor-network	theory	or	ANT	(Callon,	1986;	Law
and	Hassard,	1999).	One	key	plank	of	the	ANT	argument	is	that	the	traditional	distinction	–
indeed,	the	asymmetry	–	between	material	and	human	objects	be	not	just	problematized,	but
overturned.	In	the	same	way,	it	is	argued	that	the	traditional	distinction	between	subject	and
object	be	dispensed	with.	So,	when	studying	schemes	of	social	interaction,	material	objects
are	not	to	be	regarded	as	mere	(passive)	resources	that	are	important	only	when	activated	by
human	actors,	but	are	seen	to	play	a	part	in	social	configurations	in	their	own	right.	That	is	to
say,	material	objects	can	be	seen	to	instigate	and	direct	as	well	as	be	directed	(Callon	and
Law,	1997:	101).	What	is	more,	over	and	above	the	suggestion	that	non-human	agents	might
be	considered	as	actors,	there	is	the	notion	that	such	actors	or	hybrids	may	be	conceived	as
components	of	an	actor-network.	Thus	Michel	Callon	(1986),	for	example,	linked	the
fishermen	of	Saint	Brieuc	Bay	to	the	scallops	that	supported	their	livelihoods	–	and	spoke	of
the	scallops	very	much	as	actors.	Other	actors	or	‘actants’	included	a	group	of	researchers,
visitors	to	the	bay,	starfish,	larvae,	sea	currents,	and	so	on.	(2008:	828,	my	emphasis)

15.5	Address	wider	audiences
To	call	for	more	theory	in	research	might	seem	to	drive	off	our	non-academic
audiences:	policy-makers,	practitioners,	the	general	public	and	others	(see
Section	14.2).	However,	by	a	somewhat	roundabout	route,	our	internal	debate
between	theory	and	data	can	lead	to	data	sources	and	findings	of	great	interest
to	wider	audiences.	To	simplify,	I	discuss	below	the	policy-making	audience.

There	are	two	potentially	dangerous	orthodoxies	shared	by	many	social
scientists	and	by	policy-makers	who	commission	social	research.	The	first
orthodoxy	is	that	people	are	puppets	of	social	structures.	According	to	this
model,	what	people	do	is	defined	by	‘society’.	In	practice,	this	reduces	to
explaining	people’s	behaviour	as	the	outcome	of	certain	‘face-sheet’
variables	(like	social	class,	gender	or	ethnicity).

We	will	call	this	the	‘Explanatory	Orthodoxy’.	According	to	it,	social
scientists	do	research	to	provide	explanations	of	given	problems;	for	example,
why	do	individuals	engage	in	unsafe	sex?	Inevitably,	such	research	will	find
explanations	based	on	one	or	more	‘face-sheet’	variables.

The	second	orthodoxy	is	that	people	are	‘dopes’.	Interview	respondents’
knowledge	is	assumed	to	be	imperfect;	indeed	they	may	even	lie	to	us.	In	the
same	way,	practitioners	(like	doctors	or	counsellors)	are	assumed	always	to
depart	from	normative	standards	of	good	practice.	This	is	the	‘Divine
Orthodoxy’.	It	makes	the	social	scientist	into	the	philosopher	king	(or	queen)
who	can	always	see	through	people’s	claims	and	know	better	than	they	do.



What	is	wrong	with	these	two	orthodoxies?	The	Explanatory	Orthodoxy	is	so
concerned	to	rush	to	an	explanation	that	it	fails	to	ask	serious	questions	about
what	it	is	explaining.

There	is	a	parallel	here	with	what	we	must	now	call	a	‘postmodern’
phenomenon.	It	seems	that	visitors	to	the	Grand	Canyon	in	Arizona	are	now
freed	from	the	messy	business	of	exploring	the	canyon	itself.	Instead,	they
can	now	spend	an	enlightening	hour	or	so	in	a	multi-media	‘experience’
which	gives	them	all	the	thrills	in	a	pre-digested	way.	Then	they	can	be	on
their	way,	secure	in	the	knowledge	that	they	have	‘done’	the	Grand	Canyon.

This	example	is	part	of	something	far	larger.	In	contemporary	culture,	the
environment	around	phenomena	has	become	more	important	than	the
phenomenon	itself.	So	people	are	more	interested	in	the	lives	of	movie	stars
than	in	the	movies	themselves.	Equally,	on	sporting	occasions,	pre-	and	post-
match	interviews	become	as	exciting	(or	even	more	exciting)	than	the	game
itself.	Using	a	phrase	to	which	we	shall	shortly	return,	in	both	cases,	the
phenomenon	escapes.

This	is	precisely	what	the	Explanatory	Orthodoxy	encourages.	Because	we
rush	to	offer	explanations	of	all	kinds	of	social	phenomena,	we	rarely	spend
enough	time	trying	to	understand	how	the	phenomenon	works.	So,	for
instance,	we	may	simply	impose	‘operational	definitions’	of	phenomena,
failing	totally	to	examine	how	such	activities	come	to	have	meaning	in	what
people	are	actually	doing	in	everyday	(naturally	occurring)	situations.

This	directly	leads	to	the	folly	of	the	Divine	Orthodoxy.	Its	methods	preclude
seeing	the	good	sense	of	what	people	are	doing	or	understanding	their	skills	in
local	contexts.	It	prefers	interviews	where	people	are	forced	to	answer
questions	that	never	arise	in	their	day-to-day	life.	Because	it	rarely	looks	at
this	life,	it	condemns	people	to	fail	without	understanding	that	we	are	all
cleverer	than	we	can	say	in	so	many	words.	Even	when	it	examines	what
people	are	actually	doing,	the	Divine	Orthodoxy	measures	their	activities	by
some	idealised	normative	standards,	like	‘good	communication’.	So,	once
again,	like	ordinary	people,	practitioners	are	condemned	to	fail.

Both	kinds	of	research	are	fundamentally	concerned	with	the	environment
around	the	phenomenon	rather	than	the	phenomenon	itself.	In	quantitative
studies	of	‘objective’	social	structures	and	qualitative	studies	of	people’s
‘subjective’	orientations,	we	may	be	deflected	away	from	the	phenomenon
towards	what	follows	and	precedes	it	(causes	and	consequences	in	the
‘objective’	approach)	or	to	how	people	respond	to	it	(the	‘subjective’
approach).

In	both	approaches,	the	phenomenon	with	which	ostensibly	we	are	concerned



disappears.	In	‘Objectivism’,	it	is	defined	out	of	existence	(by	fiat,	as
Cicourel,	1964,	puts	it).	Equally,	naturalism’s	‘subjectivism’	is	so
romantically	attached	to	the	authentic	rush	of	human	experience	that	it	merely
reproduces	tales	of	a	subjective	world	without	bringing	us	any	closer	to	the
local	organisation	of	the	phenomena	concerned.

How	can	these	theoretically	informed	reflections	aid	policy-makers?	In	the
first	place,	abandoning	the	Divine	Orthodoxy	means	that	we	may	be	able	to
offer	more	original	suggestions	than	simply	to	improve	practitioner
communication	so	that	it	better	approximates	some	idealised	model.	This
point	is	illustrated	in	the	following	case	study.

This	study	of	a	medical	clinic	indicates	the	gains	of	avoiding	the	Divine
Orthodoxy.	But	what	of	the	Explanatory	Orthodoxy?	In	particular,	how	are	we
to	satisfy	our	fellow	social	scientists,	let	alone	our	wider	audiences,	if	we	fail
to	base	our	research	on	the	study	of	causes?	As	I	argue	below,	it	is	all	a	matter
of	timing.

Case	Study

Responsible	Parenthood
My	research	in	cardiac	and	diabetic	clinics	(Silverman,	1987)	revealed	that	parents,	particularly
mothers,	sought	ways	to	display	their	‘responsible	parenthood’.	How	could	this	massively
recurrent,	cultural	compunction	to	treat	parenthood	as	a	moral	activity	be	incorporated	into
medical	consultations?
In	the	study	of	the	paediatric	cardiology	unit	(PCU),	it	would	have	been	tempting	to	follow	other
researchers	(e.g.	Byrne	and	Long,	1976)	and	to	suggest	that	parents’	reported	problems	derive
from	doctors’	inadequate	communication	skills.	Our	analysis	suggested,	however,	that	the
constraints	of	the	setting	and	of	the	task	at	hand	(speedy	diagnosis	and	treatment)	meant	that	the
first	outpatients’	clinic	had	no	space	for	some	parental	concerns	and	that,	in	any	event,	many
parents	needed	time	to	come	to	terms	with	what	they	were	being	told.	If	time	was	allowed	to	pass
(when,	for	instance,	parents	had	faced	the	questions	of	other	anxious	relatives	and	had	consulted
popular	medical	manuals	or	the	family	physician)	and	the	family	was	invited	to	revisit	the
hospital,	things	might	turn	out	differently.

Such	a	clinic	was	indeed	established	at	the	PCU	and	the	constraints	further	altered	by	informing
parents	in	advance	that	their	child	would	not	be	examined	this	time.	An	evaluation	study	indicated
that,	in	the	eyes	of	the	participants,	this	was	a	successful	innovation	(Silverman,	1987:	86–103).
At	no	point	had	we	set	out	to	teach	doctors	communication	skills.	So	the	sociological	truism	–
change	the	constraints	of	the	setting	and	people	will	behave	differently	–	had	paid	off	in	ways	that
we	had	not	foreseen.	People	responded	to	the	new	setting	in	innovatory	ways:	parents	bringing
their	children	along	to	see	the	playroom	and	to	discover	that	the	ward	was	not	such	a	frightening
place	after	all.

15.6	Begin	with	‘how’	questions;	then	ask	‘why?’
The	kind	of	detailed	ethnographic	research	discussed	above,	as	well	as	my
conversation	analysis	(CA)	study	of	counselling	(Silverman,	1997),	lays	itself



open	to	the	charge	that	it	deals	‘only’	with	talk.	The	implication	is	that,
because	it	supposedly	refuses	to	look	beyond	the	talk,	it	is	unable	to	offer
adequate	explanations	of	its	findings.	As	critics	continually	reiterate:	what
about	the	context	of	your	data?

Of	course,	I	have	already	offered	a	critical	review	of	this	approach	in	my
comments	on	the	Explanatory	Orthodoxy.	Such	contexts	do	not	speak	for
themselves	but	must	be	carefully	identified	in	the	practices	and	orientations	of
the	participants.

Nonetheless,	I	do	not	want	to	suggest	that	it	is	always	improper	to	look
beyond	talk-in-interaction.	Instead,	my	position	is	that	we	are	not	faced	with
either/or	choices	but	with	issues	largely	of	timing.

My	assumption	is	that	it	is	usually	necessary	to	refuse	to	allow	our	research
topics	to	be	defined	in	terms	of,	say,	the	‘causes’	of	‘bad’	counselling	or	the
‘consequences’	of	‘good’	counselling.	Such	topics	merely	reflect	the
conceptions	of	‘social	problems’	as	recognised	by	either	professional	or
community	groups.	Ironically,	by	beginning	from	a	clearly	defined	analytical
perspective,	we	show	how	we	can	later	address	such	social	problems	with,	we
believe,	considerable	force	and	persuasiveness.

My	argument	suggests	that	one’s	initial	move	should	be	to	give	close
attention	to	how	participants	locally	produce	contexts	for	their	interaction.	By
beginning	with	this	question	of	‘how’,	we	can	then	fruitfully	move	on	to
‘why’	questions	about	institutional	and	cultural	constraints.	Such	constraints
reveal	the	functions	of	apparently	irrational	practices	and	help	us	to
understand	the	possibilities	and	limits	of	attempts	at	social	reform.

Using	CA,	Schegloff	(1991)	has	shown	that	a	great	deal	depends	on	the	pace
at	which	we	proceed:

the	study	of	talk	should	be	allowed	to	proceed	under	its	own	imperatives,
with	the	hope	that	its	results	will	provide	more	effective	tools	for	the
analysis	of	distributional,	institutional	and	social	structural	problems
later	on	than	would	be	the	case	if	the	analysis	of	talk	had,	from	the
outset,	to	be	made	answerable	to	problems	extrinsic	to	it.	(1991:	64,	my
emphasis)

Quite	properly,	this	will	mean	delaying	what	I	have	called	‘why’	questions
until	we	have	asked	the	appropriate	‘how’	questions.	But	how,	eventually,	are
we	to	make	the	link	between	the	two?

A	solution	is	suggested	in	Maynard’s	(1991,	2003)	account	of	how



paediatricians	give	diagnostic	information	to	parents.

Case	Study

Delivering	Bad	News
Maynard	identifies	a	‘perspective-display	sequence’	where	doctors	invite	the	parents’	views	first
and	then	tailor	their	diagnostic	statements	to	what	they	have	elicited	from	parents.
So	far,	this	addresses	the	‘how’	question.	However,	Maynard	then	moves	on	to	the	‘why’
question,	relating	the	‘perspective-display	sequence’	to	the	functions	of	avoiding	open	conflict
over	unfavourable	diagnoses.	In	this	way,	the	device	serves	to	preserve	social	solidarity.

So	Maynard’s	close	focus	on	how	the	parties	locally	produce	patterns	of	communication	ends	up
by	considering	the	‘functions’	of	the	forms	so	discovered.	The	lesson	is	clear.	We	cannot	do
everything	at	the	same	time	without	muddying	the	water.	For	policy	reasons,	as	well	as	from
conventional	social	science	concerns,	we	may	well	want	to	ask	what	I	have	called	‘why’
questions.	There	is	no	reason	not	to,	providing	that	we	have	first	closely	described	how	the
phenomenon	at	hand	is	locally	produced.	If	not,	we	are	limited	to	an	explanation	of	something
that	we	have	simply	defined	by	fiat.
This	means	that	there	is	nothing	wrong	with	the	search	for	explanations,	providing	that	this	search
is	grounded	in	a	close	understanding	of	how	the	phenomena	being	explained	are	‘put	together’	at
an	interactional	level.	It	follows	that,	wherever	possible,	one	should	seek	to	obtain	‘naturally
occurring’	data	in	order	to	obtain	adequate	understanding,	leading	to	soundly	based	policy
interventions.

15.7	Study	‘hyphenated’	phenomena
When	we	attempt	to	unravel	the	‘black	box’	of	social	phenomena,	we
invariably	start	to	see	the	multiple	ways	in	which	apparently	uniform
phenomena	are	locally	constructed.	This	emphasises	that	a	botanist
classifying	a	plant	is	engaged	in	a	less	problematic	activity	than	an
anthropologist	classifying	a	tribe	(see	my	discussion	of	Moerman’s	research
on	the	Lue	in	Section	2.2.3).

Let	me	take	some	examples	of	research	which	disabuses	us	of	our	common-
sense	assumptions	about	the	stable	realities	of	particular	collectivities.	As	we
saw	in	Section	11.1.2,	Gilbert	and	Mulkay’s	(1983)	study	of	scientists’
accounts	of	their	work	showed	that	there	are	better	research	questions	than
‘What	is	science?’	Instead,	it	is	more	fruitful	to	ask	questions	like:	‘How	is	a
particular	scientific	discourse	invoked?	When	is	it	invoked?	How	does	it
stand	in	relation	to	other	discourses?’	In	this	way,	Gilbert	and	Mulkay	lead	us
to	see	that	‘science’,	like	other	social	institutions,	is	a	hyphenated
phenomenon	which	takes	on	different	meanings	in	different	contexts.

So	scientists,	treated	as	a	collectivity	having	stable	goals	and	practices,	also
escaped	in	Gilbert	and	Mulkay’s	work.	A	second	example	of	hyphenated
phenomena,	drawn	from	Steve	Woolgar’s	account	of	‘artificial	intelligence’,
is	given	below.



These	kinds	of	studies	point	to	the	way	in	which	idealised	conceptions	of
phenomena	become	like	a	will-o’-the-wisp	on	the	basis	of	systematic	field
research,	dissolving	into	sets	of	practices	embedded	in	particular	milieux.
Nowhere	is	this	clearer	than	in	the	field	of	studies	of	the	‘family’.	As
Gubrium	and	Holstein	(1987)	note,	researchers	have	unnecessarily	worried
about	getting	‘authentic’	reports	of	family	life	given	the	privacy	of	the
household.	But	this	implies	an	idealised	reality	–	as	if	there	were	some
authentic	site	of	family	life	which	could	be	isolated	and	put	under	the
researcher’s	microscope.	Instead,	discourses	of	family	life	are	applied	in
varying	ways	in	a	range	of	contexts,	many	of	which,	like	courts	of	law,	clinics
and	radio	call-in	programmes,	are	public	and	readily	available	for	research
investigation.

If	‘the	family’	is	present	wherever	it	is	invoked,	then	the	worry	of	some
qualitative	researchers	about	observing	‘real’	family	life	looks	to	be
misplaced.	Their	assumption	that	the	family	has	a	unitary	reality	looks	more
like	a	common-sense	way	of	approaching	the	phenomenon	with	little	analytic
basis.

Finding	families	is,	of	course,	no	problem	at	all	for	laypeople.	In	our
everyday	life,	we	can	always	locate	and	understand	‘real’	families	by	using
the	documentary	method	of	interpretation	(Garfinkel,	1967)	to	search	beneath
appearances	to	locate	the	‘true’	reality.	In	this	regard,	think	of	how	social
workers	or	lawyers	in	juvenile	or	divorce	courts	‘discover’	the	essential
features	of	a	particular	family.

Yet,	for	social	scientists,	how	we	invoke	the	family,	when	we	invoke	the
family	and	where	we	invoke	the	family	become	central	analytic	concerns.
Because	we	cannot	assume,	as	laypeople	must,	that	families	are	‘available’	for
analysis	in	some	kind	of	unexplicated	way,	the	‘family’,	conceived	as	a	self-
evident	phenomenon,	always	escapes.

Note	that	this	wholly	fits	with	my	earlier	argument	about	the	disappearing
phenomenon	in	‘objectivist’	and	‘subjectivist’	social	science.	The
phenomenon	that	always	escapes	is	the	‘essential’	reality	pursued	in	such
work.	The	phenomenon	that	can	be	made	to	reappear	is	the	practical	activity
of	participants	in	establishing	a	phenomenon-in-context	–	the	hyphenated
phenomenon.

Case	Study

Where	is	‘Real’	Science?
Woolgar	(1985)	notes	how	participants	themselves	may	be	reluctant	to	treat	their	own	activities	as
instances	of	particular	idealised	phenomena.	Like	Gilbert	and	Mulkay,	Woolgar	was	interested	in



the	sociology	of	science.	Yet,	he	reports,	that,	when	he	tried	to	get	access	to	laboratories	to	study
scientists	at	work,	each	laboratory	team	would	uniformly	respond	that,	if	he	was	interested	in
science,	this	really	was	not	the	best	place	to	investigate	it.	For	whatever	reason,	what	was	going
on	in	this	laboratory	did	not	really	fit	what	scientific	work	really	should	be.	On	the	other	hand,	the
work	being	done	at	some	other	place	was	much	more	truly	scientific.
Curiously,	Woolgar	tells	us	that	he	has	yet	to	find	a	laboratory	where	people	are	prepared	to
accept	that	whatever	they	do	is	‘real’	science.	He	was	perpetually	being	referred	to	some	other	site
as	the	home	of	‘hard’	science.	Like	‘science’,	Woolgar	also	found	that	‘artificial	intelligence’
(AI),	conceived	as	an	indisputably	‘real’	phenomenon,	was	also	perceived	to	be	‘elsewhere’.	As
each	new	test	of	what	might	constitute	‘real’	AI	appeared,	grounds	were	cited	to	find	it
inadequate.	The	famous	Turing	test,	based	upon	asking	subjects	whether	they	can	tell	if	the
communication	they	are	hearing	is	from	a	person	or	a	machine,	is	now	largely	rejected.	Even	if	a
hearer	cannot	tell	the	difference	between	human	reasoning	and	AI,	a	machine	may	be	held	to	be
only	‘simulating	intelligence’	without	being	‘intelligent’.	Even	machines	which	successfully
switch	off	televisions	during	commercials	will	not	be	recognised	as	an	example	of	AI	since,	it	is
held,	this	is	a	response	to	changes	in	the	broadcast	signal	rather	than	in	programme	content.
Hence	the	search	for	‘genuine’	AI,	Woolgar	argues,	has	generated	a	seemingly	endless	research
programme	in	which	the	phenomenon	always	escapes.	Even	if	a	hearer	cannot	tell	the	difference
between	human	reasoning	and	AI,	a	machine	may	be	held	to	be	only	‘simulating	intelligence’
without	being	‘intelligent’.	Even	machines	which	successfully	switch	off	televisions	during
commercials	will	not	be	recognised	as	an	example	of	AI	since,	it	is	held,	this	is	a	response	to
changes	in	the	broadcast	signal	rather	than	in	programme	content.	Hence	the	search	for	‘genuine’
AI,	Woolgar	argues,	has	generated	a	seemingly	endless	research	programme	in	which	the
phenomenon	always	escapes.

15.8	Treat	qualitative	research	as	different	from
journalism
My	final	reminder	will	be	brief.	Presupposed	in	all	I	have	written	is	an	appeal
to	treat	qualitative	research	as	different	from	journalism.	This	is	not	because	I
have	no	regard	for	the	skills	(as	well	as	the	sins)	of	journalists.	It	is	simply
because,	contrary	to	how	much	qualitative	research	is	written,	I	believe	that	if
qualitative	research	has	anything	to	offer	it	is	because	we	possess	different
(not	better)	skills	to	those	of	journalists.

The	skills	of	journalists	are	related	to	the	ephemeral	nature	of	their	products.
They	pursue	stories	which	are	‘newsworthy’.	Their	interest	(and	that	of	their
readers)	is	in	what	can	be	treated	as	‘new’.	However,	many	things	can	be
‘new’	without	being	‘newsworthy’	(for	instance,	I	would	not	expect	my
purchase	of	a	new	pullover	to	be	reported	in	a	newspaper!).

Because	of	this,	journalists	seek	the	‘new’	in	what	can	be	seen	as	previously
‘hidden’	or	‘concealed’.	In	this	regard,	particular	powerful	journalistic	motifs
are	ironic	contrasts	(say	between	the	public	statements	and	private	lives	of
celebrities)	or	‘in-depth’	accounts	of	the	experiences	and	feelings	of	ordinary
people	who	have	found	themselves	in	extraordinary	situations	(falling	off	a
cliff,	winning	a	lottery).

Of	course,	this	is	a	very	crude	account	of	journalism	which	fails	to	do	justice



to	the	range	of	media	outlets	or	to	the	audience	sought.	Nonetheless,	even	at
this	level,	the	similarities	with	much	qualitative	research,	I	believe,	speak	for
themselves.	For	instance,	ironic	contrasts	and	‘in-depth’	accounts	are	the	meat
and	drink	of	many	of	our	research	findings.

By	contrast,	I	suggest	that	qualitative	researchers	make	use	of	quite	different
skills.	These	skills	should	allow	us	to:

avoid	the	assumption	that	research	is	only	newsworthy	if	it	reveals	what
is	hidden	or	secret
recognise	that	what	is	usually	of	most	interest	is	what	is	unremarkable	to
participants
avoid	ironic	comparisons	between	what	people	say	and	what	we	(think
we)	we	know	about	what	they	do
recognise	that	‘experience’	is	not	more	or	less	‘authentic’	but	narrated	in
ways	that	are	open	to	lively	investigation.

Link



Some	of	the	arguments	in	this	chapter	are	developed	online	in	Silverman	(2013c):
www.qualitativesociologyreview.org/ENG/volume25.php	[go	to	David	Silverman]

Exercise	15.1
Select	any	qualitative	research	report	with	which	you	are	familiar.	Now	proceed	as	follows:

1.	 Apply	to	it	the	eight	‘reminders’	discussed	in	this	chapter.
2.	 Consider	how	well	it	stands	in	relation	to	each.
3.	 In	the	light	of	your	reading,	assess	how	the	research	could	be	improved	to	satisfy	any	one

of	these	reminders.
4.	 Assess	whether,	in	the	light	of	your	analysis,	any	of	these	reminders	needs	to	be	modified

or	rejected.

http://www.qualitativesociologyreview.org/ENG/volume25.php


15.9	Concluding	remarks
Despite	the	negative	form	of	some	of	my	comments,	I	have	intended
throughout	this	chapter	to	convey	a	sense	of	the	good	things	that	research	can
do.	I	tried	to	show	this	in	the	examples	of	successful	case	studies	and,	above
all,	in	my	implicit	appeal	to	lateral	thinking.	If,	as	I	heard	somebody	say	the
other	day,	the	world	is	divided	into	two	sorts	of	people,	those	who	make	such
a	statement	and	those	who	don’t,	then	I	am	firmly	with	the	latter	group.

Perhaps,	as	Douglas	implies,	we	have	something	to	learn	from	the	Lele.	Part
of	what	we	might	learn	is	living	with	uncertainty.	Curiously,	the	critics	of
such	apparently	disparate	theorists	as	Garfinkel	and	Saussure	and	their	heirs
have	one	argument	in	common.	If	everything	derives	from	forms	of
representation,	how	can	we	find	any	secure	ground	from	which	to	speak?	Are
we	not	inevitably	led	to	an	infinite	regress	where	ultimate	truths	are
unavailable	(see	Bury,	1986)?

Three	responses	suggest	themselves.	First,	is	it	not	a	little	surprising	that	such
possibilities	should	be	found	threatening	when	the	natural	sciences,
particularly	quantum	physics,	seem	to	live	with	them	all	the	time	and	adapt
accordingly,	even	ingeniously?	Second,	instead	of	throwing	up	our	hands	in
horror	at	the	context-boundedness	of	accounts,	why	not	marvel	at	the	elegant
solutions	that	societal	members	use	to	remedy	this?	For	practical	actors,	the
regress	becomes	no	problem	at	all.	Finally,	like	members,	why	not	use
practical	solutions	to	practical	problems?	For	instance,	as	I	argued	in	Chapter
4,	even	sophisticated	qualitative	analysis	can	find	practical	solutions	to	the
problem	of	validity	(counting	where	it	makes	sense	to	count,	using	the
constant	comparative	method,	and	so	on).

The	worse	thing	that	contemporary	qualitative	research	can	imply	is	that,	in
this	postmodern	age,	anything	goes.	The	trick	is	to	produce	intelligent,
disciplined	work	on	the	very	edge	of	the	abyss.

Key	Points
This	chapter	draws	together	the	arguments	present	in	the	rest	of	my	book.
These	arguments	are	offered	not	as	self-evident	truths	but	as	one	voice	in	a
debate	that	I	believe	matters	both	to	social	scientists	and	to	our	audiences.	To
this	end,	I	provided	eight	reminders:

1.	 Take	advantage	of	naturally	occurring	data.
2.	 Avoid	treating	the	actor’s	point	of	view	as	an	explanation.
3.	 Study	the	interrelationships	between	elements.
4.	 Attempt	theoretically	fertile	research.



5.	 Address	wider	audiences.
6.	 Begin	with	‘how’	questions;	then	ask	‘why?’
7.	 Study	‘hyphenated’	phenomena.
8.	 Treat	qualitative	research	as	different	from	journalism.

Study	Questions
1.	 What	is	meant	by	‘naturally	occurring	data’?	Why	are	such	data	so	inviting	for	qualitative

research?
2.	 What	problems	arise	if	we	treat	the	actor’s	point	of	view	as	an	explanation?
3.	 Why	should	‘how’	questions	usually	precede	‘why’	questions	in	qualitative	research?
4.	 What	is	meant	by	‘hyphenated	phenomena’?	How	can	an	understanding	of	such

phenomena	help	us	in	conducting	research?

Recommended	Reading
State-of-the-art	accounts	of	qualitative	research	which	fit	the	reminders
presented	in	this	chapter	are	to	be	found	in	David	Silverman	(ed.),	Qualitative
Research:	Theory,	Method	and	Practice	(third	edition,	2011)	and	Clive	Seale,
Giampietro	Gobo,	Jaber	Gubrium	and	David	Silverman	(eds),	Qualitative
Research	Practice	(2004).	These	books	can	be	contrasted	with	the	wider
range	of	positions	in	Martyn	Hammersley’s	Questioning	Qualitative	Inquiry
(2008)	and	Norman	Denzin	and	Yvonna	Lincoln’s	(eds),	Handbook	of
Qualitative	Research	(third	edition,	2006).	My	A	Very	Short,	Fairly
Interesting,	Reasonably	Cheap	Book	about	Qualitative	Research	(second
edition,	2013b)	develops	many	of	the	arguments	in	this	chapter.

Good	treatments	of	theoretically	inspired	but	rigorous	qualitative	research	are:
Pertti	Alasuutari,	Researching	Culture:	Qualitative	Method	and	Cultural
Studies	(1995);	Jennifer	Mason,	Qualitative	Researching	(1996);	Amanda
Coffey	and	Paul	Atkinson,	Making	Sense	of	Qualitative	Data	(1996);	and
Anselm	Strauss	and	Juliet	Corbin,	Basics	of	Qualitative	Research	(1990).

The	various	theoretical	traditions	that	comprise	qualitative	research	are
skilfully	dissected	in	Jaber	Gubrium	and	James	Holstein,	The	New	Language
of	Qualitative	Method	(1997a).	Gary	Marx’s	paper	‘Of	methods	and	manners
for	aspiring	sociologists:	37	moral	imperatives’	(1997)	is	a	lively	and
extremely	helpful	short	guide	for	the	apprentice	researcher.



Appendix:	Simplified	Transcription
Symbols



Glossary

ANALYTIC	INDUCTION	(AI)
is	the	equivalent	to	the	statistical	testing	of	quantitative	associations	to
see	if	they	are	greater	than	might	be	expected	at	random	(random	error).
Using	AI,	the	researcher	examines	a	case	and,	where	appropriate,
redefines	the	phenomenon	and	reformulates	a	hypothesis	until	a
universal	relationship	is	shown	(Fielding,	1988:	7–8).

ANECDOTALISM
is	found	where	research	reports	appear	to	tell	entertaining	stories	or
anecdotes	but	fail	to	provide	an	analytic	or	methodological	framework
with	which	to	convince	the	reader	of	their	scientific	credibility.

CHICAGO	SCHOOL
is	a	form	of	sociological	ethnography	usually	assumed	to	have	originated
in	the	1920s	when	students	at	the	University	of	Chicago	were	instructed
to	put	down	their	theory	textbooks	and	to	get	out	onto	the	streets	of	their
city	and	use	their	eyes	and	ears.	It	led	to	a	series	of	studies	of	the	social
organisation	of	the	city	and	of	the	daily	life	of	various	occupational
groups.

COGNITIVE	ANTHROPOLOGY
seeks	to	understand	the	structures	that	people	use	to	perceive	the	world.
This	leads	to	the	production	of	ethnographies,	or	conceptually	derived
descriptions,	of	whole	cultures,	focused	on	how	people	communicate.

CONCEPTS
are	clearly	specified	ideas	deriving	from	a	particular	model,	used	by
researchers	to	understand	a	particular	phenomenon.

CONSTRUCTIONISM
is	a	model	which	encourages	researchers	to	focus	upon	how	phenomena
come	to	be	what	they	are	through	the	close	study	of	interaction	in
different	contexts.	It	is	opposed	to	NATURALISM	and
ROMANTICISM.

CONTENT	ANALYSIS
involves	establishing	categories,	systematic	linkages	between	them	and
then	counting	the	number	of	instances	when	those	categories	are	used	in
a	particular	item	of	text.

CONTEXTUAL	SENSITIVITY
involves	the	recognition	that	apparently	uniform	social	institutions	(e.g.
‘tribes’,	‘families’,	‘crime’)	take	on	different	meanings	in	different
contexts.



CONVERSATION	ANALYSIS	(CA)
is	based	on	an	attempt	to	describe	people’s	methods	for	producing
orderly	talk-in-interaction.	It	derives	from	the	work	of	Sacks	(1992).

CRITICAL	DISCOURSE	ANALYSIS	(CDA)
is	a	form	of	DISCOURSE	ANALYSIS	which	focuses	on	the	ideological
effects	of	texts	and	is	particularly	concerned	with	themes	like	power,
gender,	race	and	class.

CRITICAL	RATIONALISM
is	a	concept	deriving	from	the	work	of	the	philosopher	of	science	Karl
Popper.	It	demands	that	we	must	seek	to	falsify	assumed	relations
between	phenomena.	Then,	only	if	we	cannot	falsify	the	existence	of	a
certain	relationship,	are	we	in	a	position	to	speak	about	‘objective’
knowledge.	Even	then,	however,	our	knowledge	is	always	provisional,
subject	to	a	subsequent	study	which	may	come	up	with	disconfirming
evidence.

DEVIANT-CASE	ANALYSIS
in	qualitative	research	involves	testing	provisional	hypotheses	by
‘negative’	or	‘discrepant’	cases	until	all	the	data	can	be	incorporated	in
an	explanation	(see	ANALYTIC	INDUCTION).

DIACHRONIC
analysis	is	a	linguistic	method	concerned	with	historical	changes	in
language	(see	ETYMOLOGY).	It	is	opposed	to	SYNCHRONIC
analysis.

DISCOURSE	ANALYSIS	(DA)
is	the	study	of	the	rhetorical	and	argumentative	organisation	of	talk	and
texts.

EMIC	ANALYSIS
is	a	term	mainly	used	by	anthropologists	to	describe	culture	based	on
subjects’	own	concepts	and	descriptions	(see	ETIC	ANALYSIS)

EMOTIONALISM
is	a	model	of	social	research	in	which	the	primary	aim	is	to	generate
deeply	authentic	insights	into	people’s	experiences.	Emotionalists	draw
from	ROMANTIC	perspectives	and	favour	open-ended	interviews	(see
Gubrium	and	Holstein,	1997a).

ETHNOGRAPHY
puts	together	two	different	words:	‘ethno’	means	‘folk’	or	‘people’,	while
‘graph’	derives	from	‘writing’.	Ethnography	refers,	then,	to	highly
descriptive	writing	about	particular	groups	of	people.

ETHNOMETHODOLOGY
is	the	study	of	folk’s	–	or	members’	–	methods.	It	seeks	to	describe
methods	that	persons	use	in	doing	social	life.	Ethnomethodology	is	not	a
methodology	but	a	MODEL	closely	linked	to	CONSTRUCTIONISM.



ETIC	ANALYSIS
is	a	term	used	mainly	by	anthropologists	to	describe	concepts	and
descriptions	based	on	the	researcher’s	own	concepts	(as	opposed	to	those
of	research	subjects).

ETYMOLOGY
is	the	study	of	historical	changes	in	the	meanings	of	words.

EXTENSIVE	ANALYSIS
having	induced	some	hypotheses	from	intensive	analysis	of	a	limited
amount	of	data,	qualitative	researchers	test	out	these	hypotheses	across
all	their	data	(see	ANALYTIC	INDUCTION).

FOCUS	GROUPS
are	group	discussions	usually	based	on	visual	or	verbal	stimuli	provided
by	a	researcher.

FORMAL	THEORY
is	a	theory	which	relates	findings	from	one	setting	to	many	situations	or
settings	(see	Glaser	and	Strauss,	1967).

FRAME
is	a	term	applied	by	Goffman	(1974),	using	the	metaphor	of	a	picture
frame,	to	reference	how	people	treat	what	is	currently	relevant	and
irrelevant.	Such	treatment	defines	the	frame	through	which	a	setting	is
constituted.

GATEKEEPER
is	someone	who	is	able	to	grant	or	deny	access	to	the	field.

GROUNDED	THEORY
is	an	inductive	method	of	researching	which	involves	three	stages:	an
initial	attempt	to	develop	categories	which	illuminate	the	data;	an
attempt	to	‘saturate’	these	categories	with	many	appropriate	cases	in
order	to	demonstrate	their	relevance;	and	trying	to	develop	these
categories	into	more	general	analytic	frameworks	with	relevance	outside
the	setting.

HYPHENATED	PHENOMENA
is	a	concept	which	refers	to	the	way	in	which	apparently	stable	social
phenomena	(a	‘tribe’	or	a	‘family’)	take	on	different	meanings	in
different	contexts.	Thus	a	family-as-seen-by-the-oldest-child	takes	on	a
different	meaning	than	a	family-as-seen-by-the-youngest-child	(see
CONSTRUCTIONISM).

HYPOTHESES
are	testable	propositions.

IMPRESSION	MANAGEMENT
is	how	people	manage	the	impressions	they	give,	for	instance	by	how
they	dress	or	how	they	furnish	their	houses.	This	concept	derives	from
the	early	work	of	Erving	Goffman.



INTENSIVE	ANALYSIS
is	the	analysis	of	a	limited	amount	of	data	in	order	to	induce	some
hypotheses	which	are	then	test	through	EXTENSIVE	ANALYSIS.

INTERPRETATIVE	REPERTOIRES
are	‘systematically	related	sets	of	terms	that	are	often	used	with	stylistic
and	grammatical	coherence	and	often	organised	around	one	or	more
central	metaphors’	(Potter,	1996b:	131)	(see	DISCOURSE	ANALYSIS).

LABORATORY	STUDY
is	a	method	sometimes	used	in	quantitative	research	in	which	subjects
are	placed	in	an	artificial	environment	and	their	responses	to	various
stimuli	are	measured.

LOW-INFERENCE	DESCRIPTORS
seek	to	record	observations	‘in	terms	that	are	as	concrete	as	possible,
including	verbatim	accounts	of	what	people	say,	for	example,	rather	than
researchers’	reconstructions	of	the	general	sense	of	what	a	person	said,
which	would	allow	researchers’	personal	perspectives	to	influence	the
reporting’	(Seale,	1999:	148)	(see	RELIABILITY).

MEMBER
is	a	term	used	by	Garfinkel	(1967)	to	refer	to	participants	in	society	or
particular	social	groups.	It	is	a	shorthand	term	for	‘collectivity	member’
(see	ETHNOMETHODOLOGY).

MEMBERSHIP	CATEGORISATION	DEVICE	(MCD)
is	a	collection	of	categories	(e.g.	baby,	mommy,	father	=	family;	male,
female	=	gender)	and	some	rules	about	how	to	apply	these	categories
(further	definitions	of	MCD	concepts	are	found	in	Section	10.5).

METHODOLOGY
refers	to	the	choices	we	make	about	appropriate	MODELS,	cases	to
study,	methods	of	data	gathering,	forms	of	data	analysis,	etc.,	in	planning
and	executing	a	research	study.

METHODS
are	specific	research	techniques.	These	include	quantitative	techniques,
like	statistical	correlations,	as	well	as	techniques	like	observation,
interviewing	and	audio	recording.

MODELS
provide	an	overall	framework	for	how	we	look	at	reality.	They	tell	us
what	reality	is	like	and	the	basic	elements	it	contains	(‘ontology’)	and
what	is	the	nature	and	status	of	knowledge	(‘epistemology’).

NARRATIVES
are	the	organisation	of	stories	(beginning,	middle	and	end;	plots	and
characters)	which	makes	these	stories	meaningful	or	coherent	in	a	form
appropriate	to	a	particular	context.

NATURALISM



is	a	model	of	research	which	seeks	to	minimise	presuppositions	in	order
to	witness	subjects’	worlds	in	their	own	terms.	It	is	particularly
associated	with	early	forms	of	ETHNOGRAPHY	and	with	much
interview	research.

NATURALLY	OCCURRING	DATA
derive	from	situations	which	exist	independently	of	the	researcher’s
intervention	(e.g.	everyday	conversations	but	not	interviews).

OPERATIONAL	DEFINITION
is	a	working	definition	which	allows	quantitative	researchers	to	measure
some	variable.

PARTICIPANT	OBSERVATION
is	a	method	that	assumes	that,	in	order	to	understand	the	world	‘first-
hand’,	you	must	participate	yourself	rather	than	just	observe	it	at	a
distance.	This	method	was	championed	by	the	early	anthropologists	but
is	shared	by	some	ethnographers	(e.g.	the	CHICAGO	SCHOOL).

PHENOMENOLOGY
is	a	philosophical	position	associated	with	Edmund	Husserl	and	Alfred
Schutz.	Because	of	its	concern	with	the	‘lifeworld’,	naturalists
sometimes	refer	to	their	position	as	‘phenomenological’.	However,	this
underestimates	Husserl	and	Schutz’s	interest	in	the	structures	of
everyday	life.	In	this	regard,	CONSTRUCTIONISM’s	concern	with
everyday	practice	makes	it	a	more	appropriate	heir	to	phenomenology.

POSITIVISM
is	a	model	of	the	research	process	which	treats	‘social	facts’	as	existing
independently	of	the	activities	of	both	participants	and	researchers.	For
positivists,	the	aim	is	to	generate	data	which	are	valid	and	reliable,
independently	of	the	research	setting.

POSTMODERNISM
is	a	contemporary	approach	which	questions	or	seeks	to	deconstruct	both
accepted	concepts	(e.g.	the	‘subject’	and	the	‘field’)	and	scientific
method	(see	CRITICAL	RATIONALISM).	Postmodernism	is	both	an
analytical	model	and	a	way	of	describing	contemporary	society	as	a
pastiche	of	insecure	and	changing	elements.

RELATIONAL
views	of	language	analyse	the	system	of	relations	between	words;	they
do	not	assume	a	simple	correspondence	between	individual	words	and
their	meanings	(cf.	Saussure,	1974).

RELATIVISM
is	a	value	position	where	we	resist	taking	a	position	because	we	believe
that,	since	everything	is	relative	to	its	particular	context,	it	should	not	be
criticised.

RELIABILITY



refers	to	‘the	degree	of	consistency	with	which	instances	are	assigned	to
the	same	category	by	different	observers	or	by	the	same	observer	on
different	occasions’	(Hammersley,	1992a:	67)	(see	VALIDITY).

RESEARCHER-PROVOKED	DATA
are	data	which	are	actively	created	and,	therefore,	would	not	exist	apart
from	the	researcher’s	intervention	(e.g.	interviews,	focus	groups).

RESPONDENT	VALIDATION
(sometimes	appears	as	‘member	validation’)	involves	taking	one’s
findings	back	to	the	subjects	being	studied.	Where	these	people	verify
one’s	findings,	it	is	argued,	one	can	be	more	confident	of	their	validity.

REWRITING	HISTORY
is	a	term	used	by	Garfinkel	(1967)	to	refer	to	the	way	in	which	an
account	retrospectively	finds	some	reason	for	any	given	outcome.

ROMANTIC(ISM)
is	an	approach	taken	from	nineteenth-century	thought	in	which
authenticity	is	attached	to	personal	experiences	(see	NATURALISM).

SAMPLING
is	a	statistical	procedures	for	finding	cases	to	study.	Sampling	has	two
functions:	it	allows	you	to	estimate	the	representativeness	of	the	cases
you	study	and	thereby	the	degree	of	confidence	in	any	inferences	you
draw	from	them.

SCRIPTS
are	members’	devices	used	to	invoke	the	routine	character	of	described
events	in	order	to	imply	that	they	are	features	of	some	(approved	or
disapproved)	general	pattern	(see	DISCOURSE	ANALYSIS).

SEMIOTICS
is	the	study	of	signs	(from	speech,	to	fashion	to	Morse	code).

SHADOWING
is	an	ethnographic	method	where	the	researcher	gathers	data	by
following	someone	during	their	day-to-day	tasks	(Czarniawska,	2007).

STRUCTURAL	ANTHROPOLOGY
is	only	interested	in	single	cases	insofar	as	they	relate	to	general	social
forms,	while	cognitive	anthropology	is	usually	content	with	single	case
studies	of	particular	peoples.	Structural	anthropologists	draw	upon
French	social	and	linguistic	theory	of	the	early	twentieth	century,	notably
Ferdinand	de	Saussure	and	Emile	Durkheim.	They	view	behaviour	as	the
expression	of	a	‘society’	which	works	as	a	‘hidden	hand’	constraining
and	forming	human	action	(see	Levi-Strauss,	1967).

SUBSTANTIVE	THEORY
is	a	theory	about	a	particular	situation	or	group;	used	as	a	basis	for
developing	GROUNDED	THEORY.

SYNCHRONIC



analysis	is	ahistorical;	it	is	concerned	with	any	language’s	present
functioning.	It	treats	language	as	a	complete	system	whose	meaning
derives	not	from	history	but	from	the	relation	of	each	of	its	parts	to
others.

TEXT(UAL)
data	consist	of	words	and/or	images	which	have	become	recorded
without	the	intervention	of	a	researcher	(e.g.	through	an	interview).

THEMATIC	ANALYSIS
attempts	to	locate	themes	in	qualitative	data.	Commonly	used	with
interview	and	focus	group	data.

THEORIES
arrange	sets	of	concepts	to	define	and	explain	some	phenomenon.

THICK	DESCRIPTION
is	a	term	from	anthropology	and	ETHNOGRAPHY	used	to	describe
research	reports	which	analyse	the	multiple	levels	of	meaning	in	any
situation	(see	Geertz,	1973).

TRIANGULATION
involves	comparing	different	kinds	of	data	(e.g.	quantitative	and
qualitative)	and/or	different	methods	(e.g.	observation	and	interviews)	to
see	whether	they	corroborate	one	another.

VALIDITY
is	‘the	extent	to	which	an	account	accurately	represents	the	social
phenomena	to	which	it	refers’	(Hammersley,	1990:	57).	Researchers
respond	to	validity	concerns	by	describing	‘the	warrant	for	their
inferences’	(Fielding	and	Fielding,	1986:	12)	(see	RELIABILITY).

VARIABLES
are	factors	which	in	research	are	isolated	from	one	another	in	order	to
measure	the	relationship	between	them	(a	term	usually	used	only	in
quantitative	research).



References

Abrams,	P.	(1984)	‘Evaluating	soft	findings:	some	problems	of	measuring
informal	care’,	Research	Policy	and	Planning,	2	(2):	1–8.

Abrams,	S.	(2010)	‘Sampling	“hard	to	reach”	populations	in	qualitative
research:	the	case	of	incarcerated	youth’,	Qualitative	Social	Work,	9	(4):
536–50.

Adler,	P.A.	and	Adler,	P.	(1994)	‘Observational	techniques’.	In	N.	Denzin	and
Y.	Lincoln	(eds),	Handbook	of	Qualitative	Research.	Thousand	Oaks,	CA:
Sage,	pp.	377–92.

Agar,	M.	(1986)	Speaking	of	Ethnograph,	Qualitative	Research	Methods
Seriesy,	Volume	2.	London:	Sage.

Agar,	M.	and	MacDonald,	J.	(1995)	‘Focus	groups	and	ethnography’,	Human
Organization,	54	(1):	78–86.

Alasuutari,	P.	(1990)	‘Desire	and	craving:	studies	in	a	cultural	theory	of
alcoholism’,	University	of	Tampere,	Finland.

Alasuutari,	P.	(1995)	Researching	Culture:	Qualitative	Method	and	Cultural
Studies.	London:	Sage.

Ali,	S.	(2004)	‘Using	visual	materials’.	In	C.	Seale	(ed.),	Researching	Society
and	Culture,	second	edition.	London:	Sage,	pp.	265–78.

Altheide,	D.L.	and	Johnson,	J.M.	(1994)	‘Criteria	for	assessing	interpretive
validity	in	qualitative	research’.	In	N.K.	Denzin	and	Y.S.	Lincoln	(eds),
Handbook	of	Qualitative	Research.	Thousand	Oaks,	CA:	Sage,pp.	485–99.

Anderson,	R.,	Hughes,	J.	and	Sharrock,	W.L.	(1987)	‘Executive	problem
finding:	some	material	and	initial	observations’,	Social	Psychology
Quarterly,	50	(2):	143–59.

Antaki,	C.	and	Rapley,	M.	(1996)	‘“Quality	of	life”	talk:	the	liberal	paradox
of	psychological	testing’,	Discourse	&	Society,	7	(3):	293–316.

Arber,	S.	(1993)	‘The	research	process’.	In	N.	Gilbert	(ed.),	Researching
Social	Life.	London:	Sage,	pp.	32–50.

Ashmore,	M.	(1989)	The	Reflexive	Thesis:	Wrighting	Sociology	of	Scientific
Knowledge.	Chicago,	IL:	University	of	Chicago	Press.

Atkinson,	J.M.	(1978)	Discovering	Suicide.	London:	Macmillan.



Atkinson,	J.M.	and	Drew,	P.	(1979)	Order	in	Court.	London:	Macmillan.

Atkinson,	J.M.	and	Heritage,	J.C.	(eds)	(1984)	Structures	of	Social	Action.
Cambridge:	Cambridge	University	Press.

Atkinson,	P.	(1990)	The	Ethnographic	Imagination.	London:	Routledge.

Atkinson,	P.	(1992)	‘The	ethnography	of	a	medical	setting:	reading,	writing
and	rhetoric’,	Qualitative	Health	Research,	2	(4):	451–74.

Atkinson,	P.	and	Coffey,	A.	(2002)	‘Revisiting	the	relationship	between
participant	observation	and	interviewing’.	In	J.	Gubrium	and	J.	Holstein
(eds),	Handbook	of	Interview	Research.	Thousand	Oaks,	CA:	Sage,	pp.
801–1.

Atkinson,	P.	and	Coffey,	A.	(2004)	‘Analysing	documentary	realities’.	In	D.
Silverman	(ed.),	Qualitative	Research,	second	edition.	London:	Sage,	pp.
56–75.

Atkinson,	P.	and	Coffey,	A.	(2011)	‘Analysing	documentary	realities’.	In	D.
Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,	pp.
77–92.

Atkinson,	P.	and	Hammersley,	M.	(1994)	‘Ethnography	and	participant
observation’.	In	N.	Denzin	and	Y.	Lincoln	(eds),	Handbook	of	Qualitative
Research.	Thousand	Oaks,	CA:	Sage,	pp.	248–61.

Atkinson,	P.	and	Silverman,	D.	(1997)	‘Kundera’s	Immortality:	the	interview
society	and	the	invention	of	self’,	Qualitative	Inquiry,	3	(3):	324–45.

Austin,	J.L.	(1962)	How	to	do	Things	with	Words.	Oxford:	Clarendon	Press.

Back,	L.	(2004)	‘Politics,	research	and	understanding’.	In	C.	Seale,	G.	Gobo,
J.	Gubrium	and	D.	Silverman	(eds),	Qualitative	Research	Practice.	London:
Sage,	pp.	261–75.

Baddeley,	A.	(1979)	‘The	limitations	of	human	memory:	implications	for	the
design	of	retrospective	surveys’.	In	L.	Moss	and	H.	Goldstein	(eds),	The
Recall	Method	in	Social	Surveys.	London:	University	of	London	Institute
of	Education.

Baker,	C.D.	(1997)	‘Membership	categorization	and	interview	accounts’.	In
D.	Silverman	(ed.),	Qualitative	Research.	London:	Sage,	pp.	130–43.

Baker,	C.D.	(1982)	‘Adolescent–adult	talk	as	a	practical	interpretive
problem’.	In	G.	Payne	and	E.	Cuff	(eds),	Doing	Teaching:	The	Practical
Management	of	Classrooms.	London:	Batsford,	pp.	104–25.

Baker,	C.D.	(1984)	‘The	search	for	adultness:	membership	work	in
adolescent–adult	talk’,	Human	Studies,	7:	301–23.



Bales,	R.F.	(1950)	Interaction	Process	Analysis.	Cambridge,	MA:	Addison-
Wesley.

Bamberg,	M.	(1997)	‘A	constructivist	approach	to	narrative	development’.	In
M.	Bamberg	(ed.),	Narrative	Development	–	Six	Approaches.	Mahwah,	NJ:
Lawrence	Erlbaum,	pp.	89–132.

Barbour,	R.	(2007)	Doing	Focus	Groups.	London:	Sage.

Barthes,	R.	(1967)	Elements	of	Semiology.	London:	Cape.

Barthes,	R.	(1973)	Mythologies.	London:	Cape.

Barthes,	R.	(1977)	Image,	Music,	Text.	London:	Fontana.

Barthes,	R.	(1981)	Camera	Lucida:	Reflections	on	Photography.	New	York:
Hill	&	Wang.

Baruch,	G.	(1981)	‘Moral	tales:	parents’	stories	of	encounters	with	the	health
profession’,	Sociology	of	Health	and	Illness,	3	(3):	275–96.

Baruch,	G.	(1982)	‘Moral	tales:	interviewing	parents	of	congenitally	ill
children’.	PhD	thesis,	Goldsmiths	College,	University	of	London.

Basso,	C.	(1972)	‘“To	give	up	on	words”:	silence	in	western	Apache	culture’.
In	P.-P.	Giglioli	(ed.),	Language	and	Social	Context.	Harmondsworth:
Penguin.

Bateson,	G.	and	Mead,	M.	(1942)	Balinese	Character:	A	Photographic	Study.
New	York:	New	York	Academy	of	Sciences.

Bauer,	M.	(2000)	‘Classical	content	analysis:	a	review’.	In	M.	Bauer	and	D.
Gaskell	(eds),	Qualitative	Researching	with	Text,	Image	and	Sound:	A
Practical	Handbook	for	Social	Research.	London:	Sage,	pp.	131–51.

Becker,	H.S.	(1953)	‘Becoming	a	marihuana	user’,	American	Journal	of
Sociology,	59	(3):	235–42.

Becker,	H.S.	(1967)	‘Whose	side	are	we	on?’,	Social	Problems,	14	(3):
239–48.

Becker,	H.S.	(1981)	Exploring	Society	Photographically.	Chicago,	IL:
University	of	Chicago	Press.

Becker,	H.S.	(1986)	Writing	for	Social	Scientists.	Chicago,	IL:	University	of
Chicago	Press.

Becker,	H.S.	(1998)	Tricks	of	the	Trade:	How	to	Think	about	Your	Research
while	Doing	It.	Chicago	,	IL,	and	London:	University	of	Chicago	Press.

Becker,	H.S.	(2010)	‘The	art	of	comparison:	lessons	from	the	master,	Everett



C.	Hughes’,	Sociologica,	2:	www.sociologica.mulino.it/main.

Becker,	H.S.	and	Geer,	B.	(1960)	‘Participant	observation:	the	analysis	of
qualitative	field	data’.	In	R.	Adams	and	J.	Preiss	(eds),	Human
Organization	Research:	Field	Relations	and	Techniques,	Homewood,	IL:
Dorsey.

Belzile,	J.	and	Öberg,	G.	(2012)	‘Where	to	begin?	Grappling	with	how	to	use
participant	interaction	in	focus	group	design’,	Qualitative	Research,	12	(4):
459–72.

Berelson,	B.	(1952)	Content	Analysis	in	Communicative	Research.	New
York:	Free	Press.

Bhatt,	C.	(2004)	‘Doing	a	dissertation’.	In	C.	Seale	(ed.),	Researching	Society
and	Culture,	second	edition.	London:	Sage,	pp.	409–30.

Billig,	M.	(1992)	Talking	of	the	Royal	Family.	London:	Routledge.

Billig,	M.	(1995)	Banal	Nationalism.	London:	Sage.

Birdwhistell,	R.	(1970)	Kinesics	in	Context:	Essays	on	Body	Motion
Communication.	Philadelphia,	PA:	University	of	Philadelphia	Press.

Blaxter,	M.	(1983)	‘The	causes	of	disease:	women	talking’,	Social	Science	&
Medicine,	17	(2):	59–69.

Bloor,	M.	(1978)	‘On	the	analysis	of	observational	data:	a	discussion	of	the
worth	and	uses	of	inductive	techniques	and	respondent	validation’,
Sociology,	12	(3):	545–57.

Bloor,	M.	(1983)	‘Notes	on	member	validation’.	In	R.	Emerson	(ed.),
Contemporary	Field	Research:	A	Collection	of	Readings.	Boston,	MA:
Little	Brown.

Bloor,	M.	(2004)	‘Addressing	social	problems	through	qualitative	research’.
In	D.	Silverman	(ed.),	Qualitative	Research,	second	edition.	London:	Sage,
pp.	305–24.

Bloor,	M.	(2011)	‘Addressing	social	problems	through	qualitative	research’.
In	D.	Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,
pp.	399–415.

Bloor,	M.,	Frankland,	J.,	Thomas,	M.	and	Stewart,	K.	(2000)	Focus	Groups	in
Social	Research,	Introducing	Qualitative	Methods	Series.	London:	Sage.

Blumer,	H.	(1956)	‘Sociological	analysis	and	the	“variable”’,	American
Sociological	Review,	21	(6):	633–60.

Boden,	D.	(1994)	The	Business	of	Talk.	Cambridge:	Polity	Press.

http://www.sociologica.mulino.it/main


Boje,	D.M.	(1991).‘The	story-telling	organization:	a	study	of	story
performance	in	an	office-supply	firm’,	Administrative	Science	Quarterly,
36	(1):	106–26.

Brannen,	J.	(2004)	‘Working	qualitatively	and	quantitatively’.	In	C.	Seale,	G.
Gobo,	J.	Gubrium	and	D.	Silverman	(eds),	Qualitative	Research	Practice.
London:	Sage,	pp.	312–26.

Brei,	V.	and	Böhm,	S.	(2014)	‘“1L=10L	for	Africa”:	corporate	social
responsibility	and	the	transformation	of	bottled	water	into	a	“consumer
activist”	commodity’,	Discourse	&	Society,	25	(1):	3–31.

Brekhus,	W.,	Galliher,	J.	and	Gubrium,	J.	(2005)	‘The	need	for	thin
description’,	Qualitative	Inquiry,	11	(6):	861–79.

Brenner,	M.	(ed.)	(1981)	Social	Method	and	Social	Life.	London:	Academic
Press.

Brewer,	J.	(2000)	Ethnography.	Buckingham:	Open	University	Press.

Brewis,	J.	and	Wray-Bliss,	E.	(2008)	‘Re-searching	ethics:	towards	a	more
reflexive	critical	management	studies’,	Organization	Studies,	29	(12):
1521–58.

Brown,	A.	(2010)	‘Qualitative	method	and	compromise	in	applied	social
research’,	Qualitative	Research,	10	(2):	229–48.

Bryman,	A.	(1988)	Quantity	and	Quality	in	Social	Research.	London:	Unwin
Hyman.

Bulmer,	M.	(1982)	The	Uses	of	Social	Research.	London:	Allen	&	Unwin.

Burgess,	R.	(ed.)	(1980)	Field	Research:	A	Sourcebook	and	Field	Manual.
London:	Allen	&	Unwin.

Burton,	L.	(1975)	The	Family	Life	of	Sick	Children.	London:	Routledge.

Bury,	M.	(1986)	‘Social	constructionism	and	the	development	of	medical
sociology’,	Sociology	of	Health	and	Illness,	8	(2):	137–69.

Buscatto,	M.	(2008)	‘Who	allowed	you	to	observe?	A	reflexive	overt
organizational	ethnography’,	Qualitative	Sociology	Review,	4	(3),	29–48:
www.qualitativesociologyreview.org/ENG/archive_eng.php.

Buscatto,	M.	(2011)	‘Using	ethnography	to	study	gender’.	In	D.	Silverman
(ed.)	Qualitative	Research,	third	edition.	London:	Sage,	pp.	35–52.

Byrne,	B.	(2004)	‘Qualitative	interviewing’.	In	C.	Seale	(ed.),	Researching
Society	and	Culture,	second	edition.	London:	Sage,	pp.	179–92.

Byrne,	P.	and	Long,	B.	(1976)	Doctors	Talking	to	Patients.	London:	Her

http://www.qualitativesociologyreview.org/ENG/archive_eng.php


Majesty’s	Stationery	Office.

Caelli,	K.,	Ray,	L.	and	Mill,	J.	(2003)	‘Clarity	in	generic	research’,
International	Journal	of	Qualitative	Methods,	2	(2):	1–24.

Cain,	M.	(1986)	‘Realism,	feminism,	methodology	and	law’,	International
Journal	of	the	Sociology	of	Law,	14:	255–67.

Callon,	M.	(1986)	‘Some	elements	of	a	sociology	of	translation:
domestication	of	the	scallops	and	the	fishermen	of	Saint	Brieuc	Bay’,	in	J.
Law	(ed.),	Power,	Action	and	Belief:	A	New	Sociology	of	Knowledge?
Sociological	Review	Monograph,	32.	London:	Routledge	&	Kegan	Paul,
pp.	196–233.

Callon,	M.	and	Law,	J.	(1997)	‘L’irruption	des	non-humains	dans	les	sciences
humains:	quelques	lecons	tirées	de	la	sociologie	des	sciences	et	des
techniques’.	In	B.	Reynaud	(ed.),	Les	limites	de	la	rationalité.	Paris:	La
Découverte,	pp.	99–118.

Cantor,	M.	and	Pingree,	S.	(1983)	The	Soap	Opera.	London:	Sage.

Charmaz,	K.	(2006)	Constructing	Grounded	Theory:	A	Practical	Guide
through	Qualitative	Analysis.	London:	Sage.

Charmaz,	K.	(2014)	Constructing	Grounded	Theory,	second	edition.	London:
Sage.

Charmaz,	K.	and	Bryant,	A.	(2011)	‘Grounded	theory	and	credibility’.	In	D.
Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,	pp.
291–309.

Charmaz,	K.	and	Mitchell,	R.	(2001)	‘Grounded	theory	in	ethnography’.	In	P.
Atkinson,	A.	Coffey,	S.	Delamont,	J.	Lofland	and	L.	Lofland	(eds),
Handbook	of	Ethnography.	London:	Sage,	pp.	160–74.

Charteris-Black,	J.	(2005)	Politicians	and	Rhetoric:	The	Persuasive	Power	of
Metaphor.	Basingstoke:	Palgrave	Macmillan.

Cherry,	N.	and	Rodgers,	B.	(1979)	‘Using	a	longitudinal	study	to	assess	the
quality	of	retrospective	data’.	In	L.	Moss	and	H.	Goldstein	(eds),	The
Recall	Method	in	Social	Surveys.	London:	University	of	London	Institute
of	Education.

Cicourel,	A.	(1964)	Method	and	Measurement	in	Sociology.	New	York:	Free
Press.

Cicourel,	A.	(1968)	The	Social	Organization	of	Juvenile	Justice.	New	York:
Wiley.

Cicourel,	A.	and	Kitsuse,	J.	(1963)	The	Educational	Decision-Makers.	New



York:	Bobbs-Merrill.

Clark,	J.A.	and	Mishler,	E.G.	(1992)	‘Attending	to	patients’	stories:	reframing
the	clinical	task’,	Sociology	of	Health	and	Illness,	14	(3):	344–70.

Clavarino,	A.,	Najman,	J.	and	Silverman,	D.	(1995)	‘Assessing	the	quality	of
qualitative	data’,	Qualitative	Inquiry,	1	(2):	223–42.

Clayman,	S.C.	(1992)	‘Footing	in	the	achievement	of	neutrality:	the	case	of
news-interview	discourse’.	In	P.	Drew	and	J.C.	Heritage	(eds),	Talk	at
Work.	Cambridge:	Cambridge	University	Press,	pp.	163–98.

Coffey,	A.	and	Atkinson,	P.	(1996)	Making	Sense	of	Qualitative	Data.
London:	Sage.

Cortazzi,	M.	(2001)	‘Narrative	analysis	in	ethnography’.	In	P.	Atkinson,	A.
Coffey,	S.	Delamont,	J.	Lofland	and	L.	Lofland	(eds),	Handbook	of
Ethnography.	London:	Sage,	pp.	384–94.

Cuff,	E.C.	and	Payne,	G.C.	(eds)	(1979)	Perspectives	in	Sociology.	London:
Allen	&	Unwin.

Culler,	J.	(1976)	Saussure.	London:	Fontana.

Cunliffe,	A.	(2010)	‘Retelling	tales	of	the	field:	in	search	of	organizational
ethnography	20	years	on’,	Organizational	Research	Methods,	13	(2):
224–39.

Czarniawska,	B.	(1997).	Narrating	the	Organization:	Dramas	of	Institutional
Identity.	Chicago,	IL:	University	of	Chicago	Press.

Czarniawska,	B.	(1998)	A	Narrative	Approach	to	Organization	Studies.
London:	Sage.

Czarniawska,	B.	(2003)	Narratives	in	Social	Science.	London:	Sage.

Czarniawska,	B.	(2007)	Shadowing	and	Other	Techniques	for	Doing
Fieldwork	in	Modern	Societies.	Copenhagen:	Liber.

Dalton,	M.	(1959)	Men	Who	Manage.	New	York:	Wiley.

Deegan,	M.	(2001)	‘The	Chicago	School	of	ethnography’.	In	P.	Atkinson,	A.
Coffey,	S.	Delamont,	J.	Lofland	and	L.	Lofland	(eds),	Handbook	of
Ethnography.	London:	Sage,	pp.	11–25.

Delamont,	S.	(2004)	‘Ethnography	and	participant	observation’.	In	C.	Seale,
G.	Gobo,	J.	Gubrium	and	D.	Silverman	(eds),	Qualitative	Research
Practice.	London:	Sage,	pp.	217–29.

Denzin,	N.	(1970)	The	Research	Act	in	Sociology.	London:	Butterworth.



Denzin,	N.	(1991)	Images	of	Postmodern	Society.	Newbury	Park,	CA:	Sage.

Denzin,	N.	(1995)	The	Cinematic	Society:	The	Voyeur’s	Gaze.	Thousand
Oaks,	CA:	Sage.

Denzin,	N.	(2000)	‘The	practices	and	politics	of	interpretation’.	In	N.	Denzin
and	Y.	Lincoln	(eds),	Handbook	of	Qualitative	Research,	second	edition.
Thousand	Oaks,	CA:	Sage,	pp.	897–922.

Denzin,	N.	and	Lincoln,	Y.	(1994)	‘Introduction’.	In	N.	Denzin	and	Y.
Lincoln	(eds),	Handbook	of	Qualitative	Research.	Thousand	Oaks,	CA:
Sage,	pp.	1–20.

Denzin,	N.	and	Lincoln,	Y.	(2000a)	‘The	discipline	and	practice	of	qualitative
research’.	In	N.	Denzin	and	Y.	Lincoln	(eds),	Handbook	of	Qualitative
Research,	second	edition.	Thousand	Oaks,	CA:	Sage,	pp.	1–28.

Denzin,	N.	and	Lincoln,	Y.	(eds)	(2000b)	Handbook	of	Qualitative	Research,
second	edition.	Thousand	Oaks,	CA:	Sage.

Denzin,	N.	and	Lincoln,	Y.	(eds)	(2006)	Handbook	of	Qualitative	Research,
third	edition.	Thousand	Oaks,	CA:	Sage.

Dey,	I.	(2004)	‘Grounded	theory’.	In	C.	Seale,	G.	Gobo,	J.	Gubrium	and	D.
Silverman	(eds),	Qualitative	Research	Practice.	London:	Sage,	pp.	80–93.

Dingwall,	R.	(1980)	‘Ethics	and	ethnography’,	Sociological	Review,	28	(4):
871–91.

Dingwall,	R.	(1992)	‘“Don’t	mind	him	–	he’s	from	Barcelona”:	qualitative
methods	in	health	studies’.	In	J.	Daly,	I.G.	McDonald	and	E.	Willis.	(eds),
Researching	Health	Care:	Designs,	Dilemmas,	Disciplines.	London:
Routledge.

Dirksen,	V.,	Huizing,	A.	and	Smit,	B.	(2010)	‘“Piling	on	layers	of
understanding”:	the	use	of	connective	ethnography	for	the	study	of	(online)
work	practices’,	New	Media	&	Society,	12	(7):	1045–63.

Dixon-Woods,	M.	(2011)	‘Systematic	reviews	and	qualitative	methods’.	In	D.
Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,	pp.
331–46.

Douglas,	M.	(1975)	‘Self-evidence’.	In	M.	Douglas,	Implicit	Meanings.
London:	Routledge.

Drew,	P.	and	Heritage,	J.C.	(eds)	(1992)	Talk	at	Work.	Cambridge:
Cambridge	University	Press.

Duncombe,	J.	and	Marsden,	D.	(1993)	‘Love	and	intimacy’,	Sociology,	27
(2):	221–41.



Dutton,	J.,	Ashford,	S.,	O’Neill,	R.	and	Lawrence,	K.	(2001)	‘Moves	that
matter’,	Academy	of	Management	Journal,	44	(4):	716–36.

Eberle,	T.	and	Maeder,	C.	(2011)	‘Organizational	ethnography’.	In	D.
Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,	pp.
53–74.

Edwards,	D.	(1995)	‘Two	to	tango:	script	formulations,	dispositions,	and
rhetorical	symmetry	in	relationship	troubles	talk’,	Research	on	Language
and	Social	Interaction,	28	(4):	319–50.

Edwards,	D.	(1997)	Discourse	and	Cognition.	London:	Sage.

Eldridge,	J.	and	Murcott,	A.	(2000)	‘Adolescents’	dietary	habits	and	attitudes:
unpacking	the	“problem	of	(parental)	influence”’,	Health,	4	(1):	25–49.

Emerson,	R.M.,	Fretz,	R.I.	and	Shaw,	L.L.	(1995)	Writing	Ethnographic
Fieldnotes.	Chicago,	IL:	University	of	Chicago	Press.

Emmison,	M.	(1988)	‘On	the	interactional	management	of	defeat’,	Sociology,
22	(2):	233–51.

Emmison,	M.	(2004)	‘The	conceptualization	and	analysis	of	visual	data’,	In
D.	Silverman	(ed.),	Qualitative	Research,	second	edition.	London:	Sage,
pp.	246–65.

Emmison,	M.	(2011)	‘Conceptualizing	visual	data’.	In	D.	Silverman	(ed.),
Qualitative	Research,	third	edition.	London:	Sage,	pp.	233–49.

Emmison,	M.	and	McHoul,	A.	(1987)	‘Drawing	on	the	economy:	cartoon
discourse	and	the	production	of	a	category’,	Cultural	Studies,	1	(10):
93–112.

Emmison,	M.	and	Smith,	P.	(2000)	Researching	the	Visual,	Introducing
Qualitative	Methods	Series.	London:	Sage.

Emmison,	M.	and	Smith,	P.	(2013)	Researching	the	Visual,	second	edition.
London:	Sage.

Engebretson,	J.	(1996)	‘Urban	healers:	an	experiential	description	of
American	healing	touch	groups’,	Qualitative	Health	Research,	6	(4):
526–41.

Estroff,	S.E.	(1995)	‘Whose	story	is	it	anyway?’	In	K.S.	Toombs,	D.	Barnard
and	R.	Carson	(eds),	Chronic	Illness:	From	Experience	to	Policy.
Bloomington,	IN:	Indiana	University	Press.

Ewenstein,	B.	and	Whyte,	J.	(2009)	‘Knowledge	practices	in	design:	the	role
of	visual	representations	as	“epistemic	objects”’,	Organization	Studies,	30
(1):	7–30.



Fielding,	N.G.	(1982)	‘Observational	research	on	the	national	front’.	In	M.
Bulmer	(ed.),	Social	Research	Ethics:	An	Examination	of	the	Merits	of
Covert	Participant	Observation.	London:	Macmillan.

Fielding,	N.G.	(ed.)	(1988)	Actions	and	Structure.	London:	Sage.

Fielding,	N.G.	and	Fielding,	J.L.	(1986)	Linking	Data,	Qualitative	Research
Series	No.	4.	London:	Sage.

Filmer,	P.,	Phillipson,	M.,	Silverman,	D.	and	Walsh,	D.	(1972)	New
Directions	in	Sociological	Theory.	London:	Collier	Macmillan.

Finch,	J.	(1984)	‘“It’s	great	to	have	someone	to	talk	to”:	the	ethics	and	politics
of	interviewing	women’.	In	C.	Bell	and	H.	Roberts	(eds),	Social
Researching.	London:	Routledge.

Flewitt,	R.	(2006)	‘Using	video	to	investigate	preschool	classroom
interaction:	education	research	assumptions	and	methodological	practices’,
Visual	Communication,	5	(1):	25–50.

Flyvbjerg,	B.	(2004)	‘Five	misunderstandings	about	case-study	research’.	In
C.	Seale,	G.	Gobo,	J.	Gubrium	and	D.	Silverman	(eds),	Qualitative
Research	Practice.	London:	Sage,	pp.	420–34.

Fontana,	A.	and	Frey,	J.	(2000)	‘The	interview:	from	structured	questions	to
negotiated	text’.	In	N.	Denzin	and	Y.	Lincoln	(eds),	Handbook	of
Qualitative	Research,	second	edition.	Thousand	Oaks,	CA:	Sage,	pp.
645–72.

Foucault,	M.	(1977)	Discipline	and	Punish.	Harmondsworth:	Penguin.

Foucault,	M.	(1979)	The	History	of	Sexuality,	Volume	1.	Harmondsworth:
Penguin.

Frake,	C.	(1964)	‘Notes	on	queries	in	ethnography’,	American
Anthropologist,	66:	132–45.

Frake,	C.	(1972)	‘How	to	ask	for	a	drink	in	Subanun’.	In	P.-P.	Giglioli	(ed.),
Language	and	Social	Context.	Harmondsworth:	Penguin.

Frith,	H.	(2000)	‘Focusing	on	sex:	using	focus	groups	in	sex	research’,
Sexualities,	3	(3):	275–97.

Frith,	H.	and	Kitzinger,	C.	(1998)	‘“Emotion	work”	as	a	participant	resource:
a	feminist	analysis	of	young	women’s	talk-in-interaction’,	Sociology,	32
(2):	299–320.

Gabriel,	Y.	(2000).	Storytelling	in	Organizations.	Oxford:	Oxford	University
Press.



Gabrielatos,	C.	and	Baker,	P.	(2008)	‘Fleeing,	sneaking,	flooding	a	corpus
analysis	of	discursive	constructions	of	refugees	and	asylum	seekers	in	the
UK	Press,	1996–2005’,	Journal	of	English	Linguistics,	36	(1):	5–38.

Garfinkel,	E.	(1967)	Studies	in	Ethnomethodology.	Englewood	Cliffs,	NJ:
Prentice	Hall.

Gatrell,	C.	(2009)	‘Safeguarding	subjects?	A	reflexive	reappraisal	of
researcher	accountability	in	qualitative	interviews’,	Qualitative	Research	in
Organizations	and	Management,	4	(2):	110–22.

Geertz,	C.	(1973)	The	Interpretation	of	Cultures.	London:	Fontana.

Gilbert,	N.	(ed.)	(1993)	Researching	Social	Life.	London:	Sage.

Gilbert,	N.	and	Mulkay,	M.	(1983)	‘In	search	of	the	action’.	In	N.	Gilbert	and
P.	Abell	(eds),	Accounts	and	Action.	Aldershot:	Gower.

Gladwin,	T.	(1964)	‘Culture	and	logical	process’.	In	W.	Goodenough	(ed.),
Explorations	in	Cultural	Anthropology.	New	York:	McGraw-Hill.

Glaser,	B.	and	Strauss,	A.	(1967)	The	Discovery	of	Grounded	Theory,
Chicago,	IL:	Aldine.

Glaser,	B.	and	Strauss,	A.	(1968)	Time	for	Dying.	Chicago,	IL:	Aldine.

Glassner,	B.	and	Loughlin,	J.	(1987)	Drugs	in	Adolescent	Worlds:	Burnouts
to	Straights.	New	York:	St.	Martin’s	Press.

Gobo,	G.	(2004)	‘Sampling,	representativeness	and	generalizability’.	In	C.
Seale,	G.	Gobo,	J.	Gubrium	and	D.	Silverman	(eds),	Qualitative	Research
Practice.	London:	Sage,	pp.	435–456.

Gobo,	G.	(2008)	Doing	Ethnography,	Introducing	Qualitative	Methods	Series.
London:	Sage.

Gobo,	G.	(2009)	‘Re-conceptualizing	generalization:	old	issues	in	a	new
frame’.	In	P.	Alasuutari,	L.	Bickman	and	J.	Brannen	(eds),	The	SAGE
Handbook	of	Social	Research	Methods.	London:	Sage,	pp.	193–213.

Gobo,	G.	(2011)	‘Ethnography’.	In	D.	Silverman	(ed.),	Qualitative	Research,
third	edition.	London:	Sage,	pp.	15–35.

Goffman,	E.	(1959)	The	Presentation	of	Self	in	Everyday	Life.	New	York:
Doubleday	Anchor.

Goffman,	E.	(1961a)	Asylums.	New	York:	Doubleday	Anchor.

Goffman,	E.	(1961b)	Encounters:	Two	Studies	in	the	Sociology	of	Interaction.
Indianapolis,	IN:	Bobbs-Merrill.



Goffman,	E.	(1974)	Frame	Analysis.	New	York:	Harper	&	Row.

Goffman,	E.	(1979)	Gender	Advertisements.	Cambridge,	MA:	Harvard
University	Press.

Goffman,	E.	(1981)	Forms	of	Talk.	Oxford:	Basil	Blackwell.

Goodman,	S.	and	Rowe,	L.	(2014)	‘“Maybe	it	is	prejudice	…	but	it	is	NOT
racism”:	Negotiating	racism	in	discussion	forums	about	Gypsies’,
Discourse	&	Society,	25	(1):	32–46.

Gouldner,	A.	(1962)	‘“Anti-minotaur”:	the	myth	of	a	value-free	sociology’,
Social	Problems,	9	(3):	199–213.

Grahame,	P.	(1999)	‘Doing	qualitative	research:	three	problematics’,	Graduate
Program	in	Applied	Sociology,	2	(Fall):	1,	14–10.	Boston,	MA:	University
of	Massachusetts.

Greatbatch,	D.	(1992)	‘On	the	management	of	disagreement	among	news
interviewers’.	In	P.	Drew	and	J.C.	Heritage	(eds),	Talk	at	Work.
Cambridge:	Cambridge	University	Press,	pp.	268–301.

Greimas,	A.J.	(1966)	Semantique	Structurale.	Paris:	Larousse.

Guba,	E.	and	Lincoln,	Y.	(1994)	‘Competing	paradigms	in	qualitative
research’.	In	N.	Denzin	and	Y.	Lincoln	(eds),	Handbook	of	Qualitative
Research.	Thousand	Oaks,	CA:	Sage,	pp.	105–17.

Gubrium,	J.	(1986)	Oldtimers	and	Alzheimer’s:	The	Descriptive
Organization.of	Senility.	Greenwich,	CT:	JAI	Press.

Gubrium,	J.	(1988)	Analyzing	Field	Reality,	Qualitative	Research	Methods
Series	No.	8.	Newbury	Park,	CA:	Sage.

Gubrium,	J.	(1992)	Out	of	Control:	Family	Therapy	and	Domestic	Disorder.
London:	Sage.

Gubrium,	J.	(1997)	Living	and	Dying	in	Murray	Manor.	Charlottesville,	VA:
University	Press	of	Virginia.

Gubrium,	J.	(2005)	‘Narrative	environments	and	social	problems’,	Social
Problems,	52	(4):	525–8.

Gubrium,	J.	(2009)	‘Curbing	self-referential	writing’,	Durham	University,
Anthropology	Department:
www.dur.ac.uk/writingacrossboundaries/writingonwriting/jaygubrium/.

Gubrium,	J.	(2010)	‘A	turn	to	narrative	practice’,	Narrative	Inquiry,	20	(2):
387–91.

Gubrium,	J.	and	Buckholdt,	D.	(1982)	Describing	Care:	Image	and	Practice	in

http://www.dur.ac.uk/writingacrossboundaries/writingonwriting/jaygubrium/


Rehabilitation.	Cambridge,	MA:	Oelschlager,	Gunn	&	Hain.

Gubrium,	J.	and	Holstein,	J.	(1987)	‘The	private	image:	experiential	location
and	method	in	family	studies’,	Journal	of	Marriage	and	the	Family,	49	(4):
773–86.

Gubrium,	J.	and	Holstein,	J.	(1990)	What	is	Family?	Mountain	View,	CA:
Mayfield.

Gubrium,	J.	and	Holstein,	J.	(1997a)	The	New	Language	of	Qualitative
Method.	New	York:	Oxford	University	Press.

Gubrium,	J.	and	Holstein,	J.	(1997b)	‘The	active	interview’.	In	D.	Silverman
(ed.),	Qualitative	Research.	London:	Sage,	pp.	113–291.

Gubrium,	J.	and	Holstein,	J.	(eds)	(2002)	Handbook	of	Interview	Research.
Thousand	Oaks,	CA:	Sage.

Gubrium,	J.	and	Holstein,	J.	(2004)	‘The	active	interview’.	In	D.	Silverman
(ed.),	Qualitative	Research,	second	edition.	London:	Sage,	pp.	140–61.

Gubrium,	J.	and	Holstein,	J.	(2008)	‘Narrative	ethnography’.	In	S.	Hesse-
Biber	and	P.	Leavy	(eds),	Handbook	of	Emergent	Methods.	New	York:
Guilford	Press,	pp.	241–64.

Gubrium,	J.	and	Holstein,	J.	(2009)	Analyzing	Narrative	Reality.	Thousand
Oaks,	CA:	Sage.

Gubrium,	J.	and	Holstein,	J.	(2011)	‘Animating	interview	narratives’.	In	D.
Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,	pp.
149–67.

Hadley,	R.	(1987)	‘Publish	and	be	ignored:	proselytise	and	be	damned’.	In
G.C.	Wenger	(ed.),	The	Research	Relationship:	Practice	and	Politics	in
Social	Policy	Research.	London:	Allen	&	Unwin,	pp.	98–110.

Haldar,	M.	and	Wærdahl,	R.	(2009)	‘Teddy	diaries:	a	method	for	studying	the
display	of	family	life’,	Sociology,	43	(6):	1141–50.

Halfpenny,	P.	(1979)	‘The	analysis	of	qualitative	data’,	Sociological	Review,
27	(4):	799–825.

Halkier,	B.	(2010)	‘Focus	groups	as	social	enactments:	integrating	interaction
and	content	in	the	analysis	of	focus	group	data’,	Qualitative	Research,	10
(1):	71–89.

Hall,	E.	(1969)	The	Hidden	Dimension.	London:	Bodley	Head.

Hammersley,	M.	(1990)	Reading	Ethnographic	Research:	A	Critical	Guide.
London:	Longman.



Hammersley,	M.	(1992a)	Research	and	Policy.	Lewes:	Falmer	Press.

Hammersley,	M.	(1992b)	What’s	Wrong	with	Ethnography?	Methodological
Explorations.	London:	Routledge.

Hammersley,	M.	(2008)	Questioning	Qualitative	Inquiry.	London:	Sage.

Hammersley,	M.	and	Atkinson,	P.	(1995)	Ethnography:	Principles	in	Practice,
second	edition.	London:	Tavistock.

Hannah,	D.	and	Lautsch,	B.	(2011)	‘Counting	in	qualitative	research:	why	to
conduct	it,	when	to	avoid	it,	and	when	to	closet	it’,	Journal	of	Management
Inquiry,	20	(1):	14–22.

Hart,	C.	(1998)	Doing	a	Literature	Review:	Releasing	the	Social	Science
Imagination.	London:	Sage.

Hart,	C.	(2001)	Doing	a	Literature	Search.	London:	Sage.

Hawkes,	T.	(1977)	Structuralism	and	Semiotics.	London:	Methuen.

Hay,	I.	and	Israel,	M.	(2006)	Research	Ethics	for	Social	Scientists.	London:
Sage.

Heath,	C.	(2004)	‘Analysing	face-to-face	interaction’.	In	D.	Silverman	(ed.),
Qualitative	Research,	second	edition.	London:	Sage,	pp.	266–82.

Heath,	C.	(2011)	‘Embodied	action:	video	and	the	analysis	of	social
interaction’.	In	D.	Silverman	(ed.),	Qualitative	Research,	third	edition.
London:	Sage,	pp.	250–70.

Heath,	C.	(2013)	The	Dynamics	of	Auction:	Social	Interaction	and	the	sale	of
Fine	Art	and	Antiques.	Cambridge:	Cambridge	University	Press.

Heath,	C.	and	Luff,	P.	(2000)	Technology	in	Action.	Cambridge:	Cambridge
University	Press.

Heath,	C.,	Hindmarsh,	J.	and	Luff,	P.	(2010)	Video	in	Qualitative	Research.
London:	Sage.

Heath,	S.	(1981)	Questions	of	Cinema.	London:	Macmillan.

Hepburn,	A.	and	Potter,	J.	(2004)	‘Discourse	analytic	practice’.	In	C.	Seale,
G.	Gobo,	J.	Gubrium	and	D.	Silverman	(eds),	Qualitative	Research
Practice.	London:	Sage,	pp.	180–96.

Heritage,	J.	(1984)	Garfinkel	and	Ethnomethodology.	Cambridge:	Polity
Press.

Heritage,	J.	(2011)	‘Conversation	analysis:	practices	and	methods’.	In	D.
Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,	pp.



208–30.

Heritage,	J.	and	Sefi,	S.	(1992)	‘Dilemmas	of	advice:	aspects	of	the	delivery
and	reception	of	advice	in	interactions	between	health	visitors	and	first	time
mothers’.	In	P.	Drew	and	J.C.	Heritage	(eds),	Talk	at	Work.	Cambridge:
Cambridge	University	Press,	pp.	359–417.

Hindess,	B.	(1973)	The	Use	of	Official	Statistics	in	Sociology.	London:
Macmillan.

Holstein,	J.	and	Gubrium,	J.	(1995)	The	Active	Interview.	Thousand	Oaks,
CA:	Sage.

Holstein,	J.	and	Gubrium,	J.	(2004)	‘Context:	working	it	up,	down	and
across’.	In	C.	Seale,	G.	Gobo,	J.	Gubrium	and	D.	Silverman	(eds),
Qualitative	Research	Practice.	London:	Sage,	pp.	297–311.

Holstein,	J.	and	Gubrium,	J.	(2008)	‘Constructionist	impulses	in	ethnographic
fieldwork’.	In	J.	Holstein	and	J.	Gubrium	(eds),	Handbook	of
Constructionist	Research.	New	York:	Guilford	Press,	pp.	373–95.

Holstein,	J.	and	Gubrium,	J.	(2011)	‘Animating	interview	narratives’.	In	D.
Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,	pp.
149–67.

Hookway,	N.	(2008)	‘“Entering	the	blogosphere”:	some	strategies	for	using
blogs	in	social	research’,	Qualitative	Research,	8	(1),	91–113.

Hornsby-Smith,	M.	(1993)	‘Gaining	access’.	In	N.	Gilbert	(ed.),	Researching
Social	Life.	London:	Sage,	pp.	52–67.

Horowitz,	I.L.	(1966)	‘The	life	and	death	of	Project	Camelot’,	American
Psychologist,	21:	(5)	445–54.

Hughes,	E.	(1958)	Men	and	their	Work.	Glencoe,	IL:	Free	Press.

Hughes,	E.	(1971)	The	Sociological	Eye.	Chicago,	IL:	Aldine	Atherton.

Humphreys,	L.	(1970)	Tearoom	Trade:	Impersonal	Sex	in	Public	Places.
Chicago,	IL:	Aldine.

Justesen,	L.	and	Mik-Meyer,	N.	(2012)	Qualitative	Research	Methods	in
Organization	Studies.	Copenhagen:	Hans	Reitzels	Verlag.

Kapidzic,	S.	and	Herring,	S.	(2014,	forthcoming)	‘Race,	gender,	and	self-
presentation	in	teen	profile	photographs’,	New	Media	&	Society,	27

Kelly,	M.	and	Ali,	S.	(2004)	‘Ethics	and	social	research’.	In	C.	Seale	(ed.),
Researching	Society	and	Culture,	second	edition.	London:	Sage,	pp.
115–28.



Kendall,	G.	and	Wickham,	G.	(1999)	Using	Foucault’s	Methods,	Introducing
Qualitative	Methods	Series.	London:	Sage.

Kendon,	A.	(1991)	Conducting	Interaction:	Patterns	of	Behaviour	in	Focussed
Encounters.	Cambridge:	Cambridge	University	Press.

Kent,	G.	(1996)	‘Informed	consent’.	In	The	Principled	Researcher.	Social
Science	Division,	The	Graduate	School,	University	of	Sheffield,	pp.	18–24.

Kiely,	R.,	McCrone,	D.	and	Bechhofer,	F.	(2005)	‘Whither	Britishness?
English	and	Scottish	people	in	Scotland’,Nations	&	Nationalism,	11	(1):
65–82.

Kirk,	J.	and	Miller,	M.	(1986)	Reliability	and	Validity	in	Qualitative
Research,	Qualitative	Research	Methods	Series,	Volume	1.	London:	Sage.

Kitzinger,	C.	(2004)	‘Feminist	approaches’.	In	C.	Seale,	G.	Gobo,	J.	Gubrium
and	D.	Silverman	(eds),	Qualitative	Research	Practice.	London:	Sage,	pp.
125–40.

Kitzinger,	C.	(2006)	‘After	post-cognitivism’,	Discourse	Studies,	8	(1):
67–83.

Kitzinger,	C.	(2007)	‘Editor’s	introduction:	the	promise	of	conversation
analysis’,	Feminism	&	Psychology,	17	(2):	133–48.

Kitzinger,	C.	(2008)	‘Review	essay:	Emmanuel	A.	Schegloff,	“Sequence
Organization	in	Interaction:	A	primer	in	conversation	analysis,	Volume	1”’,
Discourse	and	Society,	19	(4):	560–7.

Kitzinger,	C.	and	Frith,	H.	(1999)	‘Just	say	no?	The	use	of	conversation
analysis	in	developing	a	feminist	perspective	on	sexual	refusal’,	Discourse
and	Society,	10	(3):	293–316.

Kitzinger,	J.	and	Miller,	D.	(1992)	‘“African	AIDS”:	the	media	and	audience
beliefs’.	In	P.	Aggleton,	P.M.	Davies,	P.	Davies	and	G.	Hart	(eds),	AIDS:
Rights,	Risk	and	Reason.	London:	Falmer	Press.

Koppel,	R.	(2005)	‘Role	of	computerized	physician	order	entry	systems	in
facilitating	medical	errors’,	Journal	of	American	Medical	Association,	293
(10):	1197–202.

Koppel,	R.	(2009)	‘Reprise	of	a	battle	won:	sociologist	monitors	Boston
Transit	System’s	treatment	of	the	disabled’,	American	Sociological
Association,	Footnotes,	February.

Kozinets,	R.V.	(2010)	Netnography:	Doing	Ethnographic	Research	Online.
London:	Sage.

Kuhn,	T.S.	(1970)	The	Structure	of	Scientific	Revolutions,	second	edition.



Chicago,	IL:	University	of	Chicago	Press.

Kvale,	S.	(1996)	InterViews.	London:	Sage.

Laclau,	E.	(1981)	‘Politics	as	the	construction	of	the	unthinkable’,	Paper
trans.	from	the	French	by	D.	Silverman,	mimeo.	Department	of	Sociology,
Goldsmiths	College,	University	of	London.

Lamont,	M.	and	White,	P.	(2005)	Interdisciplinary	Standards	for	Systematic
Qualitative	Research.	Arlington,	VA:	National	Science	Foundation.

Landsberger,	H.	(1958)	Hawthorne	Revisited.	Ithaca,	NY:	Cornell	University
Press.

Larty,	J.	and	Hamilton,	E.	(2011)	‘Structural	approaches	to	narrative	analysis
in	entrepreneurship	research:	exemplars	from	two	researchers’,
International	Small	Business	Journal,	2	(3):	220–37.

Law,	J.	and	J.	Hassard	(eds)	(1999)	Actor-Network	Theory	and	After.	Oxford:
Blackwell.

Lawton,	J.	(2001)	‘Gaining	and	maintaining	consent:	ethical	concerns	raised
in	a	study	of	dying	patients’,	Qualitative	Health	Research,	11	(5):	693–705.

Lê,	J.	(2013)	‘How	constructions	of	the	future	shape	organizational	responses:
climate	change	and	the	Canadian	oil	sands’.	Organization,	20	(5):	722–42.

Levi-Strauss,	C.	(1967)	Structural	Anthropology.	New	York:	Basic	Books.

Levinson,	S.C.	(1983)	Pragmatics.	Cambridge:	Cambridge	University	Press.

Linders,	A.	(2008)	‘Documents,	texts,	and	archives	in	constructionist
research’.	In	J.	Holstein	and	J.	Gubrium	(eds),	Handbook	of	Constructionist
Research.	New	York:	Guilford	Press,	pp.	467–90.

Lipset,	S.M.,	Trow,	M.	and	Coleman,	J.	(1962)	Union	Democracy.	Garden
City,	NY:	Anchor	Books,	Doubleday.

Livingston,	E.	(1987)	Making	Sense	of	Ethnomethodology.	London:
Routledge.

Llewellyn,	N.	and	Hindmarsh,	J.	(eds)	(2010)	Organization,	Interaction	and
Practice.	Cambridge:	Cambridge	University	Press.

Lodge,	D.	(1989)	Nice	Work.	London:	Penguin.

Lomborg,	S.	(2013)	‘Personal	Internet	archives	and	ethics’,	Research	Ethics,
9	(1):	20–31.

***	Loseke,	D.R.	and	Kusenbach,	M.	(2008)	‘The	social	construction	of
emotion’.	In	J.	Holstein	and	J.	Gubrium	(eds),	Handbook	of	Constructionist



Research.	New	York:	Guilford	Press,	pp.	511–30.

Lynch,	M.	(1984)	Art	and	Artifact	in	Laboratory	Science.	London:	Routledge.

Lyons,	R.F.,	Sullivan,	M.J.L.,	Ritvo,	P.G.	with	Coyne,	J.C.	(1995)
Relationships	in	Chronic	Illness	and	Disability.	Thousand	Oaks,	CA:	Sage.

Macnaghten,	P.	and	Myers,	G.	(2004)	‘Focus	groups’.	In	C.	Seale,	G.	Gobo,	J.
Gubrium	and	D.	Silverman	(eds),	Qualitative	Research	Practice.	London:
Sage,	pp.	65–79.

Madge,	C.	(2007)	‘Developing	a	geographers’	agenda	for	online	research
ethics’,	Progress	in	Human	Geography,	31	(5):	654–74.

Malinowski,	B.	(1922)	Argonauts	of	the	Western	Pacific.	London:	Routledge.

Mann,	C.	and	Stewart,	F.	(eds)	(2000)	Internet	Communication	and
Qualitative	Research:	A	Handbook	for	Researching	Online.	London:	Sage.

Mannay,	D.	(2010)	‘Making	the	familiar	strange:	can	visual	research	methods
render	the	familiar	setting	more	perceptible?’,	Qualitative	Research,	10	(1):
91–111.

Markham,	A.	(2004)	‘Internet	communication	as	a	tool	for	qualitative
research’.	In	D.	Silverman	(ed.),	Qualitative	Research,	second	edition.
London:	Sage,	pp.	95–124.

Markham,	A.	(2011)	‘Internet	research’.	In	D.	Silverman	(ed.),	Qualitative
Research,	third	edition.	London:	Sage,	pp.	111–28.

Marsh,	C.	(1982)	The	Survey	Method.	London:	Allen	&	Unwin.

Marshall,	C.	and	Rossman,	G.	(1989)	Designing	Qualitative	Research.
London:	Sage.

Marvasti,	A	(2004)	Qualitative	Research	in	Sociology.	London:	Sage.

Marvasti,	A.	(2011)	‘Three	aspects	of	writing	qualitative	research:	practice,
genre	and	audience’.	In	D.	Silverman	(ed.),	Qualitative	Research,	third
edition.	London:	Sage,	pp.	383–96.

Marx,	G.	(1997)	‘Of	methods	and	manners	for	aspiring	sociologists:	37	moral
imperatives’,	American	Sociologist,	28	(1):	102–25.

Maseide,	P.	(1990)	‘The	social	construction	of	research	information’,	Acta
Sociologica,	33	(1):	3–13.

Mason,	J.	(1996)	Qualitative	Researching.	London:	Sage.

Mason,	J.	(2002)	Qualitative	Researching,	second	edition.	London:	Sage.

Mason,	J.	and	Davies,	K.	(2009)	The	Living	Resemblances	Project:



www.reallifemethods.ac.uk/research/resemblances/.

Maynard,	D.	(1989)	‘On	the	ethnography	and	analysis	of	discourse	in
institutional	settings’,	Perspectives	on	Social	Problems,	1:	127–46.

Maynard,	D.	(1991)	‘Interaction	and	asymmetry	in	clinical	discourse’,
American	Journal	of	Sociology,	97	(2):	448–95.

Maynard,	D.	(2003)	Bad	News,	Good	News:	Conversational	Order	in
Everyday	Talk	and	Clinical	Settings.	Chicago,	IL:	Chicago	University
Press.

Maynard,	D.	and	Clayman,	S.	(1991)	‘The	diversity	of	ethnomethodology’,
Annual	Review	of	Sociology,	17:	385–418.

McKeganey,	N.	and	Bloor,	M.	(1991)	‘Spotting	the	invisible	man:	the
influence	of	male	gender	on	fieldwork	relations’,	British	Journal	of
Sociology,	42	(2):	195–210.

Macnaghten,	P.	and	Myers,	G.	(2004)	‘Focus	groups’.	In	C.	Seale,	G.	Gobo,	J.
Gubrium	and	D.	Silverman	(eds),	Qualitative	Research	Practice.	London:
Sage,	pp.	65–79.

Mehan,	H.	(1979)	Learning	Lessons:	Social	Organization	in	the	Classroom.
Cambridge,	MA:	Harvard	University	Press.

Mercer,	K.	(1990)	‘Powellism	as	a	political	discourse’.	PhD	thesis,
Goldsmiths	College,	University	of	London.

Miles,	M.	and	Huberman,	A.	(1984)	Qualitative	Data	Analysis.	London:
Sage.

Milgram,	S.	(1963)	‘Behavioural	study	of	obedience’,	Journal	of	Abnormal
and	Social	Psychology,	67	(4):	371–8.

Miller,	G.,	Dingwall,	R.	and	Murphy,	E.	(2004)	‘Using	qualitative	data	and
analysis:	reflections	on	organizational	research’.	In	D.	Silverman	(ed.),
Qualitative	Research.	London:	Sage,	pp.	325–41.

Miller,	J.	(2001)	One	of	the	Guys:	Girls,	Gangs	and	Gender.	New	York:
Oxford	University	Press.

Miller,	J.	and	Glassner,	B.	(1997)	‘The	“inside”	and	the	“outside”:	finding
realities	in	interviews’.	In	D.	Silverman	(ed.),	Qualitative	Research.
London:	Sage,	pp.	99–112.

Miller,	J.	and	Glassner,	B.	(2004)	‘The	“inside”	and	the	“outside”:	finding
realities	in	interviews’.	In	D.	Silverman	(ed.),	Qualitative	Research,	second
edition.	London:	Sage,	pp.	125–39.

http://www.reallifemethods.ac.uk/research/resemblances/


Miller,	R.L.	(2000)	Researching	Life	Stories	and	Family	Histories,
Introducing	Qualitative	Methods	Series.	London:	Sage.

Mills,	C.W.	(1940)	‘Situated	actions	and	vocabularies	of	motive’,	American
Sociological	Review,	5	(6):	904–13.

Mills,	C.W.	(1959)	The	Sociological	Imagination.	New	York:	Oxford
University	Press.

Mishler,	E.G.	(1986)	Research	Interviewing:	Context	and	Narrative.	London:
Harvard	University	Press.

Moerman,	M.	(1974)	‘Accomplishing	ethnicity’.	In	R.	Turner	(ed.),
Ethnomethodology.	Harmondsworth:	Penguin.

Moisander,	J.	and	Valtonen,	A.	(2006)	Qualitative	Marketing	Research:	A
Cultural	Approach,	Introducing	Qualitative	Methods	Series.	London:	Sage.

Molotch,	H.	and	Boden,	D.	(1985)	‘Talking	social	structure:	discourse,
domination	and	the	Watergate	Hearings’,	American	Sociological	Review,
50	(3):	273–88.

Mulkay,	M.	(1984)	‘The	ultimate	compliment:	a	sociological	analysis	of
ceremonial	discourse’,	Sociology,	18	(4):	531–49.

Murcott,	A.	(1997)	‘The	PhD:	some	informal	notes’,	School	of	Health	and
Social	Care,	South	Bank	University,	London.

Murray,	L.	(2009)	‘Looking	at	and	looking	back:	visualization	in	mobile
research’,	Qualitative	Research,	9	(4)	469–88.

Nash,	J.	(1975)	‘Bus	riding:	community	on	wheels’,	Urban	Life,	4	(1):
99–124.

Nash,	J.	(1981)	‘Relations	in	frozen	places:	observations	on	winter	public
order’,	Qualitative	Sociology,	4	(3):	229–43.

Nefes,	T.S.	(2012)	‘Teaching	sociology	seminars	through	The	Simpsons:
Homer	under	C.	Wright	Mills’	eye’,	Journal	of	Sociology,	1–17,	published
online	at:
http://jos.sagepub.com/content/early/2012/04/23/1440783312440755.full.pdf+html

Neisser,	U.	(1994)	‘Self-narratives:	true	and	false’.	In	U.	Neisser	and	R.
Fivush	(eds),	The	Remembering	Self:	Construction	and	Accuracy	in	the
Self-narrative.	Cambridge:	Cambridge	University	Press,	pp.	1–18.

Nelson,	B.	(1984)	Making	an	Issue	of	Child	Abuse.	Chicago,	IL:	University
of	Chicago	Press.

Noaks,	L.	and	Wincup,	E.	(2004)	Criminological	Research:	Understanding

http://jos.sagepub.com/content/early/2012/04/23/1440783312440755.full.pdf+html


Qualitative	Methods.	London:	Sage.

Oakley,	A.	(1981)	‘Interviewing	women:	a	contradiction	in	terms’.	In	H.
Roberts	(ed.),	Doing	Feminist	Research.	London:	Routledge.

Oboler,	R.	(1986)	‘For	better	or	for	worse:	anthropologists	and	husbands	in
the	field’.	In	T.	Whitehead	and	M.	Conway	(eds),	Self,	Sex	and	Gender	in
Cross-Cultural	Fieldwork.	Urbana,	IL:	University	of	Illinois	Press,	pp.
28–51.

O’Brien,	M.	(1993)	‘Social	research	and	sociology’.	In	N.	Gilbert	(ed.),
Researching	Social	Life.	London:	Sage,	pp.	1–17.

O’Dochartaigh,	N.	(2007)	Internet	Research	Skills.	London:	Sage.

Oikkonen,	V.	(2013)	‘Narrative	analysis	as	a	feminist	method:	the	case	of
genetic	ancestry	tests’,	European	Journal	of	Women’s	Studies,	20	(3):
295–308.

O’Malley,	C.	(2005)	‘Supporting	structured	observational	analysis	of
multimodal	records’.	Talk	given	at	Video,	Social	Research	and	Technical
Innovations	Colloquium,	Department	of	Management,	King’s	College
London,	University	of	London,	23	March.

Oreszczyn,	S.	and	Carr,	S.	(2008)	‘Improving	the	link	between	policy
research	and	practice:	using	a	scenario	workshop	as	a	qualitative	research
tool	in	the	case	of	genetically	modified	crops’,	Qualitative	Research,	8:
473.

Peräkylä,	A.	(1989)	‘Appealing	to	the	experience	of	the	patient	in	the	care	of
the	dying’,	Sociology	of	Health	and	Illness,	11	(2):	117–34.

Peräkylä,	A.	(1995)	AIDS	Counselling.	Cambridge:	Cambridge	University
Press.

Peräkylä,	A.	(2004a)	‘Reliability	and	validity	in	research	based	upon
transcripts’.	In	D.	Silverman	(ed.),	Qualitative	Research.	London:	Sage,	pp.
283–304.

Peräkylä,	A.	(2004b)	‘Conversation	analysis’.	In	C.	Seale,	G.	Gobo,	J.
Gubrium	and	D.	Silverman	(eds),	Qualitative	Research	Practice.	London:
Sage,	pp.	165–79.

Peräkylä,	A.	(2011)	‘Validity	in	research	on	naturally-occurring	interaction’.
In	D.	Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,
pp.	365–82.

Peräkylä,	A.	and	Silverman,	D.	(1991)	‘Owning	experience:	describing	the
experience	of	others’,	Text,	11	(3):	441–80.



Phelps,	R.,	Fisher,	K.	and	Ellis,	A.	(2007)	Organizing	and	Managing	Your
Research:	A	Practical	Guide	for	Postgraduates.	London:	Sage.

Pink,	S.	(2004)	‘Visual	methods’.	In	C.	Seale,	G.	Gobo,	J.	Gubrium	and	D.
Silverman	(eds),	Qualitative	Research	Practice.	London:	Sage,	pp.	361–76.

Pollner,	M.	(1987)	Mundane	Reason:	Reality	in	Everyday	and	Sociological
Discourse.	Cambridge:	Cambridge	University	Press.

Popper,	K.	(1959)	The	Logic	of	Scientific	Discovery.	New	York:	Basic
Books.

Pösö,	T.,	Honkatukia,	P.	and	Nyqvist,	L.	(2008)	‘Focus	groups	and	the	study
of	violence’,	Qualitative	Research,	8	(1):	73–89.

Potter,	J.	(1996a)	‘Discourse	analysis	and	constructionist	approaches:
theoretical	background’.	In	J.	Richardson	(ed.),	Handbook	of	Qualitative
Research	Methods	for	Psychology	and	the	Social	Sciences.	Leicester:	BPS
Books,	pp.	125–40.

Potter,	J.	(1996b)	Representing	Reality:	Discourse,	Rhetoric	and	Social
Construction.	London:	Sage.

Potter,	J.	(1997)	‘Discourse	analysis	as	a	way	of	analysing	naturally-occurring
talk’.	In	D.	Silverman	(ed.),	Qualitative	Research.	London:	Sage,	pp.
144–60.

Potter,	J.	(2002)	‘Two	kinds	of	natural’,	Discourse	Studies,	4	(4):	539–42.

Potter,	J.	(2004)	‘Discourse	analysis	as	a	way	of	analysing	naturally-occurring
talk’.	In	D.	Silverman	(ed.),	Qualitative	Research,	second	edition.	London:
Sage,	pp.	200–21.

Potter,	J.	(2011)	‘Discursive	psychology	and	the	study	of	naturally	occurring
talk’.	In	D.	Silverman	(ed.),	Qualitative	Research,	third	edition.	London:
Sage,	pp.	187–207.

Potter,	J.	and	Hepburn,	A.	(2005)	‘Qualitative	interviews	in	psychology:
problems	and	possibilities’,	Qualitative	Research	in	Psychology,	2	(4):
281–307.

Potter,	J.	and	Hepburn,	A.	(2008)	‘Discursive	constructionism’.	In	J.	Holstein
and	J.	Gubrium	(eds),	Handbook	of	Constructionist	Research.	New	York:
Guilford	Press,	pp.	275–93.

Potter,	J.	and	Wetherell,	M.	(1987)	Discourse	and	Social	Psychology:	Beyond
Attitudes	and	Behaviour.	London:	Sage.

Prior,	L.	(1987)	‘Policing	the	dead:	a	sociology	of	the	mortuary’,	Sociology,
21	(3):	355–76.



Prior,	L.	(1988)	‘The	architecture	of	the	hospital:	a	study	of	spatial
organization	and	medical	knowledge’,	British	Journal	of	Sociology,	34	(1):
86–113.

Prior,	L.	(2003)	Using	Documents	in	Social	Research.	London:	Sage.

Prior,	L.	(2004)	‘Doing	things	with	documents’.	In	D.	Silverman	(ed.),
Qualitative	Research,	second	edition.	London:	Sage,	pp.	76–94.

Prior,	L.	(2007)	‘Talking	about	the	gene	for	cancer:	a	study	of	lay	and
professional	knowledge	of	cancer	genetics’,	Sociology,	41	(6):	985–1001.

Prior,	L.	(2008)	‘Repositioning	documents	in	social	research’,	Sociology,	42
(5):	821–36.

Prior,	L.	(2011)	‘Using	documents	in	social	research’.	In	D.	Silverman	(ed.),
Qualitative	Research,	third	edition.	London:	Sage,	pp.	93–110.

Prior,	M.	(2014)	‘Re-examining	alignment	in	a	“failed”	L2	autobiographic
research	interview’,	Qualitative	Inquiry,	published	online	February.

Procter,	M.	(1993)	‘Analysing	survey	data’.	In	N.	Gilbert	(ed.),	Researching
Social	Life.	London:	Sage,	pp.	239–54.

Propp,	V.I.	(1968)	Morphology	of	the	Folktale,	second	revised	edition,
ed.L.A.	Wagner.	Austin,	TX:	University	of	Texas	Press.

Puchta,	C.	and	Potter,	J.	(2004)	Focus	Group	Practice.	London:	Sage.

Puchta,	C.,	Potter,	J.	and	Wolff,	S.	(2004)	‘Repeat	receipts:	a	device	for
generating	visible	data	in	market	research	focus	groups’	,Qualitative
Research,	4	(3):	285–309.

Punch,	K.	(1998)	Introduction	to	Social	Research:	Quantitative	and
Qualitative	Approaches.	London:	Sage.

Punch,	M.	(1994)	‘Politics	and	ethics	in	fieldwork’.	In	N.	Denzin	and	Y.
Lincoln	(eds),	Handbook	of	Qualitative	Research.	Thousand	Oaks,	CA:
Sage,	pp.	83–97.

Radcliffe-Brown,	A.R.	(1948)	The	Andaman	Islanders.	Glencoe,	IL:	Free
Press.

Rapley,	T.	(2004)	‘Interviews’.	In	C.	Seale,	G.	Gobo,	J.	Gubrium	and	D.
Silverman	(eds),	Qualitative	Research	Practice.	London:	Sage,	pp.	15–33.

Rapley,	T.	(2007)	Doing	Conversation,	Discourse	and	Document	Analysis.
London:	Sage.

Rapley,	T.	(2011)	‘Some	pragmatics	of	qualitative	data	analysis’.	In	D.
Silverman	(ed.),	Qualitative	Research,	third	edition.	London:	Sage,	pp.



273–90.

Rathje,	N.	and	Hughes,	T.	(1975)	‘A	garbage	project	as	a	non-reactive
approach:	garbage	in,	garbage	out?’	In	H.W.	Sinaiko	and	L.A.	Broedling
(eds),	Perspectives	on	Attitude	Assessment:	Surveys	and	Their
Alternatives,	Manpower	and	Advisory	Services,	Technical	Report	No.	2.
Washington,	DC:	Smithsonian	Institution.

Reason,	P.	and	Rowan,	J.	(1981)	Human	Inquiry:	A	Sourcebook	of	New
Paradigm	Research.	Chichester:	Wiley.

Richardson,	L.	(1990)	Writing	Strategies:	Reaching	Diverse	Audiences.
Newbury	Park,	CA:	Sage.

Riessman,	C.	(1990)	Divorce	Talk:	Women	and	Men	Make	Sense	of	Personal
Relationships.	New	Brunswick,	NJ:	Rutgers	University	Press.

Riessman,	C.	(1993)	Narrative	Analysis.	Newbury	Park,	CA:	Sage.

Riessman,	C.	(2004)	‘Exporting	ethics:	a	narrative	about	narrative	research	in
South	India’,	Health	(Special	Issue	onnformed	Consent,	Ethics	and
Narrative),	9	(4):	73–90.

Riessman,	C.K.	(2008)	Narrative	Methods	for	the	Human	Sciences.	London:
Sage.

Riessman,	C.K.	(2009)	‘Considering	grounded	theory:	categories,	cases,	and
control’,	Symbolic	Interaction,	32	(4):	390–3.

Riessman,	C.K.	(2011)	‘What’s	different	about	narrative	inquiry?	Cases,
categories	and	contexts’.	In	D.	Silverman	(ed.),	Qualitative	Research,	third
edition.	London:	Sage,	pp.	310–30.

Roulston,	K.	(2010)	‘Considering	quality	in	qualitative	interviewing’,
Qualitative	Research,	10	(2):	199–228

Rudestam,	K.	and	Newton,	R.	(1992)	Surviving	Your	Dissertation.	Newbury
Park,	CA:	Sage.

Ryan,	K.,	Gandha,	T.,	Culbertson,	M.	and	Carlson,	C.	(2013)	‘Focus	group
evidence:	implications	for	design	and	analysis’,	American	Journal	of
Evaluation,	December,	published	online	at:
http://aje.sagepub.com/content/early/2013/11/27/1098214013508300.full.pdf+html.

Ryen,	A.	(2004)	‘Ethical	issues’.	In	C.	Seale,	G.	Gobo,	J.	Gubrium	and	D.
Silverman	(eds),	Qualitative	Research	Practice,	second	edition.	London:
Sage,	pp.	217–29.

Ryen,	A.	(ed.)	(2008)	Qualitative	Social	Work,	7	(4).

http://aje.sagepub.com/content/early/2013/11/27/1098214013508300.full.pdf+html


Ryen,	A.	(2011)	‘Ethical	issues’.	In	C.	Seale,	G.	Gobo,	J.	Gubrium	and	D.
Silverman	(eds),	Qualitative	Research	Practice,	third	edition.	London:
Sage,	pp.	217–29.

Ryen,	A.	and	Silverman,	D.	(2000)	‘Marking	boundaries:	culture	as	category
work.	Quslitative	Inquiry	6	(1):107–28.

Sacks,	H.	(1972a)	‘On	the	analysability	of	stories	by	children’.	In	J.	Gumperz
and	D.	Hymes	(eds),	Directions	in	Sociolinguistics.	New	York:	Holt,
Rinehart	&	Winston.

Sacks,	H.	(1972b),	‘Notes	on	police	assessment	of	moral	character’.	In	D.
Sudnow	(ed.),	Studies	in	Social	Interaction.	New	York:	Free	Press,	pp.
280–93.

Sacks,	H.	(1974)	‘On	the	analyzability	of	stories	by	children’.	In	R.	Turner
(ed.),	Ethnomethodology.	Harmondsworth:	Penguin,	pp.	216–32.

Sacks,	H.	(1984)	‘On	doing	“being	ordinary”’.	In	J.M.	Atkinson	and	J.
Heritage	(eds),	Structures	of	Social	Action:	Studies	in	Conversation
Analysis.	Cambridge:	Cambridge	University	Press,	pp.	513–29.

Sacks,	H.	(1992)	Lectures	on	Conversation,	Volumes	I	and	II,	ed.	Gail
Jefferson	with	an	introduction	by	Emmanuel	Schegloff.	Oxford:	Blackwell.

Sacks,	H.,	Schegloff,	E.A.	and	Jefferson,	G.	(1974)	‘A	simplest	systematics
for	the	organization	of	turn-taking	in	conversation’,	Language,	50	(4):
696–735.

Saussure,	F.	de	(1974)	Course	in	General	Linguistics.	London:	Fontana.

Scheflen,	A.E.	(1964)	‘The	significance	of	posture	in	communication
systems’,	Psychiatry,	27:	316–31.

Schegloff,	E.A.	(1968)	‘Sequencings	in	conversational	openings’,	American
Anthropologist,	70	(6):	1075–95.

Schegloff,	E.A.	(1982)	‘Discourse	as	an	interactional	accomplishment:	some
uses	of	“uh	huh”	and	other	things	that	come	between	sentences’.	In	D.
Tannen	(ed.),	Georgetown	University	Round	Table	on	Language	and
Linguistics:	Analyzing	Discourse:	Text	and	Talk.	Washington,	DC:
Georgetown	University	Press,	pp.	71–93.

Schegloff,	E.A.	(1991)	‘Reflections	on	talk	and	social	structure’.	In	D.	Boden
and	D.	Zimmerman	(eds),	Talk	and	Social	Structure:	Studies	in
Ethnomethodology	and	Conversation	Analysis.	Cambridge:	Polity	Press,
pp.	44–70.

Schegloff,	E.A.	(1992a)	‘On	talk	and	its	institutional	occasions’.	In	P.	Drew



and	J.C.	Heritage	(eds),	Talk	at	Work.	Cambridge:	Cambridge	University
Press,	pp.	101–36.

Schegloff,	E.A.	(1992b)	‘Repair	after	next	turn:	the	last	structurally	provided
defense	of	intersubjectivity	in	conversation’,	American	Journal	of
Sociology,	97	(5)	1295–345.

Schegloff,	E.A.	(1997)	‘Whose	text?	Whose	context?’,	Discourse	and
Society,	8	(2):	165–87.

Schegloff,	E.A.	(2007)	Sequence	Organization	in	Interaction:	A	Primer	in
Conversation	Analysis.	Cambridge:	Cambridge	University	Press.

Schreiber,	R.	(1996)	‘(Re)defining	my	self:	women’s	process	of	recovery
from	depression’,	Qualitative	Health	Research,	6	(4):	469–91.

Schwartz,	H.	and	Jacobs,	J.	(1979)	Qualitative	Sociology:	A	Method	to	the
Madness.	New	York:	Free	Press.

Seale,	C.	(1999)	The	Quality	of	Qualitative	Research,	Introducing	Qualitative
Methods	Series.	London:	Sage.

Seale,	C.F.	(2002)	‘Cancer	heroics:	a	study	of	news	reports	with	particular
reference	to	gender’,	Sociology,	36	(1):	107–26.

Seale,	C.	(2004a)	‘Quality	in	qualitative	research’.	In	C.	Seale,	G.	Gobo,	J.
Gubrium	and	D.	Silverman	(eds),	Qualitative	Research	Practice.	London:
Sage,	pp.	409–19.

Seale,	C.	(ed.)	(2004b)	Researching	Society	and	Culture,	second	edition.
London:	Sage.

Seale,	C.F.	(2006)	‘Gender,	cancer	experience	and	internet	use:	a	comparative
keyword	analysis	of	interviews	and	online	cancer	support	groups’,	Social
Science	&	Medicine,	62	(10):	2577–90.

Seale,	C.	(2010)	‘Using	computers	to	analyse	qualitative	data’.	In	D.
Silverman	(ed.),	Doing	Qualitative	Research,	third	edition.	London:	Sage,
pp.	251–67.

Seale,	C.	(ed.)	(2011)	Researching	Society	and	Culture,	third	edition.	London:
Sage.

Seale,	C.,	Gobo,	G.,	Gubrium,	J.	and	Silverman,	D.	(eds)	(2004)	Qualitative
Research	Practice.	London:	Sage.

Seale,	C.,	Ziebland,	S.	and	Charteris-Black,	J.	(2006)	‘Gender,	cancer
experience	and	Internet	use:	a	comparative	keyword	analysis	of	interviews
and	online	cancer	support	groups’,	Social	Science	&	Medicine,	62	(10):
2577–90.



Searle,	J.	(1969)	Speech	Acts.	Cambridge:	Cambridge	University	Press.

Seawright,	J.	and	Gerring,	J.	(2008)	‘Case	selection	techniques	in	case	study
research:	a	menu	of	qualitative	and	quantitative	options’,	Political	Research
Quarterly,	61	(2):	294–308.

Selltiz,	C.,	Jahoda,	M.,	Deutsch,	M.	and	Cook,	S.	(1964)	Research	Methods	in
Social	Relations.	New	York:	Holt,	Rinehart	&	Winston.

Sharples,	M.,	Davison,	L.,	Thomas,	G.	and	Rudman,	P.	(2003)	‘Children	as
photographers:	an	analysis	of	children’s	photographic	behaviour	and
intentions	at	three	age	levels’,	Visual	Communication,	2	(3):	303–30.

Shaw,	I.	(1999)	Qualitative	Evaluation,	Introducing	Qualitative	Methods
Series.	London:	Sage.

Sheard,	L.	(2011)	‘Anything	could	have	happened’:	women,	the	night-time
economy,	alcohol	and	drink	spiking’,	Sociology,	49	(4):	619–33.

Sidnell,	J.	and	Stivers,	T.	(eds)	(2013)	The	Handbook	of	Conversation
Analysis.	Chichester:	Wiley-Blackwell.

Silverman,	D.	(1968)	‘Clerical	ideologies:	a	research	note’,	British	Journal	of
Sociology,	19	(3):	326–33.

Silverman,	D.	(1970)	The	Theory	of	Organizations.	London:	Heinemann
(New	York:	Basic	Books,	1971).

Silverman,	D.	(1973)	‘Interview	talk:	bringing	off	a	research	instrument’,
Sociology,	7	(1):	31–48.

Silverman,	D.	(1975)	‘Accounts	of	organizations:	organizational	structures
and	the	accounting	process’.	In	J.	McKinlay	(ed.),	Processing	People:
Cases	in	Organizational	Behaviour.	London:	Holt,	Rinehart	&	Winston.

Silverman,	D.	(1981)	‘The	child	as	a	social	object:	Down’s	syndrome	children
in	a	paediatric	cardiology	clinic’,	Sociology	of	Health	and	Illness,	3	(3):
254–74.

Silverman,	D.	(1984)	‘Going	private:	ceremonial	forms	in	a	private	oncology
clinic’,	Sociology,	18	(2):	191–202.

Silverman,	D.	(1985)	Qualitative	Methodology	and	Sociology.	Aldershot:
Gower.

Silverman,	D.	(1987)	Communication	and	Medical	Practice.	London:	Sage.

Silverman,	D.	(1989a)	‘Telling	convincing	stories:	a	plea	for	cautious
positivism	in	case-studies’.	In	B.	Glassner	and	J.	Moreno	(eds),	The
Qualitative–Quantitative	Distinction	in	the	Social	Sciences.	Dordrecht:



Kluwer.

Silverman,	D.	(1989b)	‘The	impossible	dreams	of	reformism	and
romanticism’.	In	J.	Gubrium	and	D.	Silverman	(eds),	The	Politics	of	Field
Research:	Sociology	Beyond	Enlightenment.	London:	Sage.

Silverman,	D.	(1991)	‘Unfixing	the	subject:	viewing	“bad	timing”’,
Continuum:	An	Australian	Journal	of	the	Arts,	5	(1):	9–31;	reprinted	in	C.
Jenks	(ed.),	Cultural	Reproduction.	London:	Routledge,	1993.

Silverman,	D.	(1997)	Discourses	of	Counselling:	HIV	Counselling	as	Social
Interaction.	London:	Sage.

Silverman,	D.	(1998)	Harvey	Sacks:	Social	Science	and	Conversation
Analysis,	Polity	Key	Contemporary	Thinkers	Series.	Cambridge:	Polity
Press;	New	York:	Oxford	University	Press.

Silverman,	D.	(2005)	Doing	Qualitative	Research:	A	Practical	Handbook,
second	edition.	London:	Sage.

Silverman,	D.	(2007)	A	Very	Short,	Fairly	Interesting,	Reasonably	Cheap
Book	about	Qualitative	Research.	London:	Sage.

Silverman,	D.	(2010)	Doing	Qualitative	Research,	third	edition.	London:
Sage.

Silverman,	D.	(ed.)	(2011)Qualitative	Research:	Theory,	Method	and	Practice,
third	edition.	London:	Sage.

Silverman,	D.	(2013a)Doing	Qualitative	Research,	fourth	edition.	London:
Sage.

Silverman,	D.	(2013b)	A	Very	Short,	Fairly	Interesting,	Reasonably	Cheap
Book	about	Qualitative	Research,	second	edition.	London:	Sage.

Silverman,	D.	(2013c)	‘What	counts	as	qualitative	research?	Some	cautionary
comments’,	Qualitative	Sociology	Review,	9	(2):
www.qualitativesociologyreview.org/ENG/volume25.php.

Silverman,	D.	and	Jones,	J.	(1976)	Organizational	Work:	The	Language	of
Grading/The	Grading	of	Language.	London:	Collier	Macmillan.

Silverman,	D.	and	Torode,	B.	(1980,	republished	2013)	The	Material	Word:
Some	Theories	of	Language	and	its	Limits.	London:	Routledge.

Simmel,	G.	(1950)	Sociology.	Glencoe,	IL:	Free	Press.

Singleton,	R.,	Straits,	B.,	Straits,	M.	and	McAllister,	R.	(1988)	Approaches	to
Social	Research.	Oxford:	Oxford	University	Press.

Skelton,	J.R.,	Wearn,	A.M.	and	Hobbs,	F.D.	(2002)	‘A	concordance-based

http://www.qualitativesociologyreview.org/ENG/volume25.php


study	of	metaphoric	expressions	used	by	general	practitioners	and	patients
in	consultation’,	British	Journal	of	General	Practice,	52	(475):	114–18.

Slater,	D.	(1989)	‘Corridors	of	power’.	In	J.	Gubrium	and	D.	Silverman	(eds),
The	Politics	of	Field	Research:	Sociology	Beyond	Enlightenment.	London:
Sage.

Small,	M.	(2009)	‘“How	many	cases	do	I	need?”	On	science	and	the	logic	of
case	selection	in	field-based	research’,	Ethnography,	10	(1):	5–38.

Smith,	D.	(1996)	‘The	relations	of	ruling:	a	feminist	inquiry’,	Studies	in
Cultures,	Organizations	and	Societies,	2	(2):	171–90.

Smith,	M.	(1995)	‘Ethics	in	focus	groups:	a	few	concerns’,	Qualitative	Health
Research,	5	(4):	478–86.

Speer,	S.	(2002)	‘“Natural”	and	“contrived”	data:	a	sustainable	distinction?’,
Discourse	Studies,	4	(4):	511–25.

Spicer,	N.	(2004)	‘Combining	qualitative	and	quantitative	methods’.	In	C.
Seale	(ed.),	Researching	Society	and	Culture,	second	edition.	London:
Sage,	pp.	293–304.

Spradley,	J.P.	(1979)	The	Ethnographic	Interview.	New	York:	Holt,	Rinehart
&	Winston.

Stake,	R.	(1994)	‘Case	studies’.	In	N.	Denzin	and	Y.	Lincoln	(eds),	Handbook
of	Qualitative	Research.	Thousand	Oaks,	CA:	Sage,	pp.	236–47.

Stanley,	L.	and	Wise,	S.	(1983)	Breaking	Out:	Feminist	Consciousness	and
Feminist	Research.	London:	Routledge.

Stimson,	G.	(1986)	‘Place	and	space	in	sociological	fieldwork’,	Sociological
Review,	34	(3):	641–56.

Strauss,	A.	and	Corbin,	J.	(1990)	Basics	of	Qualitative	Research.	Thousand
Oaks,	CA:	Sage.

Strauss,	A.	and	Corbin,	J.	(1994)	‘Grounded	theory	methodology:	an
overview’.	In	N.	Denzin	and	Y.	Lincoln	(eds),	Handbook	of	Qualitative
Research.	Thousand	Oaks,	CA:	Sage,	pp.	273–85.

Strong,	P.	(1979)	The	Ceremonial	Order	of	the	Clinic.	London:	Routledge.

Stubbs,	M.	(1981)	‘Scratching	the	surface’.	In	C.	Adelman	(ed.),	Uttering,
Muttering:	Collecting,	Using	and	Reporting	Talk	for	Educational	Research.
London:	Grant	McIntyre.

Suchman,	L.	(1987)	Plans	and	Situated	Actions:	The	Problem	of
Human–Machine	Communication.	Cambridge:	Cambridge	University



Press.

Sudnow,	D.	(1968a)	Passing	On:	The	Social	Organization	of	Dying.
Englewood	Cliffs,	NJ:	Prentice	Hall.

Sudnow,	D.	(1968b)	‘Normal	crimes’.	In	E.	Rubington	and	M.	Weinberg
(eds),	Deviance:	The	Interactionist	Perspective.	New	York:	Macmillan.

ten	Have,	P.	(1998)	Doing	Conversation	Analysis:	A	Practical	Guide.	London:
Sage.

ten	Have,	P.	(2007)	Doing	Conversation	Analysis,	second	edition,	Introducing
Qualitative	Methods	Series.	London:	Sage.

Tesch,	R.	(1991)	Qualitative	Research:	Analysis	Types	and	Software	Tools.
Lewes:	Falmer	Press.

Thomas,	W.	and	Znaniecki,	F.	(1927)	The	Polish	Peasant	in	Europe	and
America.	New	York:	Alfred	Knopf.

Thornberg,	R.	(2008)	‘School	children’s	reasoning	about	school	rules’,
Research	Papers	in	Education,	23	(1):	37–52.	Online:
http://dx.doi.org/10.1080/02671520701651029.

Toynbee,	P.	(2008)	‘Labour	is	bound	to	bypass	the	lessons	of	the	58ers’,
Guardian,	18	August.

Tucker-McLaughlin,	M.	and	Campbell,	K.	(2012)	‘A	grounded	theory
analysis:	Hillary	Clinton	represented	as	innovator	and	voiceless	in	TV
news’,	Electronic	News,	6	(1):	3–19.

Venkatesh,	S.	(2008)	Gang	Leader	for	a	Day.	London:	Allen	Lane.

Voysey,	M.	(1975)	A	Constant	Burden.	London:	Routledge.

Walsh,	D.	(2004)	‘Doing	ethnography’.	In	C.	Seale	(ed.),	Researching	Society
and	Culture.	London:	Sage,	pp.	217–32.

Warren,	A.	(1988)	Gender	Issues	in	Field	Research,	Qualitative	Research
Methods,	Volume	9.	Newbury	Park,	CA:	Sage.

Warren,	A.	and	Rasmussen,	P.	(1977)	‘Sex	and	gender	in	fieldwork	research’,
Urban	Life,	6	(3):	359–69.

Watson,	R.	(1997)	‘Ethnomethodology	and	textual	analysis’.	In	D.	Silverman
(ed.),	Qualitative	Research,	London:	Sage,	pp.	80–98.

Weatherburn,	P.	and	Project	SIGMA	(1992)	‘Alcohol	use	and	unsafe	sexual
behaviour:	any	connection?’.	In	P.	Aggleton,	P.M.	Davies,	P.	Davies	and	G.
Hart	(eds),	AIDS:	Rights,	Risk	and	Reason.	London:	Falmer	Press.

http://dx.doi.org/10.1080/02671520701651029


Webb,	B.	and	Stimson,	G.	(1976)	‘People’s	accounts	of	medical	encounters’.
In	M.	Wadsworth	(ed.),	Everyday	Medical	Life.	London:	Martin	Robertson.

Weber,	M.	(1946)	‘Science	as	a	vocation’.	In	H.	Gerth	and	C.W.	Mills	(eds),
From	Max	Weber.	New	York:	Oxford	University	Press.

Weber,	M.	(1949)	Methodology	of	the	Social	Sciences.	New	York:	Free	Press.

Wetherell,	M.	(1998)	‘Positioning	and	interpretative	repertoires:	conversation
analysis	and	post-structuralism	in	dialogue’,	Discourse	Society,	9	(3):
387–412.

Wetherell,	M.	and	Potter,	J.	(1992)	Mapping	the	Language	of	Racism:
Discourse	and	the	Legitimation	of	Exploitation.	Brighton:
Harvester/Wheatsheaf;	New	York:	Columbia	University	Press.

Whyte,	W.F.	(1949)	‘The	social	structure	of	the	restaurant’,	American	Journal
of	Sociology,	54	(4):	302–10.

Whyte,	W.F.	(1980)	‘Interviewing	in	field	research’.	In	R.	Burgess	(ed.),	Field
Research:	A	Sourcebook	and	Field	Manual.	London:	Allen	&	Unwin.

Wibeck,	V.	(2014)	‘Social	representations	of	climate	change	in	Swedish	lay
focus	groups:	local	or	distant,	gradual	or	catastrophic?’,	Public
Understanding	of	Science,	23	(2):	204–19.

Widdicombe,	S.	and	Wooffitt,	R.	(1995)	The	Language	of	Youth	Subcultures:
Social	identity	in	action.	London:	Harvester/Wheatsheaf.

Wilkinson,	S.	(2011)	‘Focus	group	research’.	In	D.	Silverman	(ed.),
Qualitative	Research,	third	edition.	London:	Sage,	pp.	168–84.

Wilkinson,	S.	and	Kitzinger,	C.	(2000)	‘Thinking	differently	about	thinking
positive:	a	discursive	approach	to	cancer	patients’	talk’,	Social	Science	and
Medicine,	50	(6):	797–811.

Wilkinson,	S.	and	Kitzinger,	C.	(2003)	‘Constructing	identities:	a	feminist
conversation	analytic	approach	to	positioning	in	action’.	In	R.	Harre	and	F.
Moghaddam	(eds),	The	Self	and	Others:	Positioning	Individuals	and
Groups	in	Personal,	Political	and	Cultural	Contexts.	New	York:
Prager/Greenwood.

Wilson,	W.J.	and	Chaddha,	A.	(2009)	‘The	role	of	theory	in	ethnographic
research’,	Ethnography,	10	(4):	549–64.

Wittgenstein,	L.	(1968)	Philosophical	Investigations.	Oxford:	Basil
Blackwell.

Wolcott,	H.	(1990)	Writing	Up	Qualitative	Research,	Qualitative	Research
Methods	Series	20.	Newbury	Park,	CA:	Sage.



Woolgar,	S.	(1985)	‘Why	not	a	sociology	of	machines?	The	case	of	sociology
and	artificial	intelligence’,	Sociology,	19	(4):	557–72.

Yarrow,	M.R.,	Campbell,	J.D.	and	Burton,	R.V.	(1970)	‘Recollections	of
childhood:	a	study	of	the	retrospective	method’,	Monograph	of	the	Society
for	Research	in	Child	Development,	35	(5)	1–83.

Yeadon-Lee,	T.	(2009)‘Doing	extra-ordinariness:	trans-men’s	accomplishment
of	“authenticity”	in	the	research	interview’,	Qualitative	Research,	9	(3)
243–61.

Yin,	R.	(2009)	Case	Study	Research:	Design	and	Methods,	fourth	edition.
Thousand	Oaks,	CA:	Sage.

Zickar,	M.	and	Carter,	N.	(2010)	‘Reconnecting	with	the	spirit	of	workplace
ethnography:	a	historical	review’,	Organizational	Research	Methods,	13
(2):	304–19.

Zimmerman,	D.	(1974)	‘People	work	and	paper	work’.	In	R.	Turner	(ed.),
Ethnomethodology.	Harmondsworth:	Penguin.

Zimmerman,	D.	(1992)	‘The	interactional	organization	of	calls	for	emergency
assistance’.	In	P.	Drew	and	J.C.	Heritage	(eds),	Talk	at	Work.	Cambridge:
Cambridge	University	Press,	pp.	418–69.

Zimmerman,	D.	and	West,	C.	(1975)	‘Sex	roles,	interruptions	and	silences	in
conversations’.	In	B.	Thorne	and	N.	Henley	(eds),	Language	and	Sex.
Rowley,	MA:	Newbury	House,	pp.	105–29.



Author	Index

Abrams,	L.	66
Abrams	P.	49,	94,	107
Adler	P.A.	239
Adler	P.	239
Agar	M.	49,	77–78,	81,	213,	233
Alasuutari	P.	65,	73,	94–95,	126,	314,	448
Ali	S.	149
Altheide	D.	83
Antaki	C.	352,	428
Arber	S.	58
Arbus	D.	234–235
Ashmore	M.	321
Atkinson	J.M.	276,	333,	337,	340
Atkinson	P.	17,	41,	47,	55–56,	77,	92,	118,	170,	180,	183,	196,	200–201,
233,	235,	245,
248,	251,	256,	260–262,	279–282,	285–287,	314,	431,	448
Austin	J.L.	318–319

Back	L.	146,	161
Baddeley	A.	175
Baker,	C.	172–173,	186,	197
Bales	R.	282
Bamberg	M.	133–134
Barbour	R.	227
Barthes	R.	366–368,	379,	381
Baruch	G.	44,	181,	191–196,	432
Basso	C.	236
Bateson	G.	356–357
Bauer	M.	116
Becker	H.	73,	97–98,	106–107,	238–239,	245,	356,	369,	392–393,
402–403,	406–407,	439
Belzile,	J.	207
Berelson	B.	44,	116
Bhatt	C.	395,	397
Billig	M.	321,	349
Birdwhistell	R.	357
Blaxter,	M.	216
Bloor	M.	93–94,	96–97,	107,	206–208,	214–215,	227,	253,	407,



411–413,	420–421,	425
Blumer	H.	15
Boden	D.	241,	293
Boje	D.	133
Brannen	J.	28
Brei,	V.	295
Brekhus	W.	263
Brenner	M.	177,	183
Brewer	J.	230,	238,	253
Brewis,	J.	148
Brown	A.	400–401,	409
Bryman	A.	11–12,	21–22,	28,	56,	58,	62–64,	81,	85,	94,	125,	233–235
Buckholdt	D.	44,	282,	289–290
Bulmer	M.	460
Burton	L.	192–193,	195
Bury	M.	447
Buscatto	M.	xxiv,	241,	248–249,	273
Byrne	B.	171–172,	223
Byrne	P.	442

Caelli,	K.	106
Cain	M.	78
Callon,	M.	440
Chandler	D.	368
Chapman	D.	14
Charmaz	K.	xxiv,	27,	73,	95,	119–123,	125–127,	132,	137,	201,	203,
386,	392–394,	397
Charteris-Black	J.	283
Cherry,	N.	175
Cicourel	A.	8,	15–17,	44,	282,	291–292,	401,	442
Clavarino	A.	21,	88,	439
Clayman	S.	86,	242–243,	241,	341–342,	346,	356
Coffey	A.	170,	201,	279–280,	285,	314,	448
Corbin	J.	54,	125,	407,	448
Cortazzi	M.	134
Cuff	E.	340
Culler	J.	128–129,	363
Cunliffe,	A.	231	Czarniawska	B.	133,	241,	250–252,	314,	455

Dalton	M.	249,	416
Davies	K.	358–359
Deegan	M.	44,	238



Delamont	S.	231,	246,	249
Denzin	N.	8,	17,	56,	61,	73,	77,	92,	179,	181,	183,	356,	403,	423,	429,
448
Dey	I.	125
Dingwall	R.	92,	153,	261,	403–404
Dirksen,	V.	243
Dixon-Woods	M.	400
Douglas	M.	237–238,	435,	447
Drew	P.	337,	340,	343,	345–346
Duncombe	J.	223–224
Durkheim	E.	122,	236,	272,	276,	456
Dutton,	J.	101,	103

Eberle	T.	230,	273
Edwards	D.	326–327,	349
Eldridge	J.	10
Emerson	R.	73,	257
Emmison	M.	180,	356,	360,	365–366,	379–380
Engebretson	J.	264
Estroff	S.	145
Ervin-Tripp	S.	151
Ewenstein,	B.	360

Fielding	J.	15,	81,	90–92,	94,	96,	143,	146,	148,	456
Fielding	N.	15,	81,	90–92,	94,	456
Filmer	P.	13
Finch	J.	44
Flewitt,	R.	360
Flyvberg	B.	6,	63,	70–71
Fontana	A.	166,	176,	203
Foucault	M.	37,	55,	254,	380,	429–430
Frake	C.	93,	236
Frey	J.	166,	176,	203
Frith	H.	210,	253,	335–336,	420

Gabriel	Y.	133
Gabrielatos,	C.	284
Garfinkel	H.	9,	13,	15,	92–93,	246,	268,	281,	289,	292–293,	336,	428,
435,	445,	447,	454–455
Gatrell	C.	161
Geer	B.	97,	106,	245,	263
Geertz	C.	69,	263,	456



Gilbert	N.	28,	256,	276,	321–322,	434,	444
Gladwin	T.	372
Glaser	B.	63,	95,	99,	119,	124,	238,	453
Glassner	B.	32–33,	86,	188–191,	195–197,	203
Gobo	G.	54,	58,60,	63–64,	67–68,	71–73,	96,	107,	151,	230,	246,	273,
448
Goffman	E.	98,	122,	235,	239–242,	250–252,	260,	299,	334–335,	341,
352,	356,	380,	405,	409,	453
Goodman	S.	298–299
Gouldner	A.	403
Grahame	P.	5
Guba	E.	53
Greimas	A.	128–129
Greatbatch	D.	342–343,	356
Gubrium	J.	xxiv,	17,	24–27,	41,	44,	53–54,	73,	126,	129,	133,	137,
168–169,	172,	174–175,	178–179,	182–185,	187–188,	191,	195–200,
203,	263,	266,	269–273,	282,	285–286,	289–290,	300,	302,	311,	347,
396,	430,	445,	448,	452

Hadley	R.	410,	425
Haldar	M.	300
Halfpenny	P.	7
Halkier	B.	210,	222,	227
Hammersley	M.	5–6,	17,	21–22,	27,	47,	56,	77–78,	81–83,	90–92,	180,
183,	196,	233,	235,	245,	248,	251,	256,	262,	281,	286–287,	400,	431,
448,	455–456
Hannah	D.	103
Hart	C.	50–52,	56
Hawkes	T.	128,	363
Hay	I.	161
Heath	C.	xv,	6,	88,	181,	331,	334,	352,	357,	360,	369–371,	374–375,
378–379,	381,	412–413
416,	436,	478
Heath	S.	381
Hepburn	A.	101–103,	151,	199,	203,	319–320,	331,	349–350,	352,	417,
421–422
Heritage	J.	211,	317,	333–334,	337,	340,	343–346,	352
Hindess	B.	28,	106,	292
Hindmarsh	J.	273,	381
Holstein	J.	24–27,	41,	53,	129,	137,	168–169,	174–175,	178–179,
182–185,	187–188,	191,	195–198,	200,	203,	263,	266,	271–273,	300,
347,	445,	448,	452



Hookway	N.	158–159,	277–279,	297
Hornsby-Smith	M.	248
Horowitz	I.L.	403
Huberman	A.	46,	56,	246,	262
Hughes	E.	238,	369,	379,	439
Humphreys	L.	143,	145,	254

Israel	M.	161

Jacobs	J.	17
Johnson	J.	83
Jones	J.	253,	287–289,	291,	428
Justesen,	L.	5,	24

Kendall	G.	380,	429
Kelly	M.	149–150
Kendon	A.	357
Kent	G.	150
Kiely	R.	15
Kirk	J.	14,	21,	27,	82–85,	88,	90,	100,	235
Kitsuse	J.	292,	401
Kitzinger	C.	78,	175,	184,	195–197,	203,	219–221,	223–226,	253,
335–337,	347–348,	352,	404–405,	420
Kitzinger,	J.	209
Koppel	R.	410–411,	414–415
Kozinets,	R.	xi,	243–244,	273
Kuhn	T.S.	321
Kusenbach	M.	180
Kvale	S.	175

Laclau	E.	367
Lamont	M.	72,	80
Landsberger	H.	91
Larty,	J.	132–133
Lautsch	B.	103
Law,	J.	440
Lawton	J.	155
Lazarsfeld	P.	206–207
Lê	J.	405
Levinson	S.	331,	334–335
Levi-Strauss	C.	237,	456
Lincoln	Y.	8,	53,	56,	61,	73,	77,	92,	423,	429,	448



Linders	A.	277,	312,	314
Lipset	S.M.	12,	64
Livingston	E.	354–355,	361
Llewellyn	N.	273
Lodge	D.	423
Lomborg	S.	159
Long	B.	442
Loseke	D.	180
Loughlin	J.	86
Luff	P.	xv,	352,	375,	378,	381,	412–413,	416
Lynch	M.	22
Lyons	R.	213

Macnaghten	P.	210–212,	214,	220–221
Madge,	C.	159–160
Maeder	C.	230,	273
Malinowski	B.	44,	235–236
Mann	C.	203
Mannay,	D.	432–433
Markham	A.	203,	243,	297
Marsden	D.	223–224
Marsh	C.	13,	15–16,	23,	28
Marshall	C.	21,	84
Marvasti	A.	10,	16,	35,	44,	116–118,	140–143,	147,152,	155,	160,	247,
250,	356,	362,	386–387,	391,	396–397
Marx	G.	51–52
Marx	K.	368,	403,	407–408,	425,	448
Maseide	P.	177
Mason	J.	46–47,	58,	60,	62–63,	65,	73,	152,	246,	358–359,	448
Maynard	D.	86,	242–243,	264–265,	271,	317,	341,	352,	425,	443–444
McKeganey	N.	253
Mead	M.	356–357
Mehan	H.	80–82,	99–100,	401
Merton	R.	207
Mik-Meyer,	N.	5,	24
Miles	M.	46,	56,	246,	262
Milgram	S.	142–143
Miller	Gale	404
Miller	Gary	250–251
Miller	J.	188–191,	195–197,	203
Miller	M.	14,	21,	27,	82–85,	88,	90,	100,	235
Mills	C.W.	26,	434



Mishler	E.	130–131,	432
Mitchell	R.	125
Moerman	M.	37–38,	41,	273,	302,	435,	444
Moisander	J.	79,	83,	92,	389
Molotch	H.	293
Mulkay	M.	176,	180,	321–322,	434,	444
Murcott	A.	10,	50,	390,	392–395
Murray	L.	359
Myers	G.	210–212,	214,	220–221

Nash	J.	239
Nefes	T.S.	356
Neisser	U.	175
Nelson	B.	37
Newton,	R.	52,	391
Noaks	L.	16,	37,	166,	235,	253,	263,	277,	333

Oakley	A.	178,	432
Oboler	N.	253
O’Brien	M.	40,	439
O’Dochartaigh	N.	51
Oikkonen	V.	130
O’Malley	C.	16
Oreszczyn	S.	408–409

Park	R.	238
Peräkylä	A.	73,	99,	103,	107,	180,	252,	254,	256,	332,	336,	344,	348,
352,	434
Phelps	R.	49,	51
Pink	S.	153,	358–359
Pollner,	M.	268
Popper	K.	70,	82,	321,	452
Potter	J.	xxiv,	7,	101–103,	151,	169–170,	196,	199,	203,	207,	227,	316,
319–321,	324–325,	331,	349–350,	352,	417,	421–422,	430–431,	453
Prior	L.	16–17,	42–44,	50,	77,	95,	105,	254,	286,	292,	440
Prior,	M.	184–185
Procter	M.	11–12,	14,	90
Propp	V.	44,	127–129,	282,	366
Puchta	C.	207–208,	227
Punch	K.	10,	35,	149,	390

Radcliffe-Brown	A.R.	44,	235



Rapley	M.	428
Rapley	T.	xxiv,	111–112,	115,	120–121,	123–124,	135–137,	167–169,
172,	177,	181,	184,	195–198,	200,	203,	318,	337,	349,	352,	369–370,
386,	388
Rasmussen	P.	253
Rathje	N.	175
Reason,	P.	93
Richardson,	L.	189–190
Rickford	R.	336
Riessman	C.	xxiv,	76,	126–127,	129–134,	137,	145,	147,	149–150,
156–157,	160–161,	203
Rodgers	B.	175
Rossman	G.	21,	84
Roulston,	K.	173,	175–176,	178,	183
Rowan	J.	93
Rudestam	K.	52,	391
Ryen	A.	41,	140,	146–149,	153,	156–158,	161,	203,	236,	273

Sacks	H.	39–40,	44,	48,	112,	144,	193–194,	196,	219,	225,	230,
239–240,	242,	264–265,	267–269,	271,	273,	281–282,	301–314,	317,
330–331,	336,	338,	340–341,	345,	347–349,	352,	363,	381,	430,	439,
451
Saussure	F.	de	115,	236,	363–368,	428,	435–436,	447
Schegloff	E.	187,	219,	253,	338–340,	345–346,	348–350,	352,	443
Schreiber	R.	178–179
Schwartz	H.	17
Seale	C.	xxiv,	28,	56,	67,	73,	78–79,	83–84,	86,	106–107,	203,	257,
281–285,	430,	448,	453
Sefi	S.	344
Selltiz	C.	20,	90,	116,	174
Sharples	M.	357
Shaw	I.	425
Sheard,	L.	25–26
Sidnell,	J.	352
Simmel	G.	239–240
Singleton	R.	20
Skelton	J.	284
Slater	D.	354
Smith,	D.	241
Smith	P.	365,	379–380
Socrates	xxiii
Speer,	S.	170,	431



Spicer	N.	28
Spradley	J.P.	85
Stake	R.	60–62
Stanley	L.	78,	81
Stewart	F.	203
Stimson	G.	254–256
Stivers,	T.	352
Strauss	A.	54,	63,	95,	99,	119,	124–126,	238,	407,	448,	453
Strong	P.M.	195,	242,	254,	262
Suchman	L.	372–374,	416
Sudnow	D.	10,	17,	105,	242,	292

ten	Have	P.	88,	100,	151,	332,	352,	374
Thomas	W.I.	127
Thornberg,	R.	126
Toynbee	P.	408
Tucker–McLaughlin,	M.	124

Valtonen	A.	79,	83,	92,	389
Voysey	M.	193,	432

Walsh	D.	248
Warren	C.	253
Watson	R.	361
Weatherburn	P.	170–172
Weber	M.	91,	140,	338,	403,	425
West,	C.	346
Wetherell	M.	321,	348–349
White	P.	72,	80
Whyte	W.F.	24,	197,	232–233,	252,	254,	435
Wickham	G.	380,	429
Widdicombe	S.	349
Wilkinson	S.	xxiv,	206,	208–210,	212–221,	224–227,	352
Wilson,	W.J.	64–65
Wincup	E.	16,	37,	166,	235,	253,	263,	277,	333
Wise	S.	78,	81
Wittgenstein	L.	xxiv,	422,	429,	434,	438
Wolcott	H.	247,	256,	397
Wooffitt	R.	349
Woolgar	S.	444–445

Yarrow	M.	175



Yeadon-Lee	T.	185–186
Yin,	R.	62–63

Zickar,	M.	243–244
Zimmerman	D.	344,	346,	369,	371–372
Znaniecki	F.	127



Subject	Index

Access	to	data	xxiii,	10,	30–32,	58–60,	88,	104,	111,	143–144,	152,
158–159,	169,	171–174,	178–179,	182–183,	198,	200–201,	213,	223,
225,	230,	240,	243,	245,	248–254,	261–262,	271–272,	293,	297,	301,
313,	316–317,	391,	422,	430,	445,	453

and	case	studies/ethnography	104,	240,	243–244,	261–262,
271–272,	316,	422,	445
and	documents	293,	313
and	ethics	111,	143–144,	152,	245
and	focus	groups	213,	223,	225
and	gatekeepers	248,	453
and	identity	249–254
and	internet	data	88,	158–159,	243–244,	297
and	interview	data	30,	171–174,	178–179,	182–183,	200–201,	213,
230,	430
and	narrative	analysis	301
and	naturalistic	data	169,	198,	316,	422
easily	obtained	152

alcohol(ism)	25,	37,	95,	126,	141,	151,	170–172,	197–198,	291
analytic	induction	[see	credibility]
anecdotalism	22,	71,	80–82,	95,	100,	106–107,	233,	262,	351,	400,	410,
415,	451
anonymity	143,	148
anthropology	24,	37,	39,	44,	79,	127,	233,	235–238,	251,	302,	356,	366,
368,	415,	435,	444,	451–452,	454,	456
audiences	37,	41,	76,	93,	96,	105.	133–134,	154,	158,	206,	209,	243,
264,	272,	280,	287,	289,	312,	342,	346,	351,	363,	371,	386,	388,
407–415,	420,	424–425,	429,	440–443,	446,	448

and	writing	386,	388
audio-data	audiotapes	xxii,	21,	30,	43,	45,	54–55,	86,	88–89,	93,	144,
151,	170,	202,	233,	243,	256–257,	270,	273,	330–335,	349,	351,
354–355,	370,	374,	454

and	observation/ethnography	256–257,	270
and	quantitative	research	45
ethics	and	151
of	interviews	30,	202
practicalities	of	using	170,	273,	370,	374
reliability	of	88–89,	233,	243



transcribing	331–335
authenticity	41,	44,	78,	91–93,	173,	175,	178–180,	182–183,	185–186,
271,	312,	316–317,	432,	442,	445–446,	452,	455

and	ethnography	271,	445
and	interview	data	175,	178–180,	182–183,	185–186,	316–317,	432
of	narratives	312

Babies	37,	192–193,	266,	302–308,	417
bureaucracy	246
business	xix,	xxi,	69,	133,	157,	207,	240,	243,	249,	293–294,	405

Cancer	21,	88–89,	188,	215–225,	252,	254,	261–262,	282–284,	286,	329,
419
cardiology	102,	257,	259–260,	262,	416–419,	431,	442
case	studies	xxi,	5–8,	57–74,	44,	69–70,	72–73,	98–100,	105,	159,	236,
456

definition	of	69
generalizing	from	72–73
misunderstandings	about	69–70
of	non-Western	societies	44
of	the	internet	159
representativeness	of	57–59

Chicago	School	[see	ethnography]
childhood/children	16,	32–33,	36–37,	40,	44,	62,	64,	68,	97,	101–103,
126,	144–145,	417,	149–150,	152–154,	156,	160,	186–187,	191–196,
206,	222,	250,	259–260,	262,	269–270,	298,	300–308,	314,	317,
320–323,	340,	352,	357–358,	360,	401,	406,	413–414,	416–419,
421–422,	431,	433,	435,	439,	442,	453

and	research	ethics	144–145,	149–150,	152,	160
citizen(ship)	15,	32,	35,	295,	387
classrooms	200,	300,	360,	401
coding	[see	data	analysis]
communication(s)	33,	55,	63,	67,	113–114,	116,	153,	158–159,	178,	203,
208,	230,	256,	267,	284,	296–297,	317,	324,	339,	350,	352,	370,	372,
374,	400,	407,	412–413,	419,	423,	441–442,	444–445
comparative	methods	48,	71–72,	95,	97–99,	106–107,	114,	122–123,
136,	238,	249,	252,	262,	429,	447
Comparative	Keyword	Analysis	(CKA)	281–285
Computer-assisted	qualitative	data	analysis	(CAQDAS)	257
concepts,	conceptualisation	4–5,	17,	22–25,	30,	39,	41–42,	53–56,	66,
79,	85,	96–97,	99–100,	104,	106,	112,	118,	121–123,	136,	172,	183,	199,
234,	236,	247,	250–251,	257,	260,	263,	273,	282,	309,	313,	316,	321,



324,	326–327,	329,	334,	340,	347–348,	351,355,	364–369,	388–389,
392,	394–395,	403,	422,	431,	440,	445,	451–456
Constructionism	xxi-xxii,	6,	14,	23,	25–28,	47,	53,	77,	92,	101,	125–127,
129,	132–134,	137,	148,	159,	183–189,	191–194,	196–197,	202–203,
205,	210,	212,	214–215,	218–221,	225,	227,	261,	263–264,	266–267,
269,	270–271,	273,	277,	279–281,	284–285,	287,	297,	300–301,
312–314,	319–321,	323,	337,	355,	405–406,	427,	429,	440,	451–454

and	actor-network	theory	440
and	CA	337
and	counting	101
and	DA	319–321,	323
and	documents	277,	279–281,	284–285,	287,	300–301,	312–314,
440
and	ethics	148
and	ethnography	261,	263–264,	266–267,	269,	270–271,	273
and	focus	groups	210,	212,	214–215,	218–221,	225,	227
and	grounded	theory	125–126,	132
and	narrative	analysis	127,	129,	132–134,	137,	191
and	political	discourse	405–406
and	the	internet	159,	297
and	visual	data	355
in	interview	research	183–189,	191–194,	196–197,	202–203
____	research	questions	277

consumer,	the	4,	130,	208,	294–295
content	analysis	xxii,	11,	43–44,	87,	116–118,	121,	135,	137,	205,	210,
212–213,	215–219,	226–227,	279,	281–282,	311,	313,	362–363,	380,
451

and	grounded	theory	121,	135
and	MCDs	311
and	visual	data	362–363,	380
of	documents	43–44,	116–118,	281–282,	313
of	focus	group	data	210,	212–213,	215–219,	226–227

conversation	analysis	(CA)	34,	54,	63,	89,	114–115,	135,	200,	210,	225,
308,	314,	318,	332–333,	335–352,	357–369,	404–405,	443,	451

and	feminism	404–405
and	focus	groups	210,	225,	335
and	sequential	organization	114–115,	135,	332
and	transcription	332–333
and	video	data	357–369
compared	to	DA	348–350
fundamental	assumptions	of	336–337
how	to	do	347–348



practical	relevance	of	335–336,	404–405
web	link	to	308

counselling	xix,	6,	34,	46,	63,	71,	99,	103,	113–114,	146,	150,	180,	241,
319,	326–327,	344,	423,	429,	443
credibility	59,	75–108,	115,	176,	400,	428,	451

and	analytic	induction	95,	106,	193,	451
and	comprehensive	data	treatment	100–101,	107,	435
and	deviant	cases	6,	30,	57,	63–65,	69–73,	79,	95,	97,	99–100,
104–107,	114,	193–194,	244,	337,	339,	429,	452
and	falsification	64,	70–71,	82,	104
and	generalizability	13,	15,	17,	22,	57–74,	80,	90,	100–101,	103,
105,	129,	132,	153,	231,	237–238,	400,	404,	432
and	counting/tabulating	15,	17,	20,	43,	86,	80–81,	103,	105–106,
116,	135,	226,	301,	447,	451
and	low-inference	descriptors	84–86,	88,	107,	453
and	representativeness	11,	22,	44,	58,	60,	63,	71,	79–81,	196,	249,
391,	455
and	respondent	validation	91,	93–95,	148,	153,	455
and	triangulation	xxii,	45–47,	91–93,	95,	105,	136,	430,	432,	456
and	validity	90–107
critics	of	____	76–79
evaluating	____	79–81

crime/criminology	10,	16,	19,	32–33,	37,	48,	72,	140,	242,	280,	292,
295,	298,	307–308,	400,	408,	451
critical	discourse	analysis	294–295,	317–318,	452
cultural	studies	379,	423
culture(s)	xxii,	14,	28,	32,	38,	41,	43–44,	66,	77–78,	91,	92–93,	95,	127,
130,	132,	144,	159,	166,	175,	180–182,	184–185,	188–192,	196–198,
201,	209,	231,	233,	235–236,	238–239,	263–264,	276,	278,	280,	287,
295,	323–324,	346,	356,	358–360,	364,	379,	415,	419–420,	423,	435,
441–443,	451–452

adolescent	___	188–191,	419
alien	41,	155–156
and	CA/DA	348
and	ethics	155–156
and	interviews	166,	175,	180–182,	184–185,	188–192,	196–198,
201
and	NA	132
and	representation	41
and	the	internet	159,	278
and	semiotics	364
and	tribes	235–236



organizational	___	287,	379
sub-culture(s)	144,	235,	238–239
Western/Anglo-Saxon	___14,	38,	276,	358

Data	analysis	10,	16,	86–87,	89,	116,	118–123,	125,	109–138,	189,
207–208,	212–213,	215,	221,	257–258,	260,	269,	281,	313,	370,
392–324,	415,	435,	439

coding	in	10,	16,	86–87,	89,	116,	118–123,	125,	135,	137,	189,
207–208,	212–213,	215,	221,	257–258,	260,	269,	281,	313,	370,
435,	439
comprehensive	treatment	of	[see	credibility]
data	display	415
tabulation	[see	credibility]
writing	up	392–394

data	collection	32,	43–44,	55–56,	66,	80,	91,	122–123,	125,	159,	209,
230,	245,	263,	316,	352,	386
death	and	dying	17,	63,	105,	119–120,	124,	155,	238,	276,	292,	324–325
demographic/demography	72,	122,	292,	355
depression	23,	160,	178–179,	245
deviant	cases	[see	credibility]
diaries	xxi,	87,	275,	278,	281,	286,	299–301
disability	121,	126,	144,	289,	352,	410–411
discourse	analysis	(DA)	xiii,	6,	27,	42,	47,	105,	135,	200,	210,	316–330,
348–350,	422,	430,	452–453,	455

and	naturalistic	data	316–317
and	interpretative	repertoires	321–324
and	stake	324–325
and	scripts	326–329
compared	to	CA	348–350
mistaken	use	of	___	42,	47,	200

document	analysis	275–314
Down’s	Syndrome	97,	102–103,	260,	262,	416–419
drug	use	23,	27,	33,	54,	86,	151,	167–168,	170,	172,	197,	199,	213,
216–217,	238–239,	408,	414–415

Economics/economy	9,	25,	34,	116,	292,	294–296,	354–355,	361,
365–366,	368,	405–406,	408,	423,	438
education	xxi,	33–34,	98,	208,	261,	278–279,	290,	292,	352,	396,	401
[see	also	schools]
elderly	people	60,	410–411
empiricism	46,	125
entrepreneurs	132–133,	157



environment,	the	216–218,	237,	295–296,	406
ethics	xxi,	111,	139–162,	179,	199,	233,	239,	243–245,	248,	271,	276,
294–295,	297,	320,	404–405

after	the	study	153–154
and	confidentiality	145–146
and	consent	150–152,	155
and	deception	143–144
and	disreputable	groups	146–147
and	ethical	committees	111
and	exploitation	142–143
and	fieldwork	141
and	other	cultures	155–156
and	payments	141,	147
and	the	internet	157–160,	243–244
and	vulnerable	groups	144–145
ethical	pitfalls	141–148
ethical	safeguards	148–154

ethnicity	37–38,	63,	72,	133,	306,	441
ethnography	24–25,	35,	43,	56,	58,	65,	77,	81,	85–86,	94,	98,	125,
144–145,	153,	155,	161,	197,	214,	217,	229–274,	281,	286–287,
296–297,	302,	313,	316,	330,	341,	349,	354,	358,	360,	363,	369,	401,
404,	415,	420,	428–430,	443,	451–452,	454–456

and	comparative	method	98
and	Constructionism	25,	125,	281
and	generalization	58,	65
and	Naturalism	24–25,	217,	454
and	theory	262–271
CAQDAS	and	___	189
Chicago	School	of	____	44,	232,	238–239,	252,	264,	273,	369,	380,
439,	451
history	of	____	235–245
methods	used	in	___	43,	85–86,	245–262,	358,	363,	430,	455
Post-Modern	___	77

ethnomethodology	53,	112,	235,	242,	263,	267–273,	281,	302–313,	336,
361,	369,	381,	428–429,	435,	439,	452,	454
experiments	11,	13,	17,	63,	67,	81,	83,	102,	105,	142,	230–231,	316,	352,
357–359,	412,	431

Family	19,	30,	36–38,	44,	47,	61,	127,	133,	144–145,	150,	167,	172,	183,
188–189,	216–217,	247,	250,	258–259,	270–272,	282,	290,	300,
303–307,	309–310,	316,	320,	357–358,	418,	430,	442,	445–446,
453–454



feminism/feminist	23,	53,	77–78,	130,	171,	178,	208,	223–224,	253,	303,
352,	403–405,	432
films	307,	354,	356
focus	groups	xxiii,	5–6,	30,	43,	46,	61,	79,	85,	88,	90,	93,	161,	166,
169–170,	205–227,	230,	276,	297,	316,	335,	411,	414,	420,	430–431,
434–435,	453,	455–456

analysis	of	____	79,	90,	208–227
ethics	and	___	161
fashion	for	___	411
recruitment	to	___	61
recording/transcribing	____	88
setting	up	___	166,	206–208,	297
should	we	believe	___	?	434–435

football	60,	199,	305,	433
frames/framing	(Goffman)	68,	183,	252,	260–261,	340,	380,	405–406,
453

Gangs	15,	188–191,	239
gatekeepers	248,	453
gender	4,	38,	40,	53–54,	63,	122,	129–130,	133,	232,	236,	238,	241,	250,
252–253,	276,	282–284,	303,	318,	321,	323,	327,	346–347,	352,	356,
362,	432,	441,	452,	454
generalizations	[see	credibility]
geography	xxi,	40,	159–160
Grounded	Theory	(GT)	6,	17,	27,	42,	52,	69,	73,	95,	111,	114,	118–126,
133,	135,	137,	238,	269,	282,	392,	397,	438,	453,	456

and	data	saturation	69
and	theoretical	saturation	124
building	___	122–124
compared	to	NA	132
Constructionist	___	27,	73
criticisms	of	___	126–127,	269
generalizability	of	132,	238
hypotheses	in	___	95
memo-writing	and	coding	119–122,	269,	392
summary	of	___	125,	453
theoretical	sampling	in	___	122

Health	education	34
Hermeneutics	42
hypotheses	5–7,	11,	17,	36,	41–42,	45,	52,	54–56,	64–67,	70–71,	77,	86,
90,	95–97,	99–100,	102,	110,	112–114,	119,	125,	191,	193,	245,



256–257,	262–263,	348,	402,	418,	428–429,	451–453
beginning	without	___	36,	41–42
defined	___	54–56
inducing	____	45,	66–67,	70,	95,	112–113,	119,	125,	191,	193,
256–257,	262,	418,	452
testing	____	17,	64–65,	70–71,	77,	90,	95–97,	99–100,	113–114,
402

Identity/Identities	18,	38,	121,	127,	131–134,	142,	145–147,	157,	172,
181,	185–186,	188–189,	191–193,	196,	200,	235,	242–243,	245,
249–250,	252,	260,	273,	278,	297,	299,	301–303,	306–307,	311,
318–319,	321–322,	341,	345–347,	432,	436

field	___	245,	249–250,	252,	273
in	CA	345–347
in	DA	319,	321–322
in	semiotics	436
internet	___	243,	278,	296–299

immigrants/immigration	60,	64,	117,	127,	184,	284
Interactionism	53
internet	data	xi,	4,	6,	30,	32–33,	39,	51,	87–88,	111,	118,	157–160,	203,
230,	243–244,	277,	282–283,	296–299,	314,	367,	380–381,	395

as	visual	data	367,	380–381
CKA	and	___	283
collection	of	___	111,	203,	230
Constructionist	analysis	of	___	277
conceptual	frameworks	for	____	297
ethics	of	____	157–160
reliability	of	____	87–88
studying	identities	through	___	243,	296–299

interview	data	xxii-iii,	5–6,	13–15,	19,	22–26,	30,	35,	41–47,	55–56,
58–59,	64,	67,	73,	76,	79,	81,	86–93,	110,	113–115,	119–122,	125–134,
136–137,	142,	145–147,	149,	151–153,	155–157,	160–161,	165–204,
206,	208,	217,	219,	223–226,	230–231,	234,	242,	264,	270,	276,
279–280,	283,	297,	312,	314,	316–319,	321,	323–325,	337,	349,	352,
354–355,	358–359,	387–389,	400,	414,	419,	422,	428,	430–434,	438,
454–456

analysing	___	22,	76,	79,	81,	86,	110,	113–115,	119–122,	125,	337
and	applied	research	400,	409,	414,	419,	422,	431–432,	434,	441,
452
and	CA	352
and	CKA	283
and	Constructionism	183–188,	196–198



and	DA	318–319,	321,	323–325,	349
and	Emotionalism	452
and	ethnography	270,	430
and	‘experience’	19,	23,	30,	35,	230,	234,	280,	432,	434,	441
and	GT	42,	119–122,	125,	438
and	internet	data	297
and	mixed	methods	46–47,	91–93,	136,	234,	279,	316–317,
358–359,	409,	433
and	NA	126–134,	137,	276
and	Naturalism	xxii-iii,	6,	13–14,	24–26,	41,	174–178,	196–198,
217,	355,	454
and	Positivism	174–177,	196–197
and	quantitative	research	43–45
as	researcher-provoked	5,	15,	90,	455–456
ethics	of	___	142,	145–147,	149,	151–153,	155–157,	160–161
how	much	___	do	you	need?	58–59,	64,	67,	73
open-ended	___	166–169
reliability	of	___	87–90
status	of	___	166–169
student	examples	of	_	42
transcribing	_	89–90

Interview	Society	55–56,	317

Journalism	8,	32,	76,	78,	113,	153,	209,	264,	272,	404,	408,	423,	446

Laboratory	studies	7,	16,	22,	81,	142,	230–231,	242,	316,	321,	329,	345,
412,	430,	445,	453
Law	34,	37–38,	46,	61,	79,	117,	144,	181,	265,	270,	272,	284,	298,	318,
344,	352,	410–411,	434,	445
lesbian[s]	172,	199,	224–225,	404–405
life	histories	9,	44,	166,	203,	213
linguistic(s)	77–78,	184–185,	212,	236,	276,	280–281,	283,	293,	318,
352,	363–364,	435,	452,	456
literature	reviews	48–52,	56,	390–392,	395,	397
longitudinal	studies	15,	66,	170,	206

vs	retrospective	studies	13,	171,	175,	178,	201,	224–225,	404,	455
low-inference	descriptors	[see	credibility]

Management	33,	36–37,	61,	69,	101,	103,	133,	145,	148,	248–251,	294,
309–310,	375,	405–406,	409,	411–412,	416,	422–423
masculinity	132
mass	media/media	studies	4,	8,	11,	19,	32–33,	37,	41,	46,	55,	124,	173,



180–181,	200,	208–209,	234,	316,	352,	366,	368,	413–415,	432,	441,
446
membership	categorization	devices	[MCDs]	193–199,	304–306
mental	health/illness	14,	98,	145,	151–152,	160,	241–242,	352
mixed	methods	46–47,	91–93,	136,	208,	234,	279,	316–317,	358–359,
409,	433

student	examples	of	___	46
models	[of	social	research]	xxii,	6–7,	10,	23–28,	47,	53–55,	69,	82,	87,
92,	97,	99–100,	104,	106,	125–128,	132,	196–198,	202,	244,	247,
263–264,	266–267,	273,	285,	302,	316,	319,	355,	380–381,	427,	429,
439,	451–452,	454–455
museums	6,	61–62,	356

Narratives	and	Narrative	Analysis	[NA]	6,	13,	27,	46,	71,	88,	114.
126–134,	137,	173,	178,	189–191,	196,	198,	200,	261,	263,	266,	276,
279,	281,	285–286,	295,	301,	311–313,	326,	352,	359,	366,	368,	432,
454

and	case	studies	781
and	Constructionism	27,	127,	137
and	mixed	methods
and	visual	data	359
compared	to	GT	132
how	to	do	____	114,	129–134,	137,	198
student	examples	of

Naturalism	xxi,	6,	23–25,	27–28,	53,	91,	93,	112,	177–183,	187,	189.
196,	202,	235,	253,	263–266,	270,	273,	316,	380,	424,	430,	442,	451,
454–455

____	and	credibility	53
____	and	ethnography	235,	253,	263–266,	270,	273,	380
____	and	‘experience’	112,	424
_____	and	interviews	177–183,	187,	189,	196,	202,	264
____	compared	to	other	research	models	23–25,	27,	53,	91,	266,
273,	451,	455

naturalistic/naturally-occurring	data	xxii,	73,	202,	316,	352
nurses/nursing	47,	67,	105,	187–188,	195,	209,	218,	254,	304,	413–414,
431

organizations	63,	67,	98,	103,	133,198,	207,	243–244,	249,	273,	281,
285–291,	405

organizational	actors	405
organizational	change	103
organizational	discourses	198



organizational	documents	281,	285–291
organization	studies	133

Paradigms	22,	27,	53,	321,	364–365,	367,	436
phenomenology	42,	53,	111,	178,	454
photographs	32,	151,	234,	253–254,	300,	311,	356–360,	367,	379–381,
410,	433
pilot	studies	116
police/policing	10,	32,	36,	40,	46,	143,	209,	230,	242,	291,	307,	338,
341,	343
policy	and	practice	in	qualitative	research	399–426
politics,	political	science	7,	12,	32,	35–37,	44,	56,	60,	62,	78–80,	105,
117,	122,	124,	133,	140,	143,	146,	152,	177,	179,	182,	233,	279–280,
283,	295,	298,	317,	321,	336,	348,	354,	367–368,	379,	387,	389,
402–403,	405,	408,	411
Positivism	xxii,	13,	22–23,	53,	173–177,	179,	187,	196,	202,	405

____	in	interview	research	173–177,	187,	196,	202
Postmodern(ism)	23,	35,	77,	180,	368,	379–380,	387,	396,	429,	441,
447,	455
psychology	67,	143,	150–151,	170,	192–193,	195,	199,	203,	208,	210,
220,	234,	252,	272,	282,	319–320,	326,	337,	348,	349–350,	355,	366,
412
purposive	sampling	[see	samples]
puzzles	237,	272,	332

Quantitative	data/research	4–28,	30,	39,	43–46,	54–55,	58–59,	67,	69,
71,	81–84,	86–87,	90–91,	96,	99–100.	102,	104–106,	110,	112,	116,	118,
122,	155,	170–171,	210,	212–213,	215–216,	226,	230,	233,	245,	276,
281–283,	313,	316,	347,	351,	363,	400–402,	411,	414,	424,	428,	430,
432,	435,	439,	441,	451,	453–454,	456

and	content	analysis	116,	118,	210,	212–213,	215–216,	226,	313
and	methodology	54–55
and	observation	230,	233,	245
and	operational	definitions	71,	118
and	Positivism	23–24,	439
and	sampling	58–59,	122
and	statistics	106,	110,	112,	451
and	variables	112,	171,	276,	400
appeal	of	___	8–10,	400
combined	with	qualitative	research	18–20,	411
coding	in	___	435
context	in	___	347



correlations	in	___	82,	99–100
credibility	of	8,	112
deviant	cases	in	99,	104
ethics	in	___	155
evaluating	___	79
generalization	in	69
in	CKA	281,	283
in	surveys	170,	363,	401
missing	phenomenon	in	18–20
research	design	in	65,	418
reliability	in	___	21,	83–84,	86–87,	282,	316
sampling	in	___	8,	10–13,	15–17,	20,	30,	43–44,	67,	69	104–105,
116,	155.	173,	282
sense	and	nonsense	of	___	9–17,	19
statistics	in	___	96
validity	in	___	90–91,	104,	114,	351
variables	in	___	14
versus	qualitative	research	4–11,	19–20,	27–28,	43–46,	65,	102,
114,	283,	351,	401–402,	424,	430,	435,	439,	451

Rapport	24,	148,	166,	178,	253
and	gender	253
___	in	ethnography	24,	148
___	in	interviews	166,	178

reflexivity	66,	319
reliability	xxii,	8,	11,	13–14,	21,	23–24,	86–90,	233,	243,	282,	316

____	of	audiotapes	88–89,	233,	243
____	internet	data	77–78
____	interview	data	87–90
____quantitative	data	14,	83–84,	86–87,	282,	316

research	design	24,	29–56,	59,	65,	67,	86,	140,	175,	208,	233–234,	391,
406,	418,	430,	433
research	diaries	[see	writing]
research	proposals	23,	72,	156
research	topics	31–42

choosing	a	qualitative	___	31–34
formulating	a	____	34–39

respondent	validation	[see	credibility]
retrospective	studies,limits	of	[see	longitudinal	studies]

Samples,	sampling	[in	qualitative	research]	[see	also	case	studies]	60–69,
99,	101,	112,	118,	122–123,	125–126,	135,	137,	170,	195,	199,	301,



311–312,	362,	411,	414,	417–418,	430,	455
_____	social	relations	and	social	processes	67–69
emergent	character	of	____	66–67
purposive	60–62
random	4,	62–69,	414
small	samples	72–73
snowball	samples	178
student	examples	of	58–59,	61
targeted	312
theoretical	106,	122

schools	xxiii,	23,	27–28,	30,	32,	59,	64,	98,	119,	124,	126,	133,	188,	190,
200,	242,	248,	272,	279,	288,	292,	300
semiotics	363–368,	380–381,	423–424,	428,	455
sexuality	14,	33–34,	61,	78,	126,	143–144,	147,	160,	170–171,	185–186,
190,	209,	224–225,	253,	291,	320,	327,	337,	420–422,	430
social	media	26,	78,	158–159,	202,	354,	356
social	science	81–83
sociology	xix,	26,	61,	79,	121,	133,	146,	177,	208,	231,	238,	249,
264–265,	273,	280,	301,	349–350,	352,	355–356,	362,	369,	379,	413,
416,	444,	447
subjectivity	xxii,	7,	25–26,	28,	56,	100,	175,	178–179,	184,	189,	197,
270,	337,	442,	446
suicide	112,	160,	269,	305,	317
supervisor/supervision	51,	110
survey	research	4–11,	13–15,	17,	28,	34,	43–45,	60,	67,	82,	86,	90–91,
99–103,	105,	143,	155,	170,	363,	401

Talk,	analysis	of	315–352
team	research	99,	151,	231,	260,	400
television	4,	122,	124,	144,	151,	158,	230,	244,	445
thematic	analysis	xxii,	122,	178,	206,	210,	212–218,	220–221,	226–227,
260,	281–282,	456
theories,	theory	4–7,	14,	27,	39–42,	46–48,	50,	52–54,	56–58,	60–66,
69–73,	76,	79,	80–82,	84,	86–87,	91–92,	97–98,	100,	109–137,	172–187,
208–220,	262–273,	281,	302–313,	345–346,	348–350,	356,	379–381,
390,	438–447

___	and	data	analysis	109–137
___	and	documents	281,	302–313
___	and	ethnography	262–273
___	and	focus	groups	208–220
___	and	interviews	172–187
___	and	talk	355–356,	348–350



___	and	visual	images	356,	379–381
transcription	[see	audiotapes,	CA,	focus	groups,	interview	data,	visual
data]
transsexuals	185–186
triangulation	[see	credibility]

Validity	[see	credibility]
variables	[see	quantitative	research]
visual	data	43,	45,	85,	93,	153,	206,	254–256,	264,	281,	297,	316,	333,
339,	354–379

___	and	content	analysis	362–363
___	and	doing	video	analysis	369–370
___	and	semiotics	363–368
___	and	workplace	studies	369–379
___	in	documents	281,	297
___	in	ethnography	254–256
___	in	focus	groups	206
___	in	interviews	153,	264,	357–359
___	in	talk	333,	339
Kinds	of	____	354–357
Naturalistic	___	359–362
Quasi-experimental	___	357–358
Transcribing	____	371

vulnerable	groups	[see	ethics]

Writing	385–398
____	research	diaries	4,	76
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