Research Methods
for Nurses,
Midwives and
Health Professionals

Colin Rees

WILEY Blackwell






Rapid Research Methods for Nurses,
Midwives and Health Professionals






Rapid Research
Methods for
Nurses,
Midwives and
Health
Professionals

Colin Rees
Lecturer (retired)

School of Health Care Sciences
Cardiff University

Cardiff, UK

WILEY Blackwell



This edition first published 2016 © 2016 by John Wiley and Sons, Ltd

Registered office: John Wiley & Sons, Ltd, The Atrium, Southern Gate,
Chichester, West Sussex, PO19 85Q, UK

Editorial offices: 9600 Garsington Road, Oxford, OX4 2DQ, UK
The Atrium, Southern Gate, Chichester, West Sussex,
PO19 8SQ, UK
111 River Street, Hoboken, NJ 07030-5774, USA

For details of our global editorial offices, for customer services and for information about how to apply
for permission to reuse the copyright material in this book please see our website at
www.wiley.com/wiley-blackwell

The right of the author to be identified as the author of this work has been asserted in accordance with
the UK Copyright, Designs and Patents Act 1988.

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or
transmitted, in any form or by any means, electronic, mechanical, photocopying, recording or otherwise,
except as permitted by the UK Copyright, Designs and Patents Act 1988, without the prior permission
of the publisher.

Designations used by companies to distinguish their products are often claimed as trademarks. All brand
names and product names used in this book are trade names, service marks, trademarks or registered
trademarks of their respective owners. The publisher is not associated with any product or vendor
mentioned in this book. It is sold on the understanding that the publisher is not engaged in rendering
professional services. If professional advice or other expert assistance is required, the services of a
competent professional should be sought.

The contents of this work are intended to further general scientific research, understanding, and
discussion only and are not intended and should not be relied upon as recommending or promoting a
specific method, diagnosis, or treatment by health science practitioners for any particular patient. The
publisher and the author make no representations or warranties with respect to the accuracy or
completeness of the contents of this work and specifically disclaim all warranties, including without
limitation any implied warranties of fitness for a particular purpose. In view of ongoing research,
equipment modifications, changes in governmental regulations, and the constant flow of information
relating to the use of medicines, equipment, and devices, the reader is urged to review and evaluate the
information provided in the package insert or instructions for each medicine, equipment, or device for,
among other things, any changes in the instructions or indication of usage and for added warnings and
precautions. Readers should consult with a specialist where appropriate. The fact that an organization or
Website is referred to in this work as a citation and/or a potential source of further information does not
mean that the author or the publisher endorses the information the organization or Website may
provide or recommendations it may make. Further, readers should be aware that Internet Websites listed
in this work may have changed or disappeared between when this work was written and when it is
read. No warranty may be created or extended by any promotional statements for this work. Neither the
publisher nor the author shall be liable for any damages arising herefrom.

Library of Congress Cataloging-in-Publication Data applied for.
ISBN: 9781119048411
A catalogue record for this book is available from the British Library.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may
not be available in electronic books.

Cover image: ©alejandro rivera/gettyimages

Set in 7.5/9.5pt Frutiger Light by SPi Global, Chennai, India

1 2016


http://www.wiley.com/wiley-blackwell

‘For my wife Brenda, with thanks for her help
and support’






vii

Contents

Introduction, xi

Abstract, 1

Accidental sampling, 1

Action research, 2

Aim, 3

Analysis of Variance (ANOVA), 4
Analysis of Covariance (ANCOVA), 5

Anonymity, 6
Audit, 7
Audit trail, 8

Back chaining, 9

Bar graph, 10

Before and after designs, 11
Beneficence, 12

Bias, 13

Blinding, 14

Bracketing, 15
Case—control study, 16
Causal relationship, 17
Cell, 18

Chi-square test (y?), 19
Clinical trial, 19

Closed (close-ended, fixed choice) questions, 20
Cluster sample, 21
Coding, 22

Cohort study, 23
Concept definition, 24
Confidentiality, 25
Confirmability, 26
Confounding variable, 27
Contingency table, 27
Control group, 28
Convenience sample, 29
Correlation, 30

Covert observation, 31
Credibility, 32

Cross-over design, 33
Cross-sectional study, 34



viii Contents

Critique, 35

Data, 36

Database, 37

Data saturation, 38
Demographic data, 39
Dependent variable, 40
Descriptive statistics, 41
Double-blind study, 42
Ethics, 43

Ethics committee, 45
Ethnographic research, 46
Exclusion criteria, 46
Experimental design, 47
Ex post facto studies, 49
Face validity, 50
Fieldwork diary, 51
Fieldwork, 52

Findings, 53

Fittingness, 54

Focus group, 55

Forward chaining, 56
Frequency distribution, 57
Generalisability, 58

Grey literature, 59
Grounded theory, 60
Hawthorne effect, 61
Hermeneutics, 62
Heterogeneity and homogeneity, 63
Hierarchy of evidence, 64
Histogram, 65
Homogeneity, 65
Hypothesis, 66

Inclusion and exclusion criteria, 67
Inferential statistics, 68
Independent variable, 69
Informed consent, 70
Interval data, 70
Interviews, 71

Inverse relationship, 72
Judgemental sample, 73
Justice, 73

Key informant, 74

Key words, 75

Levels of measurement, 76



Contents ix

Likert scale, 78

Literature review, 79
Manipulation, 80

Masking, 80

Measures of central tendency, 81
Mean, 81

Measures of dispersion, 82
Meta-analysis, 83

Mode, 83

Median, 83

Naturalistic research, 84
Non-maleficence, 84

Nominal data, 84

Non-probability sampling methods, 85
Normal distribution, 86

Null hypothesis, 86

Observation, 87

Observational designs, 88

Open questions, 89

Operational definition, 90
Opportunity sample, 90

Qutliers, 91

Ordinal data, 91

p Values, 92

Paradigm, 95

Phenomenology, 96

PICO, 96

Pilot study, 97

Population, 98

Power analysis, 99
Pretest—posttest designs, 99
Principles of research, 100
Probability sampling methods, 100
Prospective and retrospective study designs, 101
Qualitative research designs, 102
Quantitative research designs, 104
Quasi-experimental research, 105
Questionnaires, 106

Quota sampling, 106
Randomisation, 107

Randomised controlled trials (RCTs), 108
Range, 108

Ratio data, 108

Reflexivity, 108



X Contents

Reliability, 109

Research, 110

Research design, 111

Research method, 112
Response rate, 112
Retrospective study, 112
Review of the literature, 112
Rigour, 113

Sample, 114

Sampling methods, 114
Sampling frame, 116
Self-report, 116

Snowball sample, 116

Social desirability, 116
Statistical analysis, 116

Survey, 117

Systematic reviews of the literature, 117
Table, 118

Thick data, 119

Transferability, 119
Triangulation, 119
Trustworthiness, 119

Type |, Type Il, Type Il errors, 120
Unstructured interviews, 122
Unstructured observations, 123
Validity, 124

Variable, 126



Xi

Introduction

The skill of understanding research reports and relating them to clinical practice is an essen-
tial part of being a health professional. However, understanding the language of research
can be a considerable challenge as there are not only many unfamiliar words to learn, but
those that are familiar, such as ‘significant’, have a different meaning from their everyday
use. A useful solution to is an easy-to-read quick reference book that will explain key words
as well as some of the ‘need to know’ principles on the topic.

This new addition to the ‘Rapid’ series takes some of the most frequently used words
in research and reveals their meaning in simple terms and explains how they are applied in
context. There are many of the same features as those already in the ‘Rapid’ series, including
the use of helpful headings under each entry. The emphasis of the book is on helping
healthcare students and qualified health professionals who already have some knowledge
of research, to increase and consolidate their understanding of research.

In using this book, it is worth stressing that it is not an ‘introduction to research’, nor
is it a stand-alone ‘all you need to know about research’ textbook. You will still need a
comprehensive research textbook as well as some expert guidance. However, if you are
just starting a research course or module, this book will be of great benefit, as it works
as a helpful guide and useful rapid reference and revision book to accompany the more
elaborate and complex textbooks.

Aim
The aim of this book is to increase your understanding of key research terminology and
principles of research. It is different from the many available research textbooks as it uses
easy-to-understand language to link the meaning and ideas behind research concepts to
some of the broader methodological principles. In this way, their relevance and implications
can be better understood. The emphasis throughout is on explanation and understanding,
so this is far more than just a glossary of research terms. The more you use it, the more you
will see the bigger picture of research emerge.

If you are a student, you will find the book invaluable for developing critical analysis.
It includes advice and tips for completing assignments, and its focus on the meaning of
research terms will also be essential for multiple choice question (MCQ) papers. Its biggest
advantage is that it helps the reader make connections between related entries and reveals
some essential research ideas and principles. In other words, it enables you to build up
your knowledge by applying the terminology to research processes and critical evaluation
wherever in the book you start.

The structure
For speed and ease of access, the key research terms selected for this book are listed in
alphabetical order. Each entry consists of the following headings:

Related to: This immediately places each word in context by listing other research terms
with which it is generally associated.

Definition: A brief, clear and simply worded definition of the term.

Application: How the ideas behind the word are used in practice with an emphasis on
the appropriate research or critiquing process.
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Key revision points : A summary of the most important points that will get results when
critically evaluating studies, writing research assignments or answering MCQs.

See also: This final heading provides the link to other closely related words in the book
that should also be consulted.

Using this book

There is no correct way to use this book; it depends on how you want to use it and what
works for you. As a suggestion, you can use this book alongside other research texts to
speed up and consolidate the learning process. Use it when you come across a term or
explanation that does not seem clear to you. This book will give you another point of view
in understanding a concept. It may also give you a clearer understanding of the terminology
or relevance of a research term.

If you are using this book for revision, then you have a number of options. You can
make your own list of words that you feel require a more in-depth understanding. Once
you have checked words here, you can return on a future occasion, cover the detail under
the key word and see how much you remember.

An entertaining ‘serendipity’ way of using the book is to sit down, perhaps with a hot or
cold drink, open the book anywhere and read through the next 10 words you find, or use
the ‘see also’ suggestions to take you in different directions. Make notes on any key points
that are revealed through your reading. This will quickly develop your research vocabulary
and take you into words and ideas that you may not have discovered, or did not realise
were connected.

Whichever method you use, you should find this book improves your fluency in research,
almost without realising how much you are retaining. Its success will be apparent when you
read research articles and find how much more sense they make! You should also find that
when you are writing research assignments, critically evaluating articles or taking part in
discussions on research, it suddenly becomes a lot easier and enjoyable subject. Research
has a great potential to improve the quality of healthcare and this book has been designed
to support you in playing your part in applying research to practice.

Colin Rees
Cardiff
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Abstract

Related to: Research publications.
Definition: Overview of an article that briefly provides the main elements of a study.

Application: Used by a reader to consider the relevance of a study for a particular purpose
or as a part of browsing an article to get an understanding of its content before either
reading in detail or rejecting it.

Key revision points: Useful way of checking type of study, aim, results and recommen-
dations of a study before reading through the full article itself. Look in particular at
the aim, outcome measure, the intervention (if quantitative research) and conclusion
to get a quick insight into the study. Consider how the study may contribute to your
developing knowledge on its topic.

See also: Critique, aim, quantitative research.

Accidental sampling (See: Convenience sampling,
sampling methods)

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Action research
Related to: Research Design.

Definition: A research design involving the introduction of change and its evaluation. It is
usually the result of collaboration between researchers and practitioners. Such studies
consist of the design and analysis of service change followed by the repetition of these
steps until a suitable solution or improvement has been achieved.

Application: It provides a quick method to change the delivery of services in a controlled
and evaluated way. Although many examples are available, it is still not a commonly
used within healthcare.

Key revision points: This method differs from the usual researcher-led design in health-

care. It requires close agreement and working harmony between the researchers and
practitioners to identify the nature of a service or organisational problem and its possible
solution. Both parties must then work together on its implementation and evaluation.
The advantage of action research is its immediacy, as planned change is introduced
not as a recommendation but as the focus of the study. There are usually a number
of stages to such studies where the cycle of plan-implement—evaluate-repeat leads to
slight changes or adjustments until it is agreed that a successful solution to the orig-
inal problem has been reached. The method of evaluation will use carefully designed
research methods (tools) and analysis.
There are some arguments about whether action research is a true research method as
there are limitations on the extent to which knowledge gained in such a study can be
generalised. However, examples of its beneficial use can be found in the nursing and
midwifery literature.

See also: Research design.
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Aim (also called objective or purpose)
Related to: The research process, the research question.

Definition: A statement of the purpose of the study that gives the study design direction,
as data are collected to answer the aim.

Application: The researcher develops the aim at the start of the planning process. In
research articles, it can be found in the abstract and in the main body, usually at the
end of the literature review or introduction, and immediately before the section ‘meth-
ods’. It often starts with the words ‘the aim of this study was to determine/examine/
explore, etc.”.

Key revision points: Once the aim of a study is written, it will shape other aspects of
the design as the wording and content will make many of the stages of a study follow
prescribed ways to answer the question to be answered. For example, aims that set out
to compare outcomes will usually take the form of a randomised controlled trial (RCT);
aims that seek to explore something are generally qualitative studies. In experimental
designs, there can be a hypothesis related to the aim that the research sets out to test
(the word ‘prove’ is not used as this is very difficult to establish). When critiquing a
study, locate the aim then jump to the conclusion to check if the researcher has clearly
answered it. The conclusion should include wordings similar to the aim; if it does not,
you may not have found the true conclusion.

See also: Hypothesis, Type Il Error.
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Analysis of Variance (ANOVA)
Related to: Experimental designs, randomised control trials, hypotheses, statistical
analysis.

Definition: In experimental research, a statistical method of testing a hypothesis to assess
the existence of a difference between three or more groups in relation to a specific out-
come measure (dependent variable). The mean (average) scores or measures between
groups are used in the calculation. ANOVA can also be used in non-experimental studies,
such as surveys, to test the effect of a number of variables on an outcome measure.

Application: In clinical RCTs, participants can be allocated to three or more groups, each
one receiving a different intervention. ANOVA is used to measure the differences found
in the groups in relation to the outcome measure so that the more successful interven-
tions can be identified. In descriptive studies, the researcher is sometimes interested in
the influence of a number of factors or measures that are not introduced by a researcher
but part of the experience or characteristic of those in the sample that can be clustered
into groups and its influence on an outcome measured. Characteristics can include age
group, or gender, length of treatment or intensity or strength of treatment and an out-
come measure such as level of reported pain, hours of sleep per night, or level of anxiety.
ANOVA will identify which variables seem to be linked to the outcome measure.

Key revision points: ‘ANOVA' is created by combining letters from the phrase ANalysis Of
VAriance. It demonstrates the rigour of the researcher in applying statistical processes
to compare the means (average results) between groups in an experimental study and a
number of variations that might influence any differences discovered between them. It
has a long and popular history and is highly regarded as a way of establishing whether
a hypothesis should be accepted or rejected, or in non-experimental studies, to identify
which factors or attributes appear to have an effect on outcomes. In assignment work,
it may be sufficient to recognise the use of this technique as a clear indication that it is a
well-conducted study where the data have been processed correctly and the researchers
have supported their conclusions.

See also: Analysis of covariance, hypotheses, randomised control trials, inferential
statistics.
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Analysis of Covariance (ANCOVA)

Related to: Experimental designs, especially randomised control trials, hypotheses,
statistical analysis.

Definition: Statistical tests used in a similar way to ANOVA (see the previous entry) but
take into account the effect of one or more variables not controlled in an RCT design
that may affect outcome measures between groups.

Application: Goes one step further than the ANOVA, by taking account of factors outside
the control of the researcher that might influence the results, which is why it is called
the ‘analysis of covariance’.

Key revision points: It is similarly an indicator of the rigour of the researcher in search-
ing for statistical relationships in the data that will help to explain the results in an
experimental design study.

See also:  ANOVA, hypotheses, randomised control trials, inferential statistics.
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Anonymity

Related to: Research ethics.

Definition: The protection of the identity of an individual or setting in a study by not
revealing a name, characteristic, location or any other feature that would provide clues
as to the source of the data and the individual people involved.

Application: Researchers are under an ethical obligation to design and carry out their work
so thatitis not possible to identify individuals or locations involved in data collection. This
is part of the attempt to do no harm (non-maleficence) to those in a study. Individuals
could be put at a disadvantage if personal details about them were known to others.
This is the same issue as that related to confidentiality in clinical practice.

Key revision points: Researchers should indicate that they have followed the principle
of anonymity in published work. Health premises used as the site for studies should
be given a general description such as ‘a large city hospital’, ‘the local clinical area’
to prevent an educated guess as to participants. Individuals may be given a number,
for example, ‘Respondent 1 or (R1)’, or a pseudonym, for example, ‘Molly’. Protecting
the identity of individuals is a key aspect in ethical rigour of studies. It may also help
individuals to feel that they can be more honest and open in providing information in a
study and so increase the level of validity in the study.

See also: Ethics, rigour.
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Audit
Definition: The systematic collection of clinical or performance data to compare with
standards, targets or baseline measures.

Application: Audit is commonly used in many clinical and organisational settings to mon-
itor the quality of care against targets or standards. The methods it uses to collect data
include the use of records, questionnaires, interviews and observation.

Key revision points: Audit is not regarded as a research activity, although it frequently
looks like it, and is sometimes presented as if it were research. However, although the
findings may be interesting, it only produces information relevant to the location in
which it was carried out; it does not produce transferable knowledge about a topic
in the same way that research adds to our general knowledge and understanding.
Nevertheless, it should be carried out with the same rigour as research using a reason-
able sample size and reliable tools of data collection. Emphasise your knowledge that
there is a difference between audit and research when referring to it in written work or
conversation.

See also: Generalisability, research, principles of research.
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Audit trail

Related to: Qualitative research, data analysis.

Definition: In the presentation of qualitative research study, the inclusion of details on the
method of analysis that allows a reader to trace how the researcher went from in-depth
interviews to the theme headings used to present the data. This provides transparency
in the process followed.

Application: Inthe ‘methods’ section of published research, and often also in the findings,
the qualitative researcher should make it clear how they followed a standardised and
systematic process in analysing the volume of verbal, observational or written material
they have gathered. The audit trail is the visible path outlined by the researcher showing
how they have clustered and condensed the data into meaningful ‘units of text’ and
eventually theme headings. Authors can describe the process in the text, or it may be
shown visually in boxes or figures.

Key revision points: This is different from the concept of audit included in the previous
entry. Here, the audit trail is a key aspect to include when critiquing qualitative research.
Its presence is a way of reassuring the reader that analytical rigour has been applied
in the study. Just as in financial auditing, in qualitative research, the author must be
persuasive and transparent in the way in which they have processed and analysed their
data if the findings are to be trusted.

See also: Qualitative research.
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Back chaining
Related to: Searching the literature.

Definition: When reviewing the literature, this is the use of the reference lists in articles
as a way of finding further relevant publications.

Application: A review of the literature is produced following a comprehensive search of
the literature for as much relevant material as possible. In addition to the use of keywords
and databases to find articles, a useful search method is to examine the reference list
at the end of good quality and recent articles you have already found.

Key revision points: Back chaining is a way of gaining relevant articles that may have
been missed in a database search. An important disadvantage of this method is that
the ‘chain’ will take you further back into the past into quite ‘old’ literature. For this
reason, use more recent articles first when using this method or use ‘forward chaining'.

See also: Literature review, forward chaining, key words.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Bar graph
Related to: Data analysis, data presentation.
Definition: A visual method of displaying numeric data in the form of blocks.

Application: Visual display techniques such as bar graphs provide an easy way to compare
different groups or results in a study. Bar charts can be shown vertically, extending up
the page, or horizontally, extending across the page.

Key revision points: Although they look similar, bar graphs are different from their near
neighbour, the histogram. Bar graphs show one variable measured in terms of ‘'nomi-
nal’ (or categorical) data (number within one group or another). These include data not
expressed in a numerical measurement (e.g. age), and can only be counted in terms of
frequency, for example, the number of males or females, the number in each category
of causes of falls in elderly hospital patients. Each bar in a bar graph displays the num-
ber of items or number of times each category was counted and is indicated by the
height of the bar.

Histograms collect a different type of data: those that can be broken down and mea-
sured along a continuum, for example, height, age, weight. For this reason, the bars in
a bar graph do not touch, but those in a histogram do as they are measured along a
continuum at the bottom of the graph. Care has to be taken with bar graphs as the dif-
ferences between each bar can be exaggerated by using a large scale. This would show
a big difference in the height of each bar that in reality may only be a small number.
When interpreting bar charts, take into account the scale used to present them.

Both bar groups and histograms have the figure number and title below the figure as
figures are usually read from the bottom up. In contrast, tables are numbered and titled
above the table as tables are read down (see Figure 1).

See also: Histograms.
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Figure 1 Bar chart showing number of staff in each category of employment in four clinical areas.
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Before and after designs (pretest-posttest designs)
Related to: Research designs, experimental designs.

Definition: A form of experimental design where subjects (individuals, events or objects)
are firstly measured in relation to the outcome measure(s) before any intervention (the
‘before’ or ‘pre’ stage), and then measured again following the intervention (the ‘after’
or 'post’ stage) in order to see if those in the experimental group improve compared
with the control group.

Application: A randomised controlled trial is the strongest form of research for demon-
strating that an intervention is successful. Although they can take many forms, the
classic design is to randomly allocate a group of consenting subjects to an experimental
and control group, and measure the dependent variable (outcome measure) at the start
of the study, apply an intervention and control, and re-measure at least once after the
intervention. The study requires a great deal of skill in its execution and analysis; the
reward is the ability to produce convincing results of a cause-and-effect relationship
that will be relevant to practice or to increasing knowledge.

Key revision points: The ‘before-after’ design (also known as pretest—posttest design) is
where the two groups are measured at two or more points in time in order to build up
the evidence of a cause-and-effect relationship. This design has considerable credibility
when carried out to a high standard, as it makes any other explanation other than the
experimental intervention unlikely. However, it is important to check that the groups
are equally matched at the beginning (the variables that might affect the outcome
should show a non-significant or ‘NS’ statistical difference between the two groups at
the beginning). Once the intervention has been introduced, the ‘after’ measurements
should show that the dependent variable (outcome measure) in the experimental group
is statistically different from the control group following the intervention.

See also: Experimental design.
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Beneficence
Related to: Ethical principles.

Definition: The basic ethical principle of doing good through an intervention or action.
Research must have at least the potential of producing a beneficial effect if it is to be
approved. The actions of the researcher must promote and not endanger this principle.

Application: Where a study involves individuals or is conducted in health settings, an
ethics committee must consider if it will improve knowledge or care. It should also be
clear in the research proposal that the way the study is to be conducted will promote
and protect the human rights of those taking part.

Key revision points: Beneficence is often talked about at the same time as non-
maleficence. These two terms basically mean similar things: the first relates to actions
that result in ‘doing good’ and the second to actions that result in “avoiding harm’. In
assignment and exam work, demonstrate your knowledge of this technical language
through the use of terms such as ‘beneficence’ and illustrate your understanding by
explaining its meaning.

See also: Ethics.
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Bias
Related to: The research process, sampling.

Definition: Any aspect of a study that distorts or skews the results or interpretation of the
results.

Application: In designing a study, the researcher should consider if there is anything that
may negatively influence the accuracy of the results and try to reduce these as much as
possible. For example, the researcher should try to ensure that those in a quantitative
study represent a good cross-section of those found in the larger population the study
examines. Too many of those in an unrepresentative subgroup will lead to a distortion
in the data and skew the conclusions drawn. Examples would include an imbalance
of males or females in a study that did not reflect the proportions normally found in
a setting. In randomised controlled trials, bias can also emerge as a result of subjects,
staff or data collectors knowing if individuals are in the experimental or control group.
For this reason, a number of precautions are taken to ensure that it is not clear who is
in which group. This takes the form of ‘blinding’, also called ‘masking’ of one or more
parties involved (subjects/staff/data gathers), so that it is not known who is in which
group. This will reduce conscious or unconscious distortion of the results.

Key revision points: The concept of bias is one of the key aspects of critically evaluating
studies in the process of critiquing research articles. If bias has occurred, it can lead the
researcher to incorrect conclusions, and so reduce the value of the study. Although some
bias may be outside the control of researchers, they should still try and anticipate at what
points a study may be vulnerable to bias and try to reduce it. When critiquing research,
look particularly at the sample in a study and consider whether they are ‘typical’ of
the larger group they represent. The first part of the results section in an article usually
summarises the main characteristics of the study sample and is included for the purpose
of allowing the reader to check the composition of the group. In randomised controlled
studies, examine if blinding was possible and has taken place. Finally, consider if the
researcher has taken possible bias into account in their ‘limitations’ of the study.

See also: Rigour, blinding, double-blind study, critique, experimental design.
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Blinding

Related to: Experimental designs, randomised controlled trials.

Definition: The withholding or concealing of information on who has been allocated to
the experimental or control group in a randomised controlled trial in order to reduce
bias. Its purpose is to increase the accuracy of the results of a study.

Application: Randomised controlled trials are highly valued because of the care taken to
limit the influence of factors that can distort or bias the results. Blinding is the attempt
to ensure that participants and those providing care, or treatments, or those analysing
results, do not know who is allocated to which group. This is because such knowledge
may influence the behaviour of those in a study, and the assessments or interpretations
of those involved in handling data.

Key revision points: Blinding is also known as ‘masking’ or ‘concealment’. It should be
discussed when critiquing randomised controlled trials in which blinding is possible.
It can take two forms: firstly, only withholding or hiding information on who was in
which group from those in the study, or only those conducting the study or interpreting
the results (single-blind) or secondly, concealing information from respondents as well
as those carrying out the study or interpreting the results (double blind).
Particularly in medical research, this criterion has a high value, but in nursing research it
is not always possible for masking to take place. This is because in nursing research the
interventions in the experimental and control group are very different in appearance,
and it is not possible to make them look similar or disguise their appearance, as is the
case in medical research with the use of drugs. A clear example would be a midwifery
study comparing the outcome of birthing in water compared with birthing in a bed;
water cannot be disguised to look like a bed. Despite this, it is important where it is
possible to conceal the type of intervention and for the researcher to do everything
they can to minimise knowledge of the allocated group.

See also: Experimental designs, bias.
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Bracketing
Related to: Qualitative research, phenomenology.

Definition: A technique applied by some phenomenological qualitative researchers to
avoid contaminating the findings of a study. It is achieved by setting to one side or
‘bracketing’ the researcher’s beliefs, opinions and experiences that might shape lines of
enquiry with respondents or interpretation of the findings.

Application: In some phenomenological studies, as part of the attempt to demonstrate
rigour, the researcher makes a conscious effort to consider their own views, experiences
and preconceptions on the nature of the topic they are exploring. These are then ‘brack-
eted’ or put to one side, so that the respondent guides the interview agenda and so are
not influenced by the researcher’s personal expectations or past experiences.

Key revision points: This is a controversial area of phenomenological research that arose
at the beginning of the twentieth century when the German philosopher Husserl pro-
posed the need to set aside one’s own experiences in order to examine ideas in a more
objective way. By the 1920s, one of his students, Heidegger, had taken over Husserl's
position as professor in Freiberg University, Germany, and held very different views on
bracketing. He suggested that we cannot help but use our past experience in interpret-
ing our world and suggested that it is not possible or desirable to bracket the experiences
that shape us as individuals. In assignment work, rather than take sides on this argu-
ment, it is better to acknowledge that these contrasting views exist, and use this to
understand the different forms taken by phenomenological research.

See also: Qualitative research, phenomenology.
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Case-control study
Related to: Observational non-randomised research design.

Definition: A technique of comparing individuals with a condition (the cases) with those

without the same condition, but similar in most other respects (the controls) by retro-
spectively producing ‘matched’ pairs of people. This allows a researcher to observe what
differences exist between the two groups that might have influenced the condition or
outcome.

Application: Itis not always possible, or desirable, to carry out a prospective randomised

controlled trial (RCT) and allocate people to experimental and control groups where
some form of manipulation of their treatment takes place. One alternative is to look
back through things such as records, self-reports or interviews and match people with
and without a specific condition and to compare the details about them. The purpose
is to estimate the influences of factors that might have influenced the condition and its
progression.

Key revision points: This kind of study is categorised as an ‘observational design’ as the

Se

researcher does not introduce an intervention or independent variable, but observes
the result of a natural exposure to a variable by those in the experimental group. It
is associated with epidemiological research designs concerned with identifying factors
that influence the development of clinical conditions. Unusually, it starts from a known
clinical outcome that is different between the two groups and works back towards
identifying which factors may have intervened and been influential in the development
of the outcome. This idea differs from most experiments in many ways, for example,
the researcher does not introduce anything (a major feature of experiments) and unlike
experiments it is retrospective (the data already exist in the past) rather than prospective
(the outcome is unknown as the data lie in the future).

When critiquing such studies, the researcher’s inclusion and exclusion criteria for the
sample should be carefully examined to ensure that the two groups are as similar as
possible; only the presence of the condition or attribute being studied should be the
major difference between them.

As a case—control study is retrospective in design, it comes under the heading of an ‘ex
post facto’ study, that is, it looks at a situation ‘after the fact’ of developing a condition.
There are many limitations to such studies related to the design, for example, the diffi-
culty of gathering subjects who are a reasonable ‘match’. The availability and accuracy
of retrospective data can also be a problem. In addition, such studies cannot identify
cause-and-effect relationships but only associations (correlation). The common statistics
used in these studies is the odds ratio (OR), which establishes the odds that the two
groups are different in relation to specific factors.

e also: Observational designs, ex post facto studies, prospective studies.
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Causal relationship
Related to: Experimental designs, statistical analysis.

Definition: The existence of a statistically demonstrated relationship between two vari-
ables where one (the independent variable) can be seen to have a direct and predictable
effect (outcome) on the other (the dependent variable).

Application: Experimental designs, such as RCTs, are designed to test for causality, which

can be demonstrated statistically by processing the results using a test of significance.
This calculates the extent to which such a relationship has been demonstrated in the
study. Causality can be confirmed providing there is a clear and strong relationship
demonstrated by the test of statistical significance.
The independent variable (the intervention) must have been introduced before mea-
suring its possible impact on the outcome measure (the dependent variable), and the
observed outcome should always occur whenever the independent variable is intro-
duced. As there are so many influences on a study’s outcomes, researchers avoid stating
they have ‘proved’ the existence of a relationship, preferring to make more cautious
statements such as ‘it has been demonstrated’ or ‘suggested’ by the results.

Key revision points: The search for causal relationships is a frequent driver for healthcare
research. The usual research design chosen to demonstrate a causal relationship is that
of the randomised controlled trail (RCT). This is because of the control the researcher has
over other explanations of the outcome other than the experimental intervention. Other
relationships, such as correlation, are possible in studies but these do not demonstrate
a causal relationship.

See also: Hypothesis, 'p" values, experimental design, correlation.
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Cell

Related to: Presentation of results, data analysis.

Definition: One segment or square of a table showing the numeric results of a study. It
contains one value, which can be displayed as a raw number and/or percentage, and
occurs at the point at which a column and row meet.

Application: Part of the researcher’s role is to provide the reader with meaningful data.
The presentation of the data in tables is a familiar method of grouping the results and
identifying possible patterns in the variables under study. The results of a study must
be clear and allow the reader to search for patterns themselves, or clearly notice those
described by the author.

Key revision points: When faced with tables look carefully at the title of the table as
this will describe the picture the table presents, then look at the headings used in the
columns and rows so that you can be clear on what a particular cells represent, for
example, result of the number of women with ‘severe’ pain. Check if the number in a
cellis the raw (actual) number, or a percentage, or if it contains both. Percentages alone
can be misleading unless you establish the actual number they represent. This avoids
mistaking a large percentage in a cell as representing a large number of people; for
example, a finding that 66.6% of people had not seen their GP in over a year in a sample
of three people represents two responses! There are no restrictions on the number of
cells per table, but the larger the table the more difficult it can be to interpret and the
more intimidating it can look. A frequently used format is the 2 by 2 (2x2) table, which
has two rows and two columns and is a form of cross-tabulation.

See also: Critiquing, statistics.
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Chi-square test (y2)
Related to: Statistics, quantitative analysis, relationships between variables.

Definition: A common statistical test to examine relationships between attributes or vari-
ables in quantitative research that take a ‘nominal’ (naming) form, that is, they are
either in one discrete category or another with no in-between points as with age or
temperature, for example, male/female, yes/no.

Application: In surveys and some experimental methods, the frequency of variables or
characteristics of a sample are collected and shown in a table to establish if a pattern
can be identified between those involved and the variables examined. A chi-square test
is used to establish if the frequencies (the number in each category) are the same as,
or different from, the frequencies that could have been expected or anticipated if there
was no real difference between the groups examined.

For example, in a survey on nutrition are females more likely to eat five fruits/vegetables
per day compared with males? The categories are male/female and yes/no in relation to
eating a minimum of five fruits/vegetables per day. The test compares the number of
females answering yes’ with the number of males answering ‘yes’ and calculates if there
is a difference greater than if there had been no difference between the groups. This
calculation tests what is called ‘the null hypothesis’, that is, the hypothesis that both
groups are the same — no difference between them. A greater-than-expected result
would suggest that the two groups are different and a pattern does exist between the
groups and the variable examined. This may help in planning healthcare interventions.

Key revision points: The name of the test is pronounced ‘ki’ to rhyme with “try’. UK books
tend to refer to the ‘chi-square’ test and US books refer to the ‘chi-squared’ test; both
spellings are acceptable.

This statistical test can only be used with ‘nominal’ data. This is also called categorical
data, which makes the meaning of the term easier to understand; it is either in one
category or another.

The test does not suggest a cause-and-effect relationship but is a measure of correla-
tion, that is, there may be relationship in the form of a pattern of association. It is a
popular and frequently used test and requires the use of the actual number in each
group examined rather than the percentage.

See also: Statistics, levels of measurements.

Clinical trial (See: Randomised controlled trial)
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Closed (close-ended, fixed choice) questions
Related to: Questionnaires and interviews.

Definition: A method of asking questions in either questionnaires or interviews where the
respondent can only choose from a small number of options offered.

Application: A number of research studies collect data by asking respondents questions,
where their answer is chosen from a list of given options such as ‘Would you say your
health is (a) better than yesterday or (b) about the same as yesterday or (c) worse than
yesterday or (d) undecided?’

These are closed questions as the freedom to answer in one’s own words is ‘closed’ to
the individual.

Key revision points: This type of questions makes analysis a lot easier as the frequency
that each option is chosen is counted and easily shown in tables. It is a simple opera-
tion for computer-based analysis. The disadvantage is that the choices offered may not
reflect how the respondent really feels, and this can affect the accuracy of the results
(validity). This type of question is also called ‘fixed-choice’ and ‘cafeteria question’, both
of which highlight the ‘choosing from a list" approach to answering. The opposite of a
closed question is an open question, for example, ‘Can you tell me how you are feeling
today compared to yesterday?’

See also: Open questions, questionnaires, survey.
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Cluster sample
Related to: Sampling methods.

Definition: A method of selecting the sample in the form of groups or ‘clusters’ of units
rather than individuals. This is part of multiple-stage sampling where the researcher
starts with broad units, such as geographical areas, and gradually through choosing
structures at increasingly lower levels, such as hospitals, then clinical units and ends by
including all those in predetermined level of selection, for example, ward or clinical area.

Application: Inlarge surveys, it can be difficult to ensure that a representative broad sam-
ple is selected from the target population and data collected from them at a reasonable
cost and effort. Although the random sample method is the ideal choice, it requires a
complete list or sampling frame of all those eligible from which the sample is selected,
and the sample may be very thinly spread over a large geographical area. The alternative
is to step down in size order from randomly selected larger locations, such as counties,
then hospitals, then clinical areas from appropriate sampling frames and finally include
everyone in the smaller areas identified. This gives rise to the alternative name for this
system, which is multi-stage sampling.

Key revision points: Sampling methods vary in the extent to which they produce a group
of respondents whose results can be generalised to a wide population. Probability sam-
pling methods are those that produce more accurate results; cluster sampling is one of
the methods in this category and can be quicker, cheaper and as accurate as the alterna-
tive of the random sample. It is accomplished through the use of phases of diminishing
sized levels, allowing the use of accessible sampling frames and then including all those
who ‘cluster” in the final level. The advantage is that instead of being spread out and
expensive to cover, the sample is concentrated in a smaller area and therefore easier to
access. However, there are a number of disadvantages; for example, the resulting group
of individuals can be quite small, and if taken from just one area/unit may have charac-
teristics not necessarily shared with other excluded areas, both of these limitations may
produce a greater level of sampling error (inaccurate results) but this can be outweighed
by the system’s advantages.

See also: Sampling methods.
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Coding

Related to: Qualitative research, analysis.

Definition: A method of data analysis in qualitative research where the large amount
of text gathered through interviews and/or observation is broken down into smaller
headings or description. Each of these separate units of meaning is allocated a category
label or ‘code’ by the researcher. These can be clustered under more general headings
to identify emerging themes that describe the findings.

Application: Coding is a stepping stone to the final analysis process that allows the
researcher to build up an understanding of what is going on in a qualitative study.
It requires the researcher to carefully, and often repeatedly, read through each line of
the findings and consider a heading or title that could be used as a ‘file heading’ under
which a sentence or large piece of description/dialogue could be placed, for example,
‘building a defence against failure’, or ‘knowing one’s limits’. In grounded theory, the
coding process is often carried out in three hierarchical stages:

i) Level one: open coding, where each sentence or ‘unit of text’ is given a code
ii) Level two: coding — the bringing together of related codes into clusters

iii) Level three: "axial’ coding — developing wider theme headings under which clusters
can be grouped or ordered.

There are other forms of coding used in a variety of qualitative approaches all consisting
of a process of reading and re-reading the findings, and applying increasingly focussed
levels of codes to the data.

Key revision points: Coding is a good example of a systematic way in which qualitative

research is carried out. It also illustrates rigour in qualitative research. Coding is a difficult
process, and its accuracy is more convincing when illustrated with examples of content
covered by codes, clusters and themes. When critiquing, look out for examples of these
illustrations in the form of extracts from raw data. Sometimes, articles will provide an
‘audit trial’ to show examples of open coding that have been grouped together into
clusters and finally given an overall theme heading.
Although usually associated with qualitative research, coding can be used in quantita-
tive surveys to analyse open comments in some questions. This would still make the
study quantitative but containing some qualitative data to add a little more depth or
understanding to the numeric findings.

See also: Audit trail, data analysis, rigour.
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Cohort study

Related to: Research design, observational studies.

Definition: A longitudinal observational research design that studies a group of people
who share an experience, characteristic or condition in common over time. The pur-
pose is to establish the risk factors or exposure to developing conditions or reaction to
treatment.

Application: Used in medical and epidemiological research to identify those with a condi-
tion of interest and the effect of exposure to variables that are either naturally occurring
or selected by individuals. This is in contrast to RCTs where the researcher deliberately
introduces a treatment or intervention in a controlled situation. In a cohort study, the
researcher observes the effect of factors on the course of the individual’s health or recov-
ery that would not be possible in an RCT due to ethical problems such as deliberately
introducing or withholding exposure to an intervention. It can also be a cheaper method
of study.

Key revision points: This is a useful approach to gathering knowledge about specific

groups sharing a specific age, for example, children or the older person, or a condition,
such as diabetes or cancer. It is less ethically sensitive in design as the researcher sim-
ply observes and records progress over time and does not interfere with prescribed or
self-selected treatments or activity. The design is described as longitudinal and can be
prospective, that is, collects data into the future, or retrospective, that is, collects data
that has already happened or been created.
An alternative to a longitudinal study would be a cross-sectional study that would look at
one group at one point in time but at different stages of the variable under examination,
or different points in their experience, for example, nursing students in different years of
study, but collected at the same time. A cohort study is not as strong a design as an RCT
as it lacks the control by the researcher to limit the influence of other factors that might
affect outcomes. In addition, there is not a control element to provide comparative data.
The representativeness of the individuals can be an issue. Similarly, the number of people
who are forced to drop out, or decide to leave the study (referred to as study ‘mortality’
although the reason may not be death), can also weaken the strength of the results.

See also: Longitudinal studies, prospective studies, RCTs.
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Concept definition
Related to: Variables, critiquing, data analysis.

Definition: The meaning of a key word, concept or variable in a study that provides the
definition or meaning of the word as used in the study.

Application: Many words can be open to several meanings, particularly abstract terms
such as ‘resistance’ or ‘quality of life’. In research, it is important that where a variable
is to be measured, the researcher is clear on what exactly they are looking for and to
only include examples of that variable, otherwise it calls into question the validity of the
data. Researchers will examine available alternative meanings of the term and will either
chose an existing definition or create their own. This should be stated in the study so
that everyone reading the study will have a common understanding of what the term
means within the context of the study. For example, ‘Pain has been defined in this study
as an unpleasant feeling of discomfort or distress that results in physical or emotional
negative sensations’.

Key revision points: The existence of concept definitions for the main variables in a study

is important for both those carrying out a study and those reading it to ensure that a
common language exists between both parties. As part of critical analysis, identify con-
cept definitions and consider their clarity: do you feel it provides a description that would
prevent misunderstandings? If you were given the definition and told to find examples
of it, for example, patients with emotional resilience, could you correctly identify them?
It can be problematic if the researcher has not thought to provide concept definitions
for key variables as they can become vague or ambiguous.
Concept definitions are also crucial when reviewing the literature to ensure that dif-
ferent studies can be compared or combined. Unless authors in different studies have
used similar concept definitions, it will be difficult to compare them, as you may not be
comparing like with like. This could make a world of difference to how the findings are
combined or used in practice. It is also important to know how concepts are measured
within studies for the same reason; this is referred to as an operational definition, for
example, an operational definition of pain could be a pain scale measuring degree of
perceived pain from 0 to 10, where 10 is the highest level of pain.

See also: Operational definition, validity, variable.
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Confidentiality
Related to: Ethics.

Definition: Ensuring that sensitive or private information is not included in a research
report or made public. This extends to any information that would reveal or make it
easy to guess the identity of an individual or location.

Application: Part of the ethical principles of research include anonymity, which is keep-
ing an individual’s identity hidden, and confidentiality, which is not sharing information
that may harm an individual or be undesirable for others to discover. The role of the
researcher is to guard against breaches in confidentiality by ensuring that the study has
been approved by a relevant ethical review body, and that all those taking part in a study
have provided informed consent to participate. In addition, any research data must be
stored so that they cannot be accessed by those not involved in the study and that it is
disposed of in line with the guidance given for the study.

Key revision points: Although the technical aspects of a study are crucial to the quality
of the findings, ethical standards are even more important. Ethical rigour is one of the
key elements in any study as it demonstrates that the work is ethically sound; without
it most journals will refuse to publish the work. Despite this, in many current research
articles, the depth of information on ethics can be very brief. However, providing a study
has been agreed by an ethics committee it is unlikely that there should be any problems
with ethical issues such as confidentiality. If names are used in relation to patients, which
can be the case in qualitative research, the researcher will usually explain that these are
pseudonyms, that is, they are not the real names of those involved.

See also: Ethics, informed consent, anonymity.
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Confirmability
Related to: Assessing qualitative studies.

Definition: In qualitative research, the extent to which the findings can be judged as
accurate and based on the data collected, and not simply the subjective views or inter-
pretation of the researcher.

Application: The differences between quantitative and qualitative study designs mean
that issues such as objectivity are difficult to compare. Here, the qualitative researcher
must demonstrate an absence of their own bias or personal interpretation by illustrating
how the analysis and interpretations can be backed up by the data in the study and
therefore support the accuracy of the data.

Key revision points: In assignment work, it is expected that you will demonstrate familiar-
ity with the different criteria for judging a qualitative study compared with a quantitative
study. Reference to criteria developed by Lincoln and Guba (other references include
Guba on his own, as well as Guba and Lincoln, which all cover similar points) are often
seen in the literature. These involve criteria such as credibility, transferability, depend-
ability and confirmability. These are not easy to understand as they are very close in
meaning. Other terms such as fittingness and audit trail are also used. It is worth per-
severing with these terms to ensure a clear understanding of the major principles. They
are all an attempt to establish how far we can have confidence in the accuracy of the
study’s findings and the interpretations offered by the author.

Confirmability is illustrated by the researcher’s attempts to check that the study’s findings
can be supported by things such as a ‘'member’s check’, where those who provided
data confirm the accuracy of the details having been shown transcripts of interviews or
interpretations.

In a published study, the categories or headings used to present the findings should
also be supported with examples of observations or dialogues that illustrate the terms
developed. In qualitative studies, the use of more than one data collection method
(triangulation) is also popular and used to support the accuracy of the findings. Where
the elements of credibility, transferability and dependability are present in a study, it can
be argued that confirmability has been established as it is an overriding or umbrella term.

See also: Credibility, transferability, dependability, fittingness, audit trail.



Contingency table 27

Confounding variable
Related to: Statistics, analysis

Definition: Those variables in a study that cannot be controlled by the researcher but can
influence the outcome. These may or may not be recognised by the researcher.

Application: A great deal of quantitative research focusses on the search for relationships
between variables. Researchers try to take account of variables that are outside the
study design but that may influence the outcome; however, often their influence is not
revealed until the study is in progress or has concluded. In the discussion section of the
study, there may be a heading ‘Limitations’ where the researcher will comment on these
confounding variables that may have influenced the results.

Key revision points: In critiquing studies, it is important to consider if the researcher had
control over all the variables that may have played a part in the outcome of a study.
Were there other confounding variables that might have had a strong influence on the
outcome that has not been taken into account or fully acknowledged? This is particularly
important in RCTs.

See also: Variables, critiquing.

Contingency table (See: Table)
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Control group
Related to: Experimental design

Definition: The control group in an experimental design is the one that does not receive
the intervention, that is, the experimental variable. Those in a control group are used
as a comparison measure to establish what might have happened if those in the exper-
imental group had not received the intervention under study.

Application: Experimental designs look for cause-and-effect relationships between an

independent variable (an intervention) and a dependent variable (an outcome mea-
sure). The existence of such a relationship is strengthened by the use of a control group
that is similar in all ways to the experimental group apart from one — exposure to the
experimental variable. If the groups are alike in all ways apart from this one difference,
then variations in the outcome can only be due to what is different between them — the
experimental variable.
Control groups allow the researcher to say ‘this is what would have happened if we had
not introduced what we did’. It is hoped that there will be a difference between the
two groups at the end of the experiment with regard to the outcome measure (depen-
dent variable) and that the experimental group will show greater improvements than
the control group, thus demonstrating that the experimental variable (the intervention)
is more effective than whatever the control group experienced, usually either current
practice or nothing, in the form of a placebo.

Key revision points: Those in a study must have an equal chance of being allocated to
either the experimental or control group. If they are randomly allocated then not only
have they had an equal chance of being allocated to either group, but there will also be
an equal distribution of other factors that might have made a difference to the results.
It is this match between experimental and control group that is crucial to the success
of experimental designs. Some studies do not follow this format, having instead only
one group that has both the experimental and alternative interventions. This is called a
‘crossover’ or ‘within-subject’ design, where individuals act as their own control.

See also: Experimental design, experimental group.
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Convenience sample (also called an accidental or
opportunity sample)
Related to: Sampling.

Definition: In sampling, those individuals who happen to be in the right place at the right
time and who agree to be included in data gathering.

Application: Where the researcher does not have to be very precise in who is included
in a study, this very practical or pragmatic method of selection is used. The alternative
expressions for a convenience sample are ‘accidental’ and ‘opportunity’ sample and are
well-chosen terms as they indicate how those in this kind of sample are recruited into
a study — they just happen to be easily accessed. This includes stopping people in the
street or in a health location and asking them if they are willing to take part.

Key revision points: This method of gaining respondents in a study comes under the
heading of ‘non-probability’ sampling methods, and is ideal for exploring a new topic
where the quality of representativeness of those in the sample is not a major concern.
With this method, it is difficult to estimate how representative individuals are, due to
the lack of control over who is included. As a consequence, the results may not be
generalisable to the larger group. That is not to say the results are wrong, only that we
have no way of telling how accurate they are. Despite the limitations, this is still a very
popular way of selecting the sample.

See also: Sampling methods, probability and non-probability sampling methods.
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Correlation
Related to: Statistics, research designs.

Definition: A statistical relationship between variables that suggests the existence of a
pattern or association between them. This is not the same as a causal relationship;
instead, it suggests that the variables are related in some way demonstrated by variations
in their measurements that are linked or patterned.

Application: A major aspect of quantitative research is the search for relationships
between variables. This permits predictions to be made about interventions and likely
outcomes, or the relationship between various patients or client attributes and environ-
mental factors. The two main forms that these relationships take are cause-and-effect
relationships, as in an RCT, and a correlation, or pattern in the relationships between
two variables. A correlation identifies a link between values of one variable in relation
to values in another, such as level of fitness and level of blood pressure. It is detected
through the use of a calculation called a correlation coefficient that will indicate the
strength (low/medium/high) and direction (positive or negative) of the correlation
between the variables.

Key revision points: The two main correlation coefficients used in statistical calculations
are Pearson’s Product Moment Correlation Coefficient (known as Pearson’s ‘r’) and
Spearman’s Rank Order Correlation Coefficient (or Spearman’s ‘rho’, pronounced
‘row’). The most important revision point is that a correlation does not indicate
a ‘cause-and-effect’ relationship but an association relationship. There could be a
third unknown variable that is influencing both variables and producing the pattern
identified. A perfect correlation (e.g. where a rise of 10% in the value of one variable
such as height is matched by a rise of 10% in the second variable such as weight)
would have a correlation coefficient of 1.00. However, values of 0.6 or 0.7 can be
indicators of a strong link. A minus sign in front of the figure suggests a negative
relationship where as the value of one variable goes up the value of the other goes
down (e.g. the longer someone has been qualified, the lower the level of anxiety when
carrying out complex clinical procedures). The absence of a minus sign indicates a
positive correlation, that is, as the value of one variable goes up, values in the other
variable go up too (e.g. the longer someone has been qualified, the more frequently
they include advice on health promoting activities when talking to patients).

See also: Statistics, data analysis.
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Covert observation
Related to: Observation, research methods, tools of data collection.

Definition: A method of gathering observational data without the knowledge and con-
sent of those being observed.

Application: A fundamental aspect of research data is its accuracy. The problem for the
researcher is to gather the data as accurately as possible. Therefore, when collecting
observational data, the more open the process of observation (overt observation), the
higher the possibility that the individuals observed will change their behaviour and the
accuracy of the results will be reduced. One solution is covert observation, where the
process of observation is hidden from those observed in an attempt to ensure that they
are behaving normally.

Key revision points: There is always a relationship between the research question and
other aspects of a research study. Where the aim of the study relates to behaviour,
observation is a potential research method to collect the data. Covert observation can
seem a good method to reduce the possibility of inaccurate results through recalling
what has happened in the past, but covert observation can lead to ethical issues such
as informed consent. A balance has to be achieved between the quality of the data and
the protection of those involved from abuses of their human rights. Ethics committees
will usually support the individual’s right not to be observed without their knowledge
and consent, unless the level of possible harm from covert observation is negligible and
attempts are made to gain consent for the use of the data retrospectively. This is not a
commonly supported approach because of the sensitivity in relation to the ethical issues
involved.

See also: Research designs, ethics.
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Credibility
Related to: Qualitative research designs.

Definition: The confidence that we can have in the accuracy or ‘truthfulness’ of the find-
ings of a qualitative study and the interpretation that the researcher makes from the
data.

Application: As qualitative research is so different from quantitative research in the beliefs
that researchers hold about the nature of research and the best way of conducting it, we
need a different method of evaluating this type of study from that used with quantitative
research. Credibility is one characteristic the researcher has to build into the report of
their study to demonstrate that we can trust the results.

Key revision points: A frequently mentioned guide to assess qualitative research is the

criteria developed by Lincoln and Guba (other references include Guba, as well as Guba
and Lincoln which all cover similar points). In this material, the key issues relate to
the concepts of credibility, transferability, dependability and confirmability. In essence,
together these suggest that when reading a qualitative study you must feel that the
data are genuine and that you can recognise the truth in what the researcher is describ-
ing. This is achieved through the author’s use of descriptions that are described as rich
‘thick’ data, where the details almost transport you to the setting and you can ‘see’ the
circumstances and environment and ‘hear’ the voices of those providing the data.
To achieve credibility, the researcher should spend time in the environment of the study
and be in contact with the individuals to form ‘prolonged engagement’, which is likely
to lead to respondents trusting the researcher enough to share valuable information.
To build up the evidence of credibility, the researcher may ask respondents to look at
transcripts of conversations and the researcher’s interpretation of events to ensure that
they are recognisable by those involved as part of a ‘'member’s check’ on the data.
If there are clear indications of credibility, transferability, dependability and confirmabil-
ity, then the researcher is said to have demonstrated the trustworthiness of the data.

See also: Transferability, dependability, confirmability, fittingness.
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Cross-over design
Related to: Experimental designs.

Definition: An experimental design where one group of subjects act as their own control
and are exposed to two or more interventions or situations in a study.

Application: One of the concerns of some experimental studies is that by taking two
groups in the classic experimental and control group set-up, we are not controlling for
differences in the personal make-up of those in the two groups. The crossover design
overcomes this as it is the same group of people who experience both the experimental
and the control interventions.

Key revision points: This approach is also called a ‘within-subjects’ approach as it is car-
ried out on one group of people. Although the argument supporting individuals acting
as their own control seems very plausible, it is fraught with difficulties. A major prob-
lem is that one intervention may continue to produce a response that lingers for some
time, or only slowly emerges, and if introduced first as an intervention may be creating
effects that might be mistaken for the results of the second intervention. This is called
the ‘carry-over effect’. This can be reduced to some extent by dividing the group into two
and have each group receiving the interventions in a different order to ensure that the
carry-over effect may be identified and controlled. The second method of controlling
for this is to wait for some time before the second intervention. This is called the
‘washout’ period, which gives time for things to pass through the body or memory of the
experience.

See also: Experimental design.
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Cross-sectional study
Related to: Study design.

Definition: The collection of data, usually in a survey, from several groups or subgroups at
a single point in time, rather than following one group through time as in a longitudinal
study.

Application: In studies looking at changes over time, the researcher may follow one group
over time and repeatedly collect data at strategic points, or collect data at one time
period from different groups who are at varying points of experience or change. An
example would be examining the development of a sense of professional responsibility
in nursing students over a 3-year pre-registration course. The researcher could follow the
same group over their 3years, or take a sample of first, second and third year students
and collect data from each group at one point of time.

Key revision points: A cross-sectional study would clearly be a great deal quicker and
cheaper than a longitudinal study, but the limitation is that there is an assumption that
each group is comparable and that no other factors affected their view of professional
responsibility, for example, different lecturers, changes in course content or variations
in clinical experiences. The cheaper cost of cross-sectional studies and the production
of a speedier result still make them a very attractive research approach.

See also: Research design.
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Critique (critique frameworks)
Related to: Critical assessment of published research.

Definition: Taking a balanced view of a research article focussing on methodological
strengths and any limitations in order to come to some judgement on its merit and
application to practice.

Application: Research should not be accepted on face value; it should be critically anal-
ysed in relation to the principles of research. There are several frameworks for critically
analysing research articles. These can differ depending on the type of research evalu-
ated. For example, qualitative research articles should be critically assessed using very
different criteria from quantitative research. RCTs have very clear criteria that are used
to assess their quality. Such frameworks are important to use if clinical decision making
is to be influenced by research that guides the way to ‘best’ practice.

Key revision points: Critiquing a study does not mean simply criticising, that is, just being

negative about a study. The balanced approach to analysis is crucial as it illustrates that
you are aware of the difficulties inherent in carrying out research.
There are two aspects to critiquing research: the first is to answer the question ‘what
did they do?’ and the second is to judge 'how well did they do it?" This second ques-
tion relates to the extent to which the principles of research have been followed by the
researcher. When asked to critique research, it is advisable to use a named critiquing
method or structure. This name should be included in your work. Be sure to ensure that
your ‘voice’ is heard in the analysis. The evaluation of a study should contain an assess-
ment of issues such as reliability, validity, bias and rigour in quantitative research and
credibility, transferability, dependability, confirmability, fittingness and rigour in qualita-
tive research.

See also: Principles of research, reliability, validity, bias, rigour, credibility, transferability,
dependability, confirmability, fittingness.
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Data
Related to: Research process, statistical analysis.

Definition: Information collected in research that forms the basis of a study’s results.

Usually applied to describe numeric data in quantitative research.

Application: Any study gathers information to answer the research aim. In quantitative

studies, this takes the form of numeric information that measures the variables in the
study in some way or quantifies the amounts of some variables or characteristics. These
numbers will be processed to make them easier to understand through summarising the
data or subjecting it to statistical testing to provide some understanding of the situation.

Key revision points: In critiquing research, it is important to assess how accurately the

measurements have been made (reliability) and if they form measures of the concept
that is being examined (validity). The way in which the numbers have been processed
and presented is also important as any errors in processing can lead to mistakes in
interpretation.

Many people can find the analysis and presentation of numeric data difficult to under-
stand and may even ignore the data presentation preferring to seek the researcher’s
explanations or conclusions. However, it is worth the effort of understanding how data
are presented so that you can bring your own understanding to the results section. In
many cases, it is not the data that are important but the interpretation of them. By the
way, if you find the wording of the last few sentences a little strange, it is because ‘data’
is a plural noun although many people have always talked about it as if it was singular.
In your research work, ensure that you use phrases such as ‘the data were’, not ‘was’
and ‘the data are shown in tables’ not the data ‘is’ shown in tables.

See also: Descriptive statistics, inferential statistics, levels of measurement.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Database
Related to: Reviewing the literature, literature search strategies.

Definition: Electronic location that stores digital details of articles. Sometimes, they may
also store copies of articles, including research articles. These are the source of material
for a literature review.

Application: Commonly used databases include CINAHL, Medline, British Nursing Index
(BNI), Scopus, PsycINFO and Cochrane Database of Systematic Reviews. When using
databases, a list of key words is needed to carry out a search. These words are usually
those that form the main aspects of the study title or focus such as the dependent
variable (outcome measure) and independent variable (intervention), along with the
sample group examined. Synonyms and variations of these key words will also be used.

Key revision points: Databases are different from search engines such as Google Scholar
as they maintain their own details of publications. Databases also use articles that come
from ‘peer-reviewed' journals, where studies are filtered first for quality prior to publica-
tion. This makes the information more trustworthy. In contrast, as search engines merely
trawl the web and gather information from any sources that match the key words, the
quality of this information is not as accurate or desirable. Assignments usually require
you to name the databases you have used in searching for articles for your work, along
with the key words, the range of years searched (timeframe), and sometimes the num-
ber of articles (hits) initially found. Searching more than one database is advisable as
each database carries different sources of information. Keep a list of databases and
key words when working on assignments for accurate inclusion in your work. Further
suggestions for key words can be found on the first page of many articles under the
heading 'key words'.

See also: Literature reviews.
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Data saturation
Related to: Qualitative research methods, analysing qualitative data.

Definition: In a qualitative study, the point in data gathering when no new information
or issue are uncovered and participants are repeating similar material already identified
by others. This is taken as the point at which the researcher can stop gathering further
data.

Application: In qualitative research, the researcher does not have a target number of
people in mind to include in the study. Instead, the sample size is influenced by whether
new ideas or issues continue to emerge from the data. Where it is felt that no new
findings are emerging, the researcher will end the study concluding that data saturation
has been reached.

Key revision points: Qualitative research differs in so many ways from quantitative
research that it is like comparing two different sports with very different rules. It is
worth being clear on some of these major differences so you can avoid criticising a
study for something they are in fact doing correctly.

Data saturation explains why some qualitative studies have such small samples; it is
because there were only a small number of different categories raised by the sample and
the researcher terminated data collection once the same comments kept reappearing.

See also: Qualitative research, sampling.
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Demographic data
Related to: Sample, research results, data analysis, bias.

Definition: Basic identifying characteristics of a sample that help the reader to picture the
kind and range of people included in a study. This mainly consists of items such as age,
gender, social class and education.

Application: The accuracy of the findings of a study can be influenced by a number of vari-
ables; including the characteristics of the sample themselves. The researcher will usually
highlight some of the major demographic variables in their sample to demonstrate that
they have achieved a reasonable representative sample. Sometimes, the demographic
data will be linked to the outcome measures in order to check for any patterns between
them. Traditionally, demographic data open the results section in order to provide the
reader with a quick snapshot of those who took part in a study. This allows the reader
to be more confident in the quality of the results.

Key revision points: When looking at the results section of a study, do pay close attention
to any demographic data. Firstly, use the data to gain an impression of the study group
and how far they match those typical of the wider group. Secondly, look for patterns in
the outcomes that could be related to the characteristics of the sample. Commenting
on this aspect shows your skill in searching for points the researcher may have missed,
or not made explicit. You can use this section to acknowledge the rigour demonstrated
by the researcher in achieving a representative sample, or for the way in which they
have linked the demographic data to the outcomes.

See also: Generalisability, bias, sampling methods.
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Dependent variable
Related to: Variables, randomised controlled trials (RCTs), outcome measures.

Definition: In an RCT the dependent variable is the outcome measure the researcher is
trying to improve through an independent variable (the intervention).

Application: There can be one or more dependent variables in an RCT, and these form the
main outcomes for the study. The purpose of RCTs is to demonstrate that the introduc-
tion of an intervention (the independent variable) has led to a more favourable outcome
in the dependent variable, such as reduced temperature, reduced pain, increase in sleep
and reduced level of infection, in comparison to an alternative intervention (the control
variable).

Key revision points: Dependent variables often encapsulate the goal of the health pro-
fessional — reduced temperature or increased hydration and so on, so the dependent
variable is a major focus for assignment work. There are a number of other key research
terms that a marker would expect to see included in discussions of the dependent vari-
able; for example, a clear concept definition that defines the meaning of the term used
to describe the dependent variable, such as ‘door to needle time’, and an operational
definition that provides a way of measuring the variable, for example, some kind of scale
or simply common units such as minutes. When comparing studies, these two aspects
of the dependent variable should be examined to ensure that studies can be compared.
Studies can be compared and combined, where relevant, if they have similar and com-
patible definitions and measurements for the dependent (and independent) variable. In
order to judge the success of a study, check that there has been an improvement in the
dependent variable.

See also: Independent variable, experimental design, concept definition, operational
definition.
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Descriptive statistics
Related to: Research results, data analysis, statistical analysis.

Definition: A part of statistical analysis that focusses on summarising the results of the
study in the form of numbers. Frequently used techniques are measures of central ten-
dency (averages), such as the mean, mode and median, and other calculations including
standard deviation and range.

Application: Although many people find statistics to be a difficult area of knowledge,
understanding a small number of these terms makes a big difference to your ability to
read and talk about research reports in a very different and more advanced way. The
researchers’ task is to make the results of their study easy to understand so that the
key points related to the aim can be understood and their implication for practice inter-
preted accurately. Descriptive statistics are a necessary part of presenting results so that
meaningful comparisons can be made between groups within the study or comparisons
made with similar studies.

Key revision points: Descriptive statistics are a way of painting a picture of those taking

part in a study or of the results using simple statistical techniques. These include calcu-
lating what was typical within the group in the form of measures of central tendency
and the spread of the values in the data.
The measurement of spread of the values includes the range, which is the highest and
lowest value or number, and an indication of how close the elements in a study (peo-
ple or things providing the measurements) were to the mean value in the form of the
standard deviation.

See also: Statistical analysis, levels of measurement.
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Double-blind study

Related to: Randomised controlled studies, bias, accuracy of results.

Definition: A technique used in RCTs to increase the accuracy of measurements by con-
cealing if an individual is in the experimental or control group. This is sometimes referred
to as ‘masking’.

Application: As with all forms of research, the accuracy of the results in RCTs is crucial
to its success. Studies have shown that if those taking part in such studies, or those
collecting the data know who is in the experimental or control group, their behaviour,
measurements and estimations can be subconsciously affected. For those providing care,
their treatment of those in the study can also vary if they know to which group they
have been allocated. ‘Blinding’ or ‘masking’ are methods of concealment where those
involved do not know who is in which group. Double blinding is where neither the
person taking part in the study or those involved in data collection know to which
group the individual has been allocated; single blinding is where only one of the parties
is unaware; this is usually the person taking part in the study, but it can be the data
collector.

Key revision points: Double-blind studies are regarded as high quality in the hierarchy of

evidence as they demonstrate rigour on the part of the researcher in trying to increase
the accuracy of the data. A study will usually state if blinding or masking featured in the
design and include details of how this was achieved.
In some health research studies, it is not possible to blind a participant as the intervention
they receive cannot be disguised in any way. For example, in midwifery research it would
not be possible to disguise whether a birth took place in water or in a bed. In such cases,
it cannot be said that the researches have designed a weak study as it would not have
been possible to achieve concealment in those taking part.

See also: Randomisation, experimental design, hierarchy of evidence.



Ethics 43

Ethics

Related to: Research process, rigour.

Definition: The code of behaviour and moral values involved in carrying out research on
humans (as well as human tissue) that are crucial to safeguarding the human rights and
welfare of those involved.

Application: There are a large number of codes and guidelines related to carrying out
research. These have been developed and refined to reinforce key obligations on
researchers when planning and carrying out research involving human beings. These
include the following:

e The Nuremberg code

e Declaration of Helsinki

e The Belmont Report

e Research ethics: RCN Guidance for Nurses.

In the more recent past, research governance has been introduced as a framework to
further guide and support health staff in achieving high-quality ethical research.

Key revision points: Ethics in research should be stressed in assignment work as one of
the most important parts of the research process. They should be valued, rigorously
pursued and supported. All research involving humans must visibly demonstrate that
it is ethically sound in protecting the human rights of individuals and not put them at
unreasonable risk or coerce them to take part in a study. Individuals must also be fully
aware that providing research data is not part of their treatment and they have the right
to refuse to take part, or pull out of a study at any point.

Ethics in research follow many of the same principles as those related to professional
health services activity and therefore will be familiar to those working in healthcare. The
first duty of the researcher is to do no harm (non-maleficence) to those involved in a
study. Under clinical governance, this includes ensuring that the researcher has the skills
to carry out a study and is insured and supported by an organisation that would accept
vicarious liability for any error or harm that accidentally happens to those taking part.
The main ethical issues include the following:

e Beneficence (doing good through the research)

e Non-maleficence (avoiding harm)

e Obtaining informed consent to participation

e Anonymity, by ensuring names and identifying information are not included

e The safekeeping and protection of all written and digital data relating to individuals

e Justice, by treating everyone as human beings in the same way without favour or
discrimination

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Ethics (continued)
e Obtaining ethical permission to carry out a study through meeting all the obligations
of research governance and a relevant ethics committee, such as a local research
ethics committee (LREC) or, in America, an institutional review board (IRB).

A study has demonstrated ‘ethical rigour’ where the researcher and the research
team/organisation have followed these principles, where required.

In assignment work, use a more elaborate terminology for ethical issues to demonstrate
your knowledge, for example, ‘beneficence’ rather than ‘doing good'.

See also: Ethics committee, anonymity, beneficence, confidentiality.
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Ethics committee
Related to: Research process, ethics.

Definition: An independent body set up to assess if the design of a study reaches a suf-
ficient standard to ensure that safeguards are in place to protect those taking part.

Application: In critically assessing any study, it is important to establish if it has received
ethical approval from an appropriate source. In the United Kingdom, this is provided by
an LREC and in America the corresponding body is an IRB. Both are designed to protect
those who are the subject of research and ensure that research designs meet the highest
ethical, and not just technical, standards. If educational resources such as students or
lecturers are involved, a University Ethics Committee may also be involved.

Key revision points: Inthe world of research, any study starts with satisfying the principles
of good research design through meeting the conditions laid down by research gover-
nance. This is demonstrated by completing and submitting a national online application
form to gain approval for a study. Part of the process involves ensuring that ethical con-
siderations are paramount in the study design and that appropriate ethical approval has
been obtained.

It is the role of local research ethics organisations to carefully examine research propos-
als to ensure that those taking part in a study are not put in any danger and that the
researchers have correctly risk-assessed the level of possible danger participants poten-
tially face. Informed consent must be given by those taking part and this must be based
on a clear understanding of the implications of participation (what will happen to them
and any areas of risk as well as benefit). Anonymity must be provided to individuals and
all identifying data collected must be kept securely.

Ethical issues are a complex area but in published research it is sufficient to note that
ethical permission has been granted, because only if all the other ethical issues have
been satisfactorily covered will permission be granted.

Do use the language of ethics such as beneficence and non-maleficence, which mean
"to do good’ and 'to avoid doing harm’ when including comments on ethical issues in
assignments.

See also: Research process, anonymity, beneficence, ethics.
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Ethnographic research
Related to: Qualitative research designs.

Definition: A type of qualitative study that explores the behaviour, beliefs and culture
of different groups and subgroups within society. It looks at individuals in a variety of
settings, including the workplace, community and hospital health settings.

Application: As with quantitative research, qualitative research takes a number of differ-
ent forms. In ethnographic research, the researcher attempts to answer a question on
how a group of people sharing a specific characteristic, such as cardiac patients, or com-
munity nurses, behave, interact or develop a clear belief system. The methods involved
include a variety of techniques, but particularly observation and interviews, to describe
what people do and why they do it, so that we can anticipate or understand their way
of life, reactions and interactions. The purpose is to allow health staff to provide a more
sensitive level of services and care.

Key revision points: All research approaches have distinct features and are judged as rig-
orous by the extent to which the researcher attempts to gather data as accurately as
possible, in line with the main principles of the method. Ethnographic research devel-
oped from anthropology, where the main concern was to document patterned group
behaviour of often exotic tribes, and to offer where possible, an explanation for the iden-
tified behaviour and customs. It has been a feature of health research for many years,
and often includes participant and non-participant observation to highlight important
insights into group behaviour of both staff and patients.

See also: Qualitative research designs, participant and non-participant observation.

Exclusion criteria
See: Inclusion and exclusion criteria
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Experimental design
Related to: Quantitative research, randomised controlled trials (RCTs), cause-and-effect
relationships.

Definition: A type of quantitative research that compares the outcome of an interven-
tion between those who have been randomly allocated to an experimental and control
group. The purpose of the study is to identify the existence of a possible cause-and-effect
relationship between an independent (cause) and dependent (effect) variable.

Application: This type of research design is a major contributor to evidence-based practice
and systematic reviews of the literature. Its success if influenced by its ability to reduce
the likelihood of explaining differences between the experimental and control group
measures of the dependent variable (the outcome measure) by anything other than the
independent variable (intervention). Systematic reviews of the literature based on RCTs
are considered to be at the top of the hierarchy of evidence.

Key revision points: The basic idea of an experimental design is that it tests the effect
of the independent variable, which is the intervention, on the dependent variable or
outcome. This can best be identified if the researcher takes a reasonably large group
of ‘subjects’ (people or things) and randomly allocates them either to the experiment
group, which is the one that gets the intervention being tested, or to the control group,
which gets the usual or an alternative treatment.

Randomisation is a key attribute of studies that test the presence of a ‘cause-and-effect’
relationship accurately. This is because it ensures that each group receives a reasonably
even mix of other factors that may influence the outcome, such as age and previous
experiences. The researcher must be able to control for other variables that might also
make a difference. Measurement of the outcome variable such as pain using a pain
scale is usually carried out prior to interventions, as well as after the intervention. As
the groups should be similar in all respects apart from the independent variable being
tested, any differences between the two groups can only be due to that variable, and a
cause and effect is established.

Researchers are cautious in saying they have ‘proved’ a relationship, as studies are rarely
perfect; they are more inclined to say a cause-and-effect relationship has been demon-
strated or indicated. Because of this, it is better to avoid saying ‘proved’ when talking
or writing about research studies.

The three attributes of a ‘true’ experiment are as follows:

e Randomisation, usually through numbering subjects in a sampling frame (list)
and using a system that will allocate who is going to be in which group using
computer-generated random. In the case of prospective studies, this can be done
in advance and the treatment allocated in numbered sealed envelopes kept in
sequence.

e Manipulation, where the researcher is able to carry out a different intervention (or no
intervention in the form of a placebo or by putting on a standard or ‘normal’ waiting
list) with each group.

e Control, where the researcher ensures that other influences (independent variables)
are reduced or controlled in some way.

There are a number of variations in the design of an experimental study but in healthcare
the RCT, which is the one described in the preceding paragraphs, is perhaps the most
familiar. The level of precision and objectivity found in such studies make them being
highly valued in evidence-based practice. This is because they provide hard and objective
information to inform clinical decisions about which interventions have more successful
outcomes than others.

The strength of these studies lies in the statistical relationships found between the out-
come measures of the two groups. This is indicated by the ‘p value’, which calculates
the extent to which the findings could have happened by chance.
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Experimental design (continued)

Understanding p values allows the reader to quickly identify those elements where rela-
tionships between variables or attributes in a study are unlikely to be explained merely
by chance circumstances. Experimental studies are not fool proof and several threats to
validity exist. These should be explored when reading such studies (see Validity). The size
of the two groups and their representativeness of the group being examined also influ-
ence the interpretation of the findings. However, the strengths of experimental designs,
particularly RCTs influence their use in systematic reviews of the literature, and ensure
their position towards the top of the hierarchy of evidence.

See also: Ex post facto studies, hierarchy of evidence, manipulation, quasi-experimental
studies, p values, validity.
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Ex post facto studies
Related to: Experimental design, retrospective studies, research design.

Definition: A type of study design that examines relationships between two variables
using data already generated to suggest a pattern or correlation between variables.

Application: RCTs cannot always be used as a method for searching for cause-and-effect
relationships. This is because practical or ethical issues prevent their use. In such cases,
the researcher uses data that have already been created using a retrospective design
and considers subjects who were either exposed or not exposed to a key variable. For
example, consider a study to examine the influence of active verses passive coping skills
and their influence on levels of psychological distress in women 1 year after a diagno-
sis of breast cancer. In such a study, the researcher would start with a measure of the
dependent variable — level of psychological distress. The data would be gathered retro-
spectively by identifying the levels of distress once the sample was divided into those
with active or passive coping skills.

This kind of study uses correlation and establishes a pattern between variables; unlike
an RCT, it cannot determine a cause-and-effect relationship as other influencing factors
cannot be ruled out.

Key revision points: Not all questions can be answered using an RCT, sometimes a retro-
spective study such as an ex post facto study is the most suitable design. Ex post facto
means ‘after the fact’, that is, the data are collected once the subject has been exposed
to the possible independent variable in the past. This means that there are a number of
characteristics of the RCT that are not present in such studies; there is no random allo-
cation as people have already developed characteristics or behaviour that place them in
one group or another, this means that there is no manipulation by the researcher influ-
encing who is exposed to which independent variable, the researcher does not have
control in the situation as it has already happened; therefore, the result can only be a
correlation. However, such studies do point the way to possible actions that health staff
may be able to influence, or encourage, and to improve outcomes.

See also: Experimental methods, manipulation, quasi-experimental designs, correlation.



50

Face validity

Face validity
Related to: Tools of data collection, accuracy, critiquing research.

Definition: Method of assessing the content of a data collection or measuring tool, such

as a questionnaire or assessment scale. Draft tools are examined by topic ‘experts’ and
also compared with previous studies or clinical texts to ensure that the content ‘looks
right” and is relevant to the concept being measured.

Application: In quantitative research, it is crucial that the measuring tool collects or mea-

sures relevant aspects of the variable under study. Where tools such as questionnaires
and scales are newly developed for a study and untested, it is important to gain some
assurances that the tool is fit for purpose and will examine the core features of the topic.
This is done in a number of ways, for example, by examining the literature for what has
been included in previous studies or professional literature on the topic. The views of
specialist and experts in the field can also be sought for confirmation that the content
and wording are relevant. In other words, critical judgement is used to judge ‘on the
face of it’, does the content look right?

Key revision points: Validity is concerned with being true to the essential nature of a

concept or variable such as ‘distress’, ‘depression’ and ‘pain’, that forms the focus of a
study. Such concepts are often recognised only by their indicators, such as unpleasant
sensations in the body or feelings of panic or foreboding. The goal of the researcher is
to ensure that the right indicators are included in the tool of data collection and that
respondents recognise those aspects that give the concept meaning for them. Achieving
face validity is the attempt to ensure that the tool of data collection does allow the
researcher to be confident that the concept is being adequately captured by their study.
Face validity may not be the most scientific or accurate test of content; however, in many
cases, it is the best available. It is far more convincing if this is linked to other forms of
assessment that are more objective and measurable.

See also: Tools of data collection, rigour.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.



Fieldwork diary 51

Fieldwork diary

Related to: Qualitative research, data collection.

Definition: Journal kept by a researcher during a qualitative study, especially an ethno-
graphic study. Its purpose is to capture events, thoughts and draft interpretations of the
unfolding events, observations or interviews.

Application: Qualitative studies are a vast exploratory enterprise and require careful man-
agement of emerging ideas, data and interpretations. A fieldwork diary, sometimes
referred to simply as a field diary, is one method used by the qualitative researcher
to capture such ideas and emerging understandings that otherwise may be lost.

Key revision points: The mention of the use of a fieldwork diary (or field ‘log’ or ‘journal’)
is an important aspect of judging the rigour of a qualitative ethnographic study where
there is a prolonged and often intense relationship between the researcher and those
in the study. The content of such a document can also demonstrate ‘reflexivity’, where
the researcher records their continued relationship with those in a study, and captures
reflections on the researcher’s impact, personality, background, past experiences and
personal interests on the unfolding of events, ideas and people in the study. This allows
the researcher and the reader of a published account to assess the extent to which
the researcher may influence some of the events and ideas being recorded. It can also
provide confirming data on some of the points and can also strengthen interpretations.

See also: Audit trail, confirmability.



52 Fieldwork

Fieldwork
Related to: Qualitative research, data gathering.

Definition: In a qualitative study, term used to denote data gathering in a natural envi-
ronment or setting.

Application: Much of the language of qualitative research draws a sharp contrast with
that of quantitative research. Here, the term ‘fieldwork’ is an attempt to contrast the
‘naturalistic’ aspect of qualitative data gathering with the artificial and carefully con-
trolled environment of the laboratory associated with experimental quantitative studies.

Key revision points: Assessing qualitative studies requires attention to the details of the
processes and data gathering that took place in specific natural or real-life environments
within the study. In the past, research was often seen as being conducted in a laboratory,
whereas qualitative research developed a contrasting language of its own and locates
its activities ‘outside’ the laboratory, hence the phrase ‘in the field” meaning ‘everyday
settings where the sample were found'.

See also: Fieldwork diary, credibility, key informants.
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Findings
Related to: Qualitative research, data collection, results.

Definition: A term often reserved for describing the data produced by qualitative tools of
data collection.

Application: Research studies can be divided into quantitative studies that produce num-
bers and qualitative studies where the data are usually in the form of words. Traditionally,
to make the distinction between the two types of study approaches, the section in the
publication of a quantitative research following the methodology was called the results
and the same section for a qualitative studies referred to as the findings. Unfortunately,
this system has slipped somewhat and it is by no means a commonly followed principle.

Key revision points: In talking about research, it is important to try and use the correct
terminology to show the depth of your understanding. When reading research, the
language will often follow certain conventions related to the type of study described.
As indicated earlier, the distinction between results and findings is no longer a safe
indication of the type of study.

See also: Results, qualitative research.
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Fittingness (also called transferability)
Related to: Qualitative research, critiquing qualitative studies, transferability.

Definition: The degree to which the findings from a qualitative study can be applied to,
or ‘fit’, other situations. The term roughly corresponds to the concept of generalisability
in quantitative research.

Application: Fittingness, or transferability, is a decision a reader makes about the find-
ings of a qualitative study based on the author’s depth of description in the study that
would suggest that findings are not unique to the study location but may be found and
applied elsewhere. If fittingness can be identified, then it achieves the major category
of transferability, which is one of the four main criteria set by Lincoln and Guba as part
of their framework for assessing qualitative studies.

Key revision points: Assessing qualitative studies requires a different vocabulary and dif-
ferent ideas on what makes a good study. Fittingness, or transferability, as it was later
called by its originators, Lincoln and Guba, is used instead of generalisability. This is
because qualitative research does not claim the same kind of accuracy from which gener-
alisations can be made, as happens with quantitative studies; rather it seeks to produce
general insights. However, there is little point in research if the knowledge produced
relates only to the location in which they were produced. Fittingness, or transferabil-
ity, is your judgement that the revelations of a qualitative study do fit other situations
and may have implications for your own clinical area. The author of such studies will
frequently make the case for the fittingness of the study, but you must consider the
strength of this case.

See also: Credibility, transferability, confirmability, dependability, audit trail.
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Focus group
Related to: Qualitative research, tools of data collection.

Definition: The use of one or more small groups of participants to generate data through
the exploration of a topic of mutual concern or experience in a discussion setting.

Application: Individual interviews provide in-depth information in qualitative research,
but sometimes being in a group setting can develop a greater level of depth and under-
standing through participants sharing experiences and beliefs. A number of groups can
be held with anywhere between 3 and 10 or more individuals. The discussion is guided
by a facilitator sometimes called a moderator who is often joined by the researcher
observing proceedings and ensuring that the discussion is recorded.

Key revision points: Focus groups have become an increasingly popular method of con-

ducting exploratory type research. They generate a great deal of qualitative data quickly,
and can often stimulate a greater depth of analysis or exchange of ideas, experiences
and behaviour compared with individual interviews. They can explore topics such as
coping strategies amongst people with a chronic illness, ways of developing skills or
decision making amongst nurses and are very versatile where the group setting can
promote revealing and sharing information.
The economic aspects of this method should also be highlighted, as they make good use
of time and resources. However, as with all methods of data collection, they also have
disadvantages, including the risk of individuals being intimidated or led by others in the
group and therefore being influenced in the extent and content of what they share. This
makes demands on the facilitator or moderator to control the situation, so individuals do
not dominate the group. The key is to promote a supportive atmosphere to encourage a
sharing of experiences and self-disclosure. The amount and complexity of the discussion,
in terms of who said what, makes analysis challenging, but not impossible. As with other
qualitative methods, it is difficult to generalise from the findings, but focus groups are
capable of providing insights into topics that can improve care.

See also: Interviews, qualitative research designs.
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Forward chaining
Related to: Searching the literature, literature review, key words.

Definition: In reviewing the literature, the process of locating recent article references
in databases by using ‘cited by’ and ‘similar studies’ as a way of finding more recent
publications.

Application: Locating relevant literature for a literature review depends on a number of
techniques that will reveal as many good quality studies as quickly as possible. Back
chaining, an alternative technique that uses the references section of articles to find
similar publications, has the disadvantage of taking the search further and further into
the past; forward chaining is the alternative. It is carried out by taking advantage of
suggestions in the database such as ‘this article was cited by ..., or ‘other references
that might be of interest are ... ". Following these suggestions will usually reveal more
recent articles.

Key revision points: A good review of the literature should focus on sources of knowledge
that are as recent as possible. Forward chaining is a productive technique to achieve
this, and will ensure assignments are up to date and include modern sources of relevant
evidence. When writing reviews, name the processes used to find material and refer
specifically to back chaining and forward chaining where used.

See also: Back chaining, reviewing the literature.
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Frequency distribution
Related to: Descriptive statistics, results.

Definition: The number of times an attribute or variable has been recorded within a study,
for example, number of readmissions by type of chronic illness over a 12-month period.

Application: The researcher in quantitative research must count and then describe how
often a characteristic or variable appeared in the study in a way that is easy to under-
stand. This often takes the form of a table listing characteristics, events or categories
and the number of occasions or ‘frequency’ that they appeared in the study.

Key revision points: A large part of the aim of a study will take the form of a numeric
display of the results. Tables vary in what they present, so it is important to know what
you are looking at and how to describe the kind of display used. Frequency just means
‘count’ or ‘number of occasions’ and answers the questions ‘how often does this charac-
teristic or variable occur?’ As part of critical analysis, reflect on whether the frequency
for specific items is more than, less than or exactly what we would expect? The fre-
quency for one item may be compared with that of another factor or variables such as
age, gender or other category. Calculating a frequency is a reasonably simple technique.
The important question is ‘so what?’ How might this frequency be an important finding
in the study and does it help answer the aim?

See also: Descriptive statistics, table, levels of measurement.
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Generalisability
Related to: Quantitative research, critiquing, research utilisation.

Definition: The ability to confidently apply the results of a study to the wider relevant
population or situation.

Application: Part of the characteristics of research is the production of knowledge that
can be applied to other places beyond the location of a particular study. In other words,
research knowledge should have a general, not unique, applicability or relevance.

Key revision points: In assessing a study, examine the nature of the sample and consider
whether they can represent a wider group. The limitations, or weak areas, of a study will
reduce the extent to which it is possible to generalise the findings. Has the researcher
clearly followed the research process and produced a study that has reached a high
standard? The more it is possible to confirm this, the more trust we can have in the
generalisability of the work.

The generalisability of research is one of the defining characteristics that separates it
from audit and practice development.

See also: Research process, bias, critique, rigour, sample.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
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Grey literature
Related to: Reviewing the literature.

Definition: The inclusion of unpublished work such as conference papers and disserta-
tions/theses in a review of the literature, particularly, a systematic review of the literature.

Application: Reviews of the literature, especially systematic reviews, are built on recent,
high-quality studies as these indicate ‘state-of-the-art knowledge’. However, some
important sources of knowledge may be as yet unpublished, but are available as con-
ference papers and dissertations. Providing they are judged to reach a high standard
and fit the inclusion and exclusion criteria of the study, they can be included in a review.

Key revision points: Grey literature provides the opportunity to consider including cutting
edge recent research in a systematic review of the literature without waiting for it to
be published and therefore it forms an important source of evidence. It is called ‘grey’
literature as it does not exist on the white paper of a publication at the point of use,
so the term ‘grey’ was accepted as a generic term to describe it. Not all reviews will
include it, as it can be difficult to access. As with published papers, where it has been
included, the reader should look for assurances that it has been critically evaluated. Your
coursework may not expect you to include grey literature, so do check.

See also: Literature review.
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Grounded theory
Related to: Qualitative research designs.

Definition: Type of qualitative research design that not only describes a social situation
but also attempts to suggest an explanation or theory to account for it. Its name derives
from the aim of developing theories grounded or emerging from the data collected.

Application: This is one of the more popular qualitative designs used in healthcare. It can
look like other designs but its focus on explanation and often the use of a theoretical
framework makes it different from some of the more descriptive qualitative research
designs.

Key revision points: This is not a quantitative theory testing approach but a qualitative
theory generating activity. Grounded theory developed from the work of two American
sociologists — Glaser and Strauss — in the 1960s. It is concerned with human behaviour,
and the way it is built around solving problems within social life. Details of both the
‘essential’ nature of the problem and the patterned human behaviour in relation to it
emerge from the data collected in an inductive process.

Grounded theory often makes use of triangulation, that is, the application of several
forms of data collection, particularly observation and interviews, but often combined
with other sources such as documents. As with all qualitative approaches, the emphasis
is on the analysis of the findings, and this is often carried out alongside data collec-
tion. This parallel process of data collection and analysis has an effect on the size of
the sample, as collection stops once ‘data saturation’ has been reached. It also affects
what information is collected next. During analysis, new data are compared with data
previously collected in a process called the constant comparative method.

There are many different views on how to conduct such studies and even Glaser and
Strauss, the two originators, went their different ways and argued about the nature
of grounded theory research. Most published studies will contain the words ‘grounded
theory” in the title or abstract.

See also: Phenomenology, ethnographic research, data saturation.
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Hawthorne effect
Related to: Threats to validity, bias, experimental studies.

Definition: A change in participants’ behaviour due to the excitement or novelty of taking
part in a study, rather than the introduction of the independent variable under review.

Application: Accuracy of measurement is a key element in research where the outcome
should be a reflection of the concept being measured (validity). However, there are a
number of threats to such accuracy; one of them is the Hawthorne effect where subjects
can act and report situations differently because they are in a study rather than as a direct
result of an independent variable.

Key revision points: The term comes from a number of connected American experiments
carried out in the 1920s and 1930s in the Western Electric Corporation Hawthorne plant
near Chicago. The purpose of these studies was to examine environmental influences,
such as lighting and heating, on worker productivity. It was found that workers increased
their daily work output no matter what was changed in the working environment. The
conclusion was that it was regular contact, interest and feedback from the research
observers that increased productivity, rather than the environmental changes. The term
is now used as a warning of the unintended effect on some participants of taking part
in a study that can be mistaken for the influence of an experimental variable.

See also: Validity.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
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Hermeneutics
Related to: Phenomenology, qualitative research.

Definition: A type of phenomenological research where there is an attempt to understand
and interpret the lived experience of those in the study and not just describe it.

Application: Qualitative research takes many forms; one of the frequently followed
approaches is phenomenological research. This provides insights and understanding
of how people live their lives and their beliefs in relation to health and illness issues.
It includes research focussing on staff, patients and the public. As with many research
approaches, there are a number of alternatives in the way such studies are conducted
and hermeneutics is one of those variations.

Key revision points: Hermeneutics takes its name from Hermes, a character in Greek
mythology, who was the winged messenger of the gods. He frequently found himself
acting as a go-between delivering messages from the gods to the people below on
earth over whom the gods ruled. However, as the common people had difficulty under-
standing the language of the gods Hermes had to attempt to interpret the content
of messages. Hermeneutics, then, is concerned with looking at observed behaviour or
interview transcripts and interpreting their possible meaning.

As a research approach, it has been influenced by the disciplines of both philosophy
and psychology. There are some notable key figures whose guidelines are frequently
mentioned in the research literature; the German philosopher Heidegger is one such
major influence who has given his name to Heideggerian Hermeneutics. He believed
that human life is basically an interpretative experience, and people are constantly trying
to make sense of the life they live. The researcher’s role is to stand in the shoes of those
in a study in order to try to understand their interpretation and understanding of life
events.

Another influential German philosopher was Gadamer. Gadamerian Hermeneutics
encourages the researcher to interpret written material, such as interviews, by looking
at the way the parts of the text influence the whole document, and vice versa. This
takes the form of a continual back and forth system known as the hermeneutic circle.

See also: Phenomenology, qualitative research designs.
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Heterogeneity and homogeneity
Related to: Sampling, generalisability, bias.

Definition: Heterogeneity is the existence of a wide variation in some characteristic or
attribute within a sample, and homogeneity is the presence of a single form or variation
of a characteristic within a sample.

Application: A frequent problem in research is achieving a study sample that reflects the
composition of the wider population under examination so that the results of a study
can be generalised to the population as a whole. Where the researcher has some control
over who is included in a study (e.g. in non-experimental studies), they may choose the
presence of either a wide variation in an attribute such as age or condition or wound
site, or they may narrow the range in the characteristic of the sample to ensure that they
are reasonably similar in some attribute. This is to reduce the number of variables that
might influence the outcome being examined and make possible relationships between
variables easier to identify. Each of these two alternatives has consequences for the
findings and the ability to generalise from the results.

Key revision points: Heterogeneous samples show a wide variation in the attribute iden-
tified such as time since diagnosis or variations in educational background. This kind of
a sample is more likely to mirror the range of variation in the population more closely,
and so make generalisations easier. However, the variation in the characteristic may
have influenced the outcome and so make certainty about its role on the outcome
less clear.

Homogeneous samples will provide a group who are reasonably similar in attributes or
characteristics that may have some influence on the outcome being examined. This will
make it easier to compare different studies if the make-up of the samples is similar. An
example would be to restrict a sample to only those with a certain grade of burn, or
those who have been diagnosed with a chronic iliness within a set time period, say the
last 2 years. This would make samples comparable and rule out its variations as another
possible influencing factor on the outcome. The disadvantage is that such samples limit
the level of generalisability to only those with the attribute present in the sample, for
example, diagnosed within the last 2 years.

As with many dilemmas in research, there is no clear winner and it is a matter of judge-
ment on the part of the researcher as to which option they take.

See also: Sampling, bias.
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Hierarchy of evidence
Related to: Utilisation of research findings, systematic reviews of the literature,
evidence-based practice.

Definition: A guide to assessing the value or weight that should be given to sources of
evidence in evidence-based practice. There are many examples of hierarchies but there is
general agreement that the most valuable sources of evidence are systematic literature
reviews and meta-analyses of randomised controlled trials (RCTs). These are followed
by individual RCTs and then other options that reduce in value down to professional
opinion or personal experience.

Application: Evidence-based practice is founded on a belief that clinical decision making
should be based on research evidence, as it has the greatest degree of scientific accuracy.
As more evidence is available than ever before, it is important to use the ‘best” and most
accurate sources to make clinical and service decisions. The hierarchy of evidence is such
a guide and a number of versions can easily be found.

Key revision points: Evidence-based practice is a global approach to clinical decision mak-
ing. Itis concerned with applying the most successful interventions to clinical treatment
contexts. There is consensus that the most appropriate source of evidence is research,
and within that the RCT, as it compares one intervention with another, or against no
intervention in the form of a placebo or place on a waiting list. The highly controlled
design of RCTs makes them higher in accuracy than many other sources of evidence.
However, as one study is rarely definitive, the top of the hierarchy, and, therefore, the
most valuable source of evidence, is the systematic review that examines high-quality
RCTs, and the meta-analysis that combines the results of several RCTs and applies statis-
tic tests to the pooled data. Towards the lower end of the hierarchy are sources such
as expert opinion as these are more variable in quality and the process involved in com-
ing to a conclusion is not open to scrutiny as is the case with research and systematic
reviews of the literature.

It is also worth emphasising that many health topics are still under-researched, so
high-quality studies are not always available. In addition, some topics are not always
suitable for RCTs because of ethical or practical issues, so the hierarchy of evidence
provides a guide for other relevant sources of information.

It should also be stressed that the hierarchy is focussed on quantitative research, as it is
the type of research most useful in examining measurable clinical outcomes, which are
required to compare clinical interventions. However, professions such as nursing also
require other types of evidence such as patient experiences and preferences, as part of
the decision-making process. For this reason, it is important to acknowledge that this
system works for certain health questions and problems but not all questions.

See also: Literature reviews, generalisability.
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Histogram
Related to: Statistical analysis, forms of data presentation.

Definition: A block representation of the frequency of an attribute or variable that takes
the form of continuous measurements from zero to a specified number.

Application: Results in a research study must be simplified and summarised in a way that
does not lose the value of the results but at the same time conveys a clear understanding
to the reader. A histogram is a line figure that allows continuous or ‘ratio’ data (which
has an absolute zero below which there are no further measures) to be calculated and
displayed.

Key revision points: Histograms and bar charts look very similar and therefore are easily
confused. The difference is that the horizontal arm of the graph increases from zero in
value along a scale allowing differences in the amount to be indicated by the position
along the scale. The vertical bars touch to indicate this continuity, for example, time,
age and temperature. In contrast, the bars of a bar chart do not touch as the concept
measured cannot be divided numerically into smaller parts, for example, female/male.
As such, the bars represent nominal or category data that can only be allocated into
one attribute or another, for example, gender, type of equipment or the name of an
item. The bars in bar charts can be rearranged in any order as there is not a progressive
quality to what is being measured that affects their position in the ‘line-up’. In contrast,
it is impossible to rearrange the position of the bars in histograms as they are set in an
increasing measurement of the variable (e.g. age, height) therefore altering the order
of the bars in any other sequence does not make sense. This form of display allows a
visual analysis of results.

Both bar groups and histograms have the figure number and title below the figure as
figures are usually read from the bottom up (see Figure 2). This contrasts with tables,
which are numbered and titled above the table, as tables are read from the top down.

See also: Bar charts, data analysis.

Frequency
N
o
I

1 2 3 4 5 6
Number of hours

Figure 2 Number of hours of exercise per week by those who exercise weekly (n=239).

Homogeneity (See: Heterogeneity and homogeneity)
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Hypothesis

Related to: Randomised control trials, research questions.

Definition: A statement that predicts a relationship between an independent variable
(intervention) and dependent variable (outcome). It is written prior to data collection
and on completion of an experimental study the outcome data are used to accept or
reject the hypothesis.

Application: A hypothesis is a traditional part of experimental methods where a researcher
states what they expect to find when an independent variable is introduced and the
effect it may have on a dependent variable. For example: ‘the hypothesis of this study
is that patients completing at least a one hour exercise period per day will have more
uninterrupted hours of sleep per night, than those who do not exercise’. Here, number
of uninterrupted hours of sleep is the dependent variable or outcome measure, and the
exercise is the independent variable or intervention, no exercise is the control variable.

Key revision points: The purpose of a hypothesis is to test whether a cause-and-effect
relationship can be demonstrated between an intervention and an outcome measure.
There are three types of hypothesis:

1) Directional (also known as a one-tailed hypothesis). For example: ‘there will be
more/less of the dependent variable in the experimental group compared to the
control group following the intervention (independent variable)'.

2

-

Non-directional (also known as a two-tailed hypothesis). For example: ‘the indepen-
dent variable will have an effect on the outcome measure in the two groups’. This
form does not say whether this will result in an increase or decrease in the outcome
measure, only that there will be a change.

3

~

Null hypothesis (also known as the hypothesis of no difference). For example: ‘there
will be no difference in the outcome measure between the two groups following
the intervention (independent variable)".

The null hypothesis comes from classical experiments where the hope is that the null
hypothesis will be rejected, as this would mean that the alternative hypothesis, that
there is a change as a result of the intervention, would have to be accepted. The null
hypothesis is popular as any evidence of a difference means that the null hypothesis
should be rejected. A directional or non-directional hypothesis is harder to accept as a
difference between the groups does not mean that we can rule out that the difference
is due to chance.

The acceptance or rejection of a hypothesis is decided through statistical calculations
using a test of significance. This will state a ‘p value’ (‘probability’) that indicates the
likelihood that the differences in results are due to chance rather than the independent
variable.

There must be a hypothesis for each dependent variable in a study, so there may be
several hypotheses.

Not all published experimental studies state a hypothesis, although it is very helpful
when they do appear. However, it is not regarded as a point of criticism if a hypothesis
is not included.

See also: Inferential statistics, experimental design, p values, dependent variables, inde-
pendent variables.
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Inclusion and exclusion criteria
Related to: Sampling, reviews of the literature.

Definition: Inclusion criteria identify the characteristics of the sample the researcher wants

to include in the study so that generalisations can be made from the results. Exclusion
criteria are those characteristics that may make the sample unrepresentative or endanger
the health of the subjects if included.
The same principle is applied to the characteristics of a literature review where inclu-
sion criteria states the kind of material the researcher plans to include in the review
to ensure that it is based on representative and good quality literature. The exclusion
criteria indicate material that could distort the findings of the review.

Application: In sampling, the problem for the researcher is to define before the study

commences those people, events or things that will give the study credibility by matching
the range of key characteristics in the broader population. The inclusion and exclusion
criteria provide direction for the sampling stage of the research process, and allow those
reading or listening to a study to understand who or what is represented by the results,
and the decisions the researcher made to ensure that representative members were
included.
Similarly, for reviews of the literature, the inclusion and exclusion criteria provide the
transparency those critically evaluating a study should seek so that they can be confident
in the rigour of the reviewer, and the representativeness and relevance of the material
included.

Key revision points: One of the marks of both sampling and reviews of the literature is
confirmation that the researcher has thought carefully about the characteristics of those
people or publications to be included in a study or review. In both cases, the inclusion
criteria should identify those who should be represented in the study if generalisations
are to be made from the results. The exclusion criteria should identify those people or
publications that might introduce bias. In the case of people, it is those who may be
untypical, or those who may be put at risk through inclusion. In the case of literature,
it is those publications that may be of a lower quality, belong to a different category or
not really complement other forms of literature identified for inclusion. From a critiquing
perspective, it is important to match the criteria against your expectations of whom or
what should be included, and those people or articles it would be sensible to exclude
in order to obtain a high-quality standard of work. In assignment works, it is worth
highlighting your inclusion and exclusion criteria and your rationale for them where
applicable and space permits.

See also: Sampling, literature review, critiquing, bias.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
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Inferential statistics
Related to: Quantitative research, statistical analysis, results.

Definition: A group of statistical techniques that allow possible relationships between
variables in a study to be suggested or ‘inferred” and evidence provided to support this.

Application: Inferential statistics are a group of statistical procedures that provide the
researcher with possible confirmation that a statistical relationship exists between the
variables under analysis. Some of the techniques may imply a ‘correlation’ or pattern
between variables, others allow a causal or ‘cause-and-effect’ relationship to be deter-
mined, depending on the nature of the study and the type of statistical technique used.

Key revision points: It is an advantage to have some understanding of how statistical
techniques are applied to a quantitative research study. Briefly, there are two main cat-
egories of statistics: descriptive statistics that paint a picture of the findings of the study
in numbers but do not suggest or confirm relationships between variables, and the
stronger group of inferential statistics that allow a higher level of conclusion to be
made. Inferential statistics include correlation, which suggest patterns or associations
between two or more variables, and tests of significance, which indicate the likelihood
of cause and effect relationships between variables. The latter suggest that one vari-
able does have a change effect on another variable. Thus, an intervention (independent
variable) can be shown in a randomised controlled trial to have a direct influence on
an outcome (dependent variable) through the application of inferential statistics. For
example, a study may test whether introducing higher levels of exercise on a weekly
basis (independent variable) can have a direct effect on emotional stress levels (depen-
dent variable).

The strength of these types of statistical techniques is that they indicate if the findings
of a study can be applied more generally.

See also: Correlation, descriptive statistics, p values.
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Independent variable
Related to: Quantitative research, randomised controlled trials, causal relationships.

Definition: The variable, or intervention, the researcher introduces in a study in order to
measure its effect on a dependent variable or outcome measure.

Application: Research frequently takes the form of testing or establishing the influence
of a clinical intervention on a key health outcome, such as the possible influence of
levels of exercise on levels of emotional stress. In this example, levels of exercise and
levels of emotional stress are both variables; level of exercise is the independent variable
that can be introduced by the researchers and level of emotional stress is the dependent
variable or outcome measure. The wording here is important as it is usual to indicate
something is a variable, that is, it varies, by not saying the variable is ‘exercise’ or ‘stress’,
but ‘levels of exercise’ and ‘levels of emotional stress’. A study that looked at this subject
would need to be a randomised controlled trial in order to rule out the influence of other
variables, such as emotional problems prior to the study, and to suggest that differences
in emotional stress levels have been influenced by the introduction of exercise rather
than anything else.

Key revision points: Variables are the ‘things’ that vary in a study and an important part
of the language of research found in published research. As nursing is committed to
evidence-based practice, it needs a body of knowledge to support the use of successful
clinical interventions. Much of this evidence comes from randomised controlled studies
that highlight best practice in the form of independent variables (interventions) that can
be shown to be most effective.

See also: Dependent variable, randomised controlled trials, inferential statistics.
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Informed consent
Related to: Ethical research principles.

Definition: The agreement of an individual to take part in a research study based on a
clear and detailed description of the study and the implications it may have for the
individual.

Application: Under research governance, researchers must follow ethical guidelines
including that of informed consent. This requires an individual to agree to take part
in a study that is not an essential part of their treatment. The agreement should be
free of coercion and given of the individual’s own free will, having received a clear
understanding of the implications of the participation. This should detail what they
will be required to do or receive, and the possible benefits and risks of taking part. The
researcher is usually required to demonstrate that informed consent has been gained
in writing from the individual or, where relevant, from a proxy, such as next of kin or
parent in the case of a child, who is able to make that judgement.

Key revision points: Part of critically evaluating a study is ensuring that ethical rigour
can be identified. It is usually sufficient for a study to state that ‘appropriate ethical
approval was granted’, as the role of ethics committee is to ensure that all ethical issues,
including informed consent, have been identified by the researcher and addressed. The
more invasive the intervention and the more vulnerable the individual, the greater is the
importance of such issues as informed consent. This is more than simply saying ‘yes’ to
take part is a study, the individual has to be given sufficient details about the study to
allow a genuine decision to be made on whether to take part or not. Refusal to take
part must have no repercussions for care, or anything else. If consent is given, it is not a
once-and-for-all decision as an individual must have the right to withdraw from a study
at any point without there being implications for their treatment or relationship with
health services.

See also: Ethics committee.

Interval data (See: Levels of measurement)
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Interviews
Related to: Research design, tools of data collection.

Definition: Person-to-person method of collecting research data using a verbal means of
collecting responses to questions in person, telephone, online, or an instant messaging
method.

Application: Data collection methods must be suitable for the research question, the
sample and the type of data required. Interviews are suitable for extensive in-depth
data gathering, where a study explores a broad topic or question, or where respondents
are more likely to respond to a person-to-person method rather than a questionnaire.
The form of questioning can range from a highly structured written list of questions,
referred to as an interview schedule, to a more flexible list of key areas to cover, or even
a single question ‘can you tell me about ..., followed by prompts for more detail where
necessary. The form chosen will have implications for the type of analysis required.

Key revision points: Interviews are used in both quantitative and qualitative research stud-
ies. In quantitative studies, the data take the form of answers that are measurements,
such as frequency of events, or numbers agreeing or disagreeing with statements, such
as in a survey. In qualitative research, interviews are more unstructured and free-flowing,
following an individual’s experiences or thoughts. In this situation, their main advantages
are depth and the ability to pursue new ideas or themes as they emerge, rather than
simply following a list of questions.

The main disadvantages are the time taken to collect and analyse large amounts of often
free-flowing data, the skills required of the researcher to avoid leading the individual in
their answers, and the possibility that the answers are based on what respondents feel
the researcher wants to hear, or the desire to appear a ‘good person’, also known as
‘social desirability’. As with questionnaires, interviews share the problem of ‘self-report’
in that the data are not objectively gathered or confirmed; there is a reliance on a match
between what an individual says they do, or has happened, and the events themselves.

See also: Questionnaires, quantitative research designs, qualitative research designs.
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Inverse relationship (also called a negative relationship)
Related to: Statistical analysis, correlation, variables.

Definition: The direction of a statistical relationship between two variables, where as the
value (amount) of one variable increases, the value of another linked variable decreases.

Application: In statistical analysis, there is a search for relationships between variables.
Sometimes as the amount of one variable increases, another variable that is linked to it
will also increase (positive relationship), for example, increase in physical exertion and
heart rate, or as in the case of an inverse or negative relationship, the opposite can occur
where as one variable increases in quantity, another decreases. For example, as the level
of fitness increases, blood pressure decreases.

Key revision points: The direction of a relationship between variables is clearly important;
the inverse or ‘negative’ relationship helps predict the outcome when certain elements
are present in a situation. As this is a correlation, it is important to stress that this is a
pattern commonly observed between variables and may not happen all the time, and it
does not suggest a ‘cause-and-effect’ relationship between variables.

See also: Correlation, variables, statistical analysis.
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Judgemental sample (See: Purposive sample)

Justice
Related to: Ethical principles, ethical rigour.

Definition: The ethical obligation to ensure that all participants in a study receive the same
level of fairness and dignity, and are treated with equal care and courtesy.

Application: Accuracy is paramount in studies such as randomised controlled trials where
there should be no influences on who is allocated to a particular group, hence random
allocation. In the past, a number of studies were found to give preferential treatment
to individuals on the basis of their social position or connections, whilst other studies
involving hazardous interventions and treatments used only individuals from vulnerable
groups. Some well documented studies also withheld known beneficial treatments from
infected vulnerable groups in order to record the progress of certain diseases. The prin-
ciple of justice is related to human rights and demands that in research everyone should
receive the same dignity and respect of their human rights; all forms of discrimination
must be avoided.

Key revision points: The concept of justice applies to the planning and implementation
stages of research. It is part of ethical rigour, that is, the demonstration of high ethical
standards in the conduct of a study. Other ethical issues include avoiding harm to par-
ticipants, informed consent and confidentiality. In published studies, all these individual
aspects are rarely highlighted although they may have been observed. Providing a study
has been approved by an appropriate ethics committee, it can be assumed that such
elements as justice have been examined by an ethics committee before granting per-
mission to carry out the research. However, it is still important to ensure that from the
author’s own descriptions, participants’ human rights have been protected and issues
such as justice have not been compromised.

See also: Ethics committee.
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Key informant
Related to: Qualitative research, data gathering.

Definition: In qualitative research, those people who provide particularly useful insights,
knowledge or experiences relevant to the researcher. These individuals provide crucial
information or help in accessing data that are beneficial to the aim of the study.

Application: Particularly, in ethnographic studies, where the researcher may lack a know!-
edge of ‘the way things are’ in a specific culture or setting, there will be people willing
to share their expertise, knowledge or understanding to help the researcher understand
the subtleties taking place.

Key revision points: Qualitative studies can place the researcher in unfamiliar situations
with groups whose experiences may be very different from their own. Key informants
can be very beneficial and lead the researcher to uncover the main findings quickly
and efficiently. However, there can be disadvantages; key informants may have their
own agenda, and their insights may not be shared by others in the same group. This
situation may be hidden to the researcher who may be misled or find that other possible
key informants do not emerge because of the association with individuals who are using
the researcher for their own ends.

See also: Qualitative research, ethnographic research, fieldwork.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.



Key words 75

Key words
Related to: Searching the literature, search strategies, research articles.

Definition: Words used in searching databases and search engines to locate relevant arti-
cles for a literature review, also used on the opening page of some journal articles to
indicate words or concepts associated with the article content.

Application: Key words need to be listed at the start of the process of conducting a

literature review to give it shape and direction. The words are based on the main words
found in the aim of the review.
A useful way of structuring the aim of a review is using the ‘PICO" format, which
stands for ‘People/Patients’, ‘Intervention’, ‘Comparison intervention’, and ‘Outcome
measure’. It is the combination of these key words that allows a potentially vast num-
ber of articles to be focussed down to those that will probably prove to be the most
relevant. In a published article, these are often listed on the first page, or in a litera-
ture review, they are listed in the methodology section along with details such as the
names of the databases accessed, the timeframe covered by the articles and any relevant
inclusion and exclusion criteria used in selecting the material.

Key revision points: Key words that include the intervention, outcome measure and
sample group allow you to find relevant articles for assignments and literature reviews
quickly and efficiently. There is a skill to listing those words that will be productive. PICO
can help; however, sometimes synonyms and alternative spellings are needed to trace
relevant articles. Using back chaining and forward chaining is also helpful. The listing of
key words is part of the transparency expected of a good article and similarly may be
expected in a description of your search strategy for your review of the literature.

See also: Literature reviews, back chaining, forward chaining.
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Levels of measurement
Related to: Statistics, data analysis.

Definition: Categorisation of numeric data into a hierarchy that indicates the complexity
of statistical calculations that can be achieved using each level.

Application: In quantitative research, although ‘numbers’ may be thought of as a single
entity, they fall into four different categories depending on the type of statistical calcula-
tions that are possible using them. The four categories are hierarchical with the bottom
category (number 1 below) possessing little in the way of statistical function. The top
one (number 4 below) is capable of the most sophisticated and complex calculations
(Figure 3).

4. Ratio (most numerically sophisticated level —
must be an absolute zero below which no further
measurement is possible)

Increasing 3. Interval (equal spacing between numbers)

level of
complexity

2. Ordinal (numbers are in order, but interval
between items can be unequal or unknown)

1. Nominal (least sophisticated — numbers do not
indicate measurement only a category)

Figure 3 Hierarchy of levels of measurement.

Nominal data: These data use a number to represent a category label and do not measure
anything. The numbers on the back of members of team sports such as football or rugby
do not measure anything and so cannot be added, subtracted or divided to produce a
meaningful result. In research, categories are sometimes allocated a number to make it
easier to code or count, such as Female=1, Male=2. This illustrates that using some
types of numbers in calculations is meaningless.

Ordinal data: These data are higher in the hierarchy than nominal as the numbers provide
some kind of order, as well as allocate a category. Thus, runners crossing the finishing line
of a race can be numbered with position 1, position 2, position 3. Although we know
the order of who came where, the distance between each position can be variable and
again restrict calculations.
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Levels of measurement (continued)

Interval data: These data are the beginning of ‘true’ numbers as they measure amounts
of a variable as the distance or interval between each number is the same, for example,
temperature.

Ratio data: These data are the most sophisticated level of measurement, as they permit the
most complex calculations. This is because numbers in this category have an ‘absolute
zero’ below which it is not possible to have a measurement. While temperature does
not always have an absolute zero as it is possible to have a minus figure (e.g. —3°),
categories such as height or age do have an absolute zero as it is impossible to have
someone with a height or age below zero.

Key revision points: Errors can be made unless the levels of measurement are taken
into consideration. For example, it is not possible to calculate the mean (average) from
nominal or ordinal data, but only from interval or ratio data. Usually, such errors will
be identified prior to publication, but it is important to be able to understand why
calculations with different levels of data vary.

See also: Descriptive statistics, inferential statistics.



78 Likert scale

Likert scale
Related to: Questionnaire design, attitude measurement, opinion measurement.

Definition: Method of structuring questions and their answers, usually in scaling tech-
niques, questionnaires and interviews. Respondents are provided with a series of state-
ments, called ‘items’, for which there is a list of fixed alternative answers. Often, there
are five points (alternatives) to the scale but there can be four or seven points, although
other numbers can also be found. Typically, these range from ‘strongly agree’ to ‘strongly
disagree’ or similar structure.

Application: Likert scales are used to convert attitudes, opinions and views into a numeric
value, usually ranging from 1 to 5 for each point on the scale in the case of a five-point
scale. This provides a method of quantifying what is often thought of as abstract variable
or personal opinion so that it can be subject to statistical analysis.

Key revision points: The Likert scale was developed by the American psychologist Rensis
Likert, and so always has a capital ‘L". It has been a common feature of opinion and
attitude survey research for many years. It is worth remembering that this is not an exact
measurement and can be affected by ‘social desirability’, that is, individuals answering
in such a way that they look the ideal or ‘model” individual. However, it does provide a
general idea that can be useful in the same way that a pain scale gives a useful indication
of pain, but cannot be called an exact or accurate measurement.

See also: Scales, questionnaire design, quantitative research, social desirability.
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Literature review (also called Review of the literature)
Related to: Research process, reviews of the literature, systematic reviews.

Definition: The critical analysis of a defined selection of available literature that answers
a specific question.

Application: One of the important stages of the research process is to place a study
within the context of current knowledge. This is achieved by carrying out a literature
review examining relevant research already completed on the topic. This will inform the
researcher on the current knowledge available on their topic and will form part of the
review of the literature when their study is published so that readers can place their
study in the context of previous work.

Literature reviews are also conducted as a stand-alone study that can inform practice
and contribute to evidence-based practice. Such reviews are also a common feature
of academic work and can take a number of forms; increasingly, however, a common
requirement is that reviews should include the critical analysis of the research included
and not just a summary or précis of the articles.

One specialised form of the review is the systematic review of the literature. These are
produced by a team of writers to increase objectivity and avoid personal bias. The litera-
ture included in a systematic review has to satisfy stringent criteria to ensure its quality.
The purpose of this kind of review is to produce guides for clinical practice that are
sound and reach a high academic standard.

Key revision points: A good review of the literature consists of careful planning and an
exhaustive process of locating (sourcing) the literature to ensure that conclusions are
based on credible findings. They should demonstrate clear evidence of critical analysis
to ensure that the limitations, as well as strengths of the literature, are recognised.
Most reviews require the inclusion of details of the search process to meet the criteria
of ‘reproducibility’. This includes elements such as the databases and key terms used;
the time frame, and inclusion and exclusion criteria used to assess the literature and the
naming of the critical analysis framework used to assess its quality.

See also: Databases.
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Manipulation
Related to: Experimental designs, randomised controlled trials.

Definition: The researcher’s ability to control the presence or quantity of an independent
variable in a randomised controlled trial. This is achieved by the ability to introduce the
independent variable to only those in the experimental group and withhold or supply
an alternative to the control group.

Application: In order to fulfil the criteria of a randomised controlled design, manipulation
must be present to demonstrate that the researcher has been able to influence what
happens within the study in relation to the independent variable (intervention) and limit
the influence of chance circumstances.

Key revision points: The other two major criteria to be fulfilled in a randomised control
trial along with manipulation are control and randomisation. Together these demon-
strate that the researcher is able to achieve credible results that reduce the influence of
other explanation for the results.

See also: Experimental designs, randomisation.

Masking (See: Blinding)
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Measures of central tendency
Related to descriptive statistics: Statistical calculations, data analysis.

Definition: The calculation of a numeric value that indicates what is a typical value in
a set of numbers. Although we typically talk about the average of a variable such as
age, weight or height, there are several techniques that calculate ‘average’ in statistics.
These include the mean, median and mode and together are referred to as measures of
central tendency, that is, figures that tend to represent a value that comes towards the
middle or centre of a group or ‘data set’ of numbers.

Application: Inresearch, itis important to ensure that numeric results and ways of express-
ing them are clear and accurate. In descriptive statistics, measures of central tendency
are used to summarise or describe what is ‘typical’ in a group of numbers and can take
one of three different forms, each of which are calculated in a different way and may
produce different results. These are as follows:

e Mean: This corresponds with our understanding of ‘average’ and is calculated by
adding together the value of each ‘unit’ and dividing by the total number of units in
the group (data set). As the value of the mean is influenced the presence of untypical
values (or results) at either end of a data set, the mean can be distorted or biased by
unusually small or large figures that will pull down or up the mean.

e Median: This is a popular alternative to the mean, and is calculated by taking each
individual value in the data set and putting them in order from the lowest to the
highest. The median is the value of the middle number in the line of ranked figures
and forms the mid-point at which 50% of the numbers are below the middle one
and 50% are above it. In other words, it is the one in the middle of the distribution
of numbers. If there is an even number of values in the data set, a line is drawn
between the two at the mid-point, and these are then added together and divided
by two to produce the median. This calculation is difficult to achieve manually if there
is a large number of individual items in the data set. This is the most stable figure as
it is unaffected by the size of the numbers at either end of the rank order; it stays in
the middle regardless of the values.

e Mode: This is the value that occurs most frequently in the data set. However, this
is not as stable as the median as it can be pulled up or down long distances just by
adding a further unit that has the same value as other items that will make it the
most frequently occurring value. This can happen at any point in the distribution.

Key revision points: Avoid talking about the ‘average’ of any quantity found in a study;
instead, look closely at which measure of central tendency has been used, and use
that wording. As with many ideas and concepts in research, there are advantages and
disadvantages to each measure of central tendency, and it is a case of using the one that
is clear and relevant for the intended purpose. The mean is frequently used in research,
but because of its weakness of being influenced by untypically high or low numbers, it
is often used in conjunction with the standard deviation, which is part of the measures
of dispersion. Together these two techniques provide a better idea of where most values
(or numbers) lie in a study.

See also: Data analysis, descriptive statistics, measures of dispersion.

Mean (See: Measures of central tendency)
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Measures of dispersion
Related to: Statistical analysis, data analysis.

Definition: Calculations of how the values of a variable in a study are spread out, partic-
ularly in relation to the mean (see previous entry).

Application: In descriptive statistical analysis, the researcher will frequently provide an
indication of not only how the measurements of an attribute or variable can be typi-
fied through a central or ‘average’ figure such as the mean, median or mode, but also
how they differ in terms of their spread along a continuum. Here, calculations such
as the range, which is the lowest and highest figure, standard deviation, how figures
are arranged in relation to the mean and variance, which is a measure of variability or
dispersion, which is calculated by squaring the figure for the standard deviation, are
used.

Key revision points: The language of statistics is vast and built on a large number of
principles; however, it is worth learning how to interpret and use some of the frequently
used terms, as they help in understanding quantitative results and increase your ability
to communicate a study’s application to practice. Taken together, measures of central
tendency and dispersion provide a numeric snapshot of the sample or results of a study.

See also: Inferential statistics, descriptive statistics, measures of central tendency.
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Meta-analysis
Related to: Systematic reviews, reviews of the literature.

Definition: A type of review of the literature that combines together the numeric results
from several studies, usually randomised controlled trials, to form a new merged data
set. The reviewers then re-calculate the results to take advantage of the effect of a larger
combined total sample.

Application: Individual studies can suffer from small sample sizes that restrict the accuracy
of statistical procedures that require large samples. This can result in uncertainty on the
effectiveness of treatments where the lack of a statistical relationship may be due to
weak statistical relationships caused by a small sample size. Combining similar studies
can overcome this problem and increase the accuracy of the results.

Key revision points: There are many benefits to pooling or merging data, such as
an increase in the sensitivity and accuracy of the statistical processes used in such
re-calculations. However, there are limitations to the use of a meta-analysis in that
they require close similarities in things such as the same data collection tool, sample
inclusion and exclusion criteria, as well as similarities in the type and amount of the
interventions introduced. Look at these details in the methods section to ensure that it
is safe to combine the studies involved.

See also: Literature reviews.
Mode (See: Measures of central tendency)

Median (See: Measures of central tendency)
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Naturalistic research (See: Qualitative research design)

Non-maleficence
Related to: Ethics.

Definition: The obligation for researchers to avoid harm through their actions or omis-
sions. Harm can not only be physical in nature but also include psychological, emotional
or social harm.

Application: At the planning stage, the researcher must consider their study design and
assess the potential for both positive outcomes (beneficence) as well as possible areas
of harm. Although this is generally considered in terms of physical harm, even research
designs such as the use of questionnaires can have a psychological or emotional impact
through the recall of painful or unpleasant aspects of the individual's life or past expe-
riences. Similarly, interventions and how and when they are carried out can have an
impact on social life and routine.

Key revision points: Research must be carried out to a high ethical standard and the

avoidance of harm is a priority for the researcher. In reading research articles, you may
find that a study lacks details concerning all ethical issues, but providing a study has
been approved by an appropriate ethical committee, it can be assumed that all key
aspects will have been considered.
When you are discussing ethical issues in assignment work, using technical language,
such as ‘beneficence’ and ‘non-maleficence’, creates a good impression of the standard
of your work, as it demonstrates your knowledge and fluency in the correct language
of research.

See also: Ethics, ethics committee.

Nominal data (See: Levels of measurement)
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Non-probability sampling methods
Related to: sampling, data analysis.

Definition: Ways of choosing the sample for a study that do not allow the researcher to
make unqualified generalisations of the results to the larger population.

Application: Although probability sampling methods, which include simple random and
stratified sampling methods, provide a close approximation of what may be found in the
larger population, non-probability methods, such as convenience sampling (also called
opportunity or accidental sampling methods) and quota sampling, do not necessarily
match situations outside the study. However, the methods are acceptable for exploratory
research where the ability to be able to confidently generalise from the results is not an
essential priority.

Key revision points: Where studies have used non-probability sampling methods, there is
a limit to how far we can generalise the results. This is because it is unclear how far the
sample matches those in the larger population. It is wise to see such studies simply as
providing an indicator of what was found in one group or study, and be cautious over
any extravagant claims by the author of any wide generalisations.

See also: Sampling methods, generalisability.
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Normal distribution
Related to: Statistics, numeric results.

Definition: This describes the way some variables, such as blood pressure or body tem-
perature, form a symmetrical distribution around the mean, where there is a similar
number of items both above and below the mean. This is often described as forming
a ‘bell shape’ because when the results are plotted or drawn on a graph the results
appear similar to the outline of a church bell.

Application: The accuracy of some statistical calculations used in the analysis of results
requires the results to follow a normal distribution pattern. If this is not the case, the
results may not be accurate, and the interpretation of the results may not hold true.

Key revision points: The normal distribution is relevant to some studies that use ‘paramet-

ric’ tests, that is those numeric calculations and procedures that generate a high degree
of precision. Where variables do not follow a normal distribution, non-parametric tests
need to be used, and the accuracy of the calculations is less certain.
The extent to which variables in a study follow a normal distribution will influence
the statistical calculations used. Each parametric test has a non-parametric equivalent,
although their accuracy provides less certainty about being able to generalise the results
to the larger group.

See also: Statistics, quantitative results.

Null hypothesis (See: Hypothesis testing)
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Observation
Related to: Research methods, tools of data collection.

Definition: Type of data collection using visual methods such as human sight or film/digital
recording. Observations can be structured or unstructured.

Application: Observation can be used in quantitative research where structured observa-
tion checklists can be used to count the occurrences seen or the types of a particular
event observed, such as the number of people sat in a waiting area. Observational data
can also be collected in qualitative research, where more in-depth information can be
recorded over prolonged periods of time, for example, changes in hospital patients’
behaviour when family visitors are present. Observation can be carried out in differ-
ent ways by the researcher, for example, ‘covert’ data collection is hidden from those
observed; in contrast, ‘overt’ observations are visible and open to the view of those
observed. There are ethical issues of consent and ‘harm’ where covert observation is
used, and, in contemporary healthcare research, this type of data collection is rarely
used.

Key revision points: There are a number of ways of collecting research data, each with
their own advantages and disadvantages. ‘Self-report’ methods such as questionnaires
and interviews face the problem of reliance on the accuracy of what people say ver-
bally or in writing. Observation differs in that the researcher sees for themselves what
happens. However, if an individual or group know that they are being observed their
behaviour may change and therefore inaccurate information may be recorded. This
point illustrates the principle that bias and validity are built in to most methods of data
collection. For this reason, it is important that we do not talk too strongly about research
generating ‘facts’ or producing proof, but rather, that they produce indications and evi-
dence to support suggestions and hypotheses.

See also: Questionnaires, interviews, qualitative research designs, quantitative research
designs.
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Observational designs
Related to: Research designs, non-experimental methods.

Definition: A general term used to describe studies where the researcher does not actively
introduce an intervention, as in an experimental design. In observational studies, the
researcher will observe situations and search for possible explanations on the develop-
ment of, for instance, clinical outcomes.

Application: Itis not always possible through practical or ethical barriers to set up exper-
imental designs, such as randomised controlled trials, that involve the intervention of
a researcher. Instead, the researcher may collect data by following one or more groups
either retrospectively or prospectively and look for variables that may be responsible for
differences in outcomes. The difficulty with this research approach is the lack of control
over the influence of a variety of variables in the situation that might have influenced
the outcomes.

Key revision points: Although the term observation is also used to describe a method
or tool of data collection, here it is used to describe a research approach or design
that does not use interventions or randomisation, as in many experimental designs. It
is a term often used in medical literature to differentiate broadly between experimental
and non-experimental studies. Such studies do not necessarily use observation meth-
ods as a way of collecting data (although of course they may do), it is simply a term
that distinguishes whether the researcher intervened in a study with an intervention or
whether they ‘observed the situation” by collecting data but did not introduce a clinical
intervention.

The common form of observations studies include the following:

e Cross-sectional surveys: collecting data at one point in time in the form of question-
naires or interviews.

e Longitudinal studies: collecting data by returning to those in the sample on a number
of occasions over time to identify relevant changes.

e Cohort study, also called panel studies: following the progress of one group of
respondents over time in terms of their progress in relation to a condition or
treatment without a comparison group.

e Case—control study: where those with one intervention or condition are compared
with another individual with similar characteristics but a different intervention or no
intervention or different or no condition. These pairings are not randomly allocated
to the two groups and neither is the intervention randomly allocated. Individuals are
usually already receiving different clinical interventions and so naturally form two
different groups.

All these alternatives are concerned with situations that are not manipulated or intro-
duced as part of the study design. Some of these are retrospective, and look at situations
that have already happened or treatments that have already been started in the past.
Such studies can also follow groups of people prospectively through different decisions
or intervention paths and examine the consequences of these on health outcomes.
The limitation of such studies is that they cannot confirm a cause-and-effect relationship,
although a correlation may be possible. Statistical techniques comparing the different
features in subgroups or comparisons between groups are used to try and strengthen
the researcher’s conclusions, but can never overcome the lack of randomisation, and
the possibility of bias affecting the results.

See also: Descriptive research, bias, experimental studies, correlation, randomisation.
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Open questions
Related to: Questionnaires, interviews.

Definition: Method of asking questions where the respondent answers in their own
words, rather than choosing between a fixed list of alternatives provided by the
researcher (closed questions).

Application: Open questions are used when it is important to record respondents’ own
views without influence or guidance from the researcher. They can be used in both qual-
itative studies and quantitative surveys to gain more detail, or where a list of alternatives
cannot be easily constructed.

Key revision points: The choice of data collection method must provide the best fit in
relation to the study aim. Where the aim of the study is to explore a topic and gain
depth, open questions are used. This approach is more likely to result in a higher level
of validity in the study, as respondents are not forced into choosing options that do
not really describe or relate to their experiences or views. The disadvantage is that they
require far more time and effort to analyse compared with closed questions, but the
quality of the data frequently outweighs this limitation.

See also: Closed (closed-ended, fixed choice) questions.



90 Operational definition

Operational definition
Related to: Variables, critiquing, analysis.

Definition: The name or description of the method used to measure or quantify a key
variable. It is the tool of data collection used to collect data and can take the form
of a scale (e.g. pain scale, Likert scale) or standard measurement tool such as a blood
pressure monitor.

Application: In quantitative studies, variables have to be measured in some way in order
to produce a numeric value for use in statistical calculations. The researchers’ statement
of the operational definition indicates the way this has been achieved in a particular
study. The type of measurement should be clearly stated in a study unless it is very
obvious, for example, time.

Key revision points: Details on the operational definition for a key variable should be
included in the details of a study. However, an author will rarely say ‘the operational
definition was ... ", rather they will include a statement such as ‘pain was measured
using a five point pain scale ..., etc.”.

As the operational definition reveals the tool of data collection, it should be assessed
in terms of reliability, that is, the confidence you have in the accuracy of the tool. If
you are producing a review of the literature, you need to be aware that different opera-
tional definitions may produce different numeric values, just as measurements in degrees
Fahrenheit differ from measurements in degrees centigrade; thus, it will be difficult to
combine or compare different studies that have used different operational definitions
of the same concept.

The operational definition is related to the concept definition. The operational defini-
tion is the measurement of a variable, while the concept definition is the meaning or
interpretation of the word as defined in a particular study.

See also: Concept definitions, Likert scale, reliability, variable.

Opportunity sample (See: Convenience sample)
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Outliers
Related to: Statistics, quantitative results.

Definition: Numeric responses that are extreme or untypical in relation to the other
responses or results in a set of data.

Application: In statistical calculations, ‘averaged’ results in the form of the mean can
be distorted by the presence of a number of responses that are untypical. These may
make the overall results inaccurate or misleading. These ‘odd-ones-out’ are sometimes
excluded prior to final calculations, but it is usual for authors to draw attention to the
presence of outliers in discussing or presenting the results.

Key revision points: In examining published studies, look at the spread of results in a
table or figure and identify the presence of any responses that are a long way from
most of the others and may be untypical. These may be well above or below the mean.
Consider if these may affect the overall conclusion and look out for authors drawing
attention to these responses, in an attempt to demonstrate rigour by alerting the reader
to possible problems with the data.

See also: Measures of central tendency, statistics, bias, rigour.

Ordinal data (See: Levels of measurement)
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P

P

Values

Related to: Statistical analysis, inferential statistics.

Definition: ‘p’ Values indicate the extent to which statistical relationships are indicated by

the data in a quantitative study. The ‘p" stands for ‘probability’ that a relationship may
exist.

Application: A major concern in quantitative research is to demonstrate the relationships

between variables in the form of either cause-and-effect relationships or correlation. In
the case of experimental designs, these can be identified statistically by comparing the
outcome measures (e.g. pain or anxiety) between the experimental and control groups
following an intervention to the experimental group, such as teaching individuals to
use relaxation techniques. The problem for the researcher is that the measurements or
scores for each group may be different, but may be explained by the role of pure chance
and not the effect of the intervention. In other words, although the scores are different,
they are not different enough to suggest that the outcomes have been influenced by
the intervention.

In order to be more certain that the differences cannot just be explained away by chance,
the researcher processes the data using one of a number of possible statistical tests of
significance. The results, either in the text or in a table in a research article, will include
a 'p value’, that is, the ‘probability’ that the results are likely to be due to chance. The
less the results can be explained by chance, the more likely they are to be explained by
the intervention used.

The following is a very simplified explanation of how to interpret p values so that you
can look at tables in a more informed way. The three main benchmarks used to interpret
p values are ‘p<0.05', 'p<0.01’, ‘p<0.001".

The first value of ‘p<0.05" is commonly taken as the minimum value of ‘p’, which
indicates that the results are not due to chance but are due to the different interventions
received by the groups. It suggests that if the study were repeated a large number
of times, in less than 5 out of 100 studies, the differences would be simply due to
chance. The rest of the time, if the p value was less than 0.05 then the intervention has
made a difference. The further away the p value lies from 1.00, the less likely it is that
the difference in the results between the groups is due to chance. In other words, the
intervention is effective, and this gets more certain the smaller the p value. Thus, a value
of 'p<0.01"is 'better’ than a value of ‘p < 0.05" as it is smaller (0.01 is smaller than 0.05,
and 0.001 is smaller than 0.01) and less likely to be explained by chance alone.

A more technical explanation is related to the use of the null hypothesis in randomised
controlled trials where the researcher starts with the premise that both groups are the
same; there is no difference between them. As indicated in the entry for ‘hypothesis test-
ing’, the researcher hopes that data from the study will show that there is not enough
support for this and the hypothesis will have to be rejected. This would mean that there
is more evidence to suggest that the intervention has been successful. If the p value is
less than 0.05, it means that the data suggest that the chances of supporting the null

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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p Values (continued)

hypothesis of no difference between the outcome measures in the groups is 5 in a 100
or 5%, which is not accepted as large enough to make it a safe conclusion that they are
the same. In other words, there is a 95% level of probability that they are not the same.
When it comes to a p value of less than 0.01, there is even less support for the null
hypothesis that the results are the same for both groups, as there is only a 1% chance
that they are the same. Therefore, once the p value reaches p < 0.05 or becomes smaller,
such as p<0.01, there is more likelihood that the results indicate that the intervention
is working.

When used in relation to correlation studies, such as in survey data, the p value indicates
whether there is a statistical support for a null hypothesis that there is no correlation
between the variables being examined, such as a lower birth weight in babies where the
mother is a smoker compared with those where the mother is not a smoker. P values
of <0.05 and smaller show that a correlation does exist and the null hypothesis of no
correlation can be rejected. It is important to state that correlation is not the same as
cause and effect. It cannot be concluded that one causes the other, but only that they
seem to go together, and that a pattern does seem to exist.

Key revision points: The ability to interpret p values is a valuable skill; it helps you under-
stand quickly whether there is evidence to support an intervention or accept the pres-
ence of a correlation. Where a table includes a column of ‘p values’, look down the
column to quickly identify those situations where the p values indicate a clear difference
between groups and where there is no difference between them.

The p values can also be found in surveys that compare two or more subgroups within
the findings. In these studies, there is no randomisation and nothing has been intro-
duced. In this context, the question is simply, are the groups similar in relation to some
variable such as similar level of children with a low birthweight born to mothers who
smoke compared with those who do not smoke?.

When used in relation to correlation, the p value suggests whether there is statistical
support for the null hypothesis that there is no correlation between the variables being
examined or whether there is a clear correlation present.

Table 1 summarises the main points to help you interpret various levels of ‘p’ in experi-
mental and correlation studies.

Note the use of ‘<’, and ‘>’ when displaying the p value. When the small end of the
‘arrow head' faces the p (p<), it means ‘less than’ and when the large end is towards the
p (p>) it means ‘more than’. Anything more than, that is above, 0.05 is non-significant
and has not indicated a good result; p values of around 0.06 are said to be ‘approach-
ing significance’, but are taken still to provide weak support for the intervention. Only
results where p is less than 0.05 (p < 0.05) indicate a good result. In some studies where
accuracy of the conclusion is more crucial, the minimum p value is set at p<0.01
rather than p <0.05 so that the difference between the groups has to be greater and
clearer.

It should be stressed that we are talking about a ‘statistically significant difference’ here,
which has been demonstrated by the calculations. The clinical difference in the outcome
between two interventions may still be unimportant, for example, heart rate or temper-
ature may have been reduced by a statistically significant amount but the size of the
reduction will not affect the individual’s clinical recovery or health.

See also: Experimental studies, correlation, hypothesis testing, surveys descriptive statis-
tics, inferential statistics.



p Values

94

*,201deld 159, PaJapISUOd 3q Aew pue ,S3IOM, UONUSAISIUI 3 S| 1By — UORUSAISIUI B} Ing as[2 bulylAue Aq paure|dxa
90 0} Aj2ijun si sdnoib 3y UsaMIIT a2UBIBHIP BY1 (000°0 O3 GO'0 W0y Aeme) ainbiy auj} Ja|[BUIS B} ;A0 Se ‘SaIPNIS [PIUBWILIAMXS 104

UOUBAIBIUI

4O 3JI0YD 43N] e S|

puE S3UW0IN0 B} O} DIUIIIHIP
© 93BW S90P UOIUIAIIUI DY}
181 1GNOP 31| S 213U SMOYS

J2JB3[D UdA S
UOI}e[2110D 3y} JO Y1BUdLS By L

9OUBL JO }NSaI BY} g 03 A|@XI|UN S| ey} UId}ed B MO||O} 0} UMOYS U] dARY SI|qelieA
2y} se s)nsal ay} Aq parioddns usaq sey UOIR[21I0D  ‘BA0Ce SUWN|OD INOJ AU} JO LD Ul PajedIpul sanjea d 1oy ‘SaIpN3s UoNe[aliod uj

SI9Y30 YM pasedwiod
UOIIUSAIBIUI SIY} 35N O} Uoseal
Buoi1s e S| 213U} — DUIBHIP
b1g e apew i ‘SaA

sa|qelen
9Y} U99M}aQ UOI1E[3110D
Buous e sl alay} ‘'saA

Buisn yrom

||9M S| pUB SBWO02}IN0 Y}
0} 9DUBIDYIP JB3)d B axew
pIp UOIIUSAISIUI AU 'SIA

uol}e[alIod e
10 9duasald sy bunuoddns

S3|geLIeA 3} U99MID]
ulaned Jeap e S| 1Y} 'SIA

sdnolb ayy jo
SSWODINO By} O} IUBIBYIP ©
93ew PIP UOIUSAIBIUI B} ‘SBA

juasaid

S| UOl1e[a1I0d B bulelsuowsp
S9|gelleA 3y} Usamiaq
uJsaned e si aIay} ‘saA

9A0Qe Se ‘salpnis _mucmrc_\_waxm 104

dnoibgns Aq sajqelien

Ul use1ed ou yuM ‘palejalun ale
S3|CeLIBA SE UOI1B[3110D B JO 9DUSPINS
ou s 313y} (50°0 <d) G0°0 ueyy Jabue|
sI d 3J9yM 'S3IPNIS UOIL|D410D 104

(su) JuediyubIs-uou ale synsal

2y} ‘sdnoib usLMIaQ SWO0INO 3y} O}
SDUDIBYIP B 33BW JOU PIP UOIUSAISIUI
3y} ‘subisap |pyusWILIRAX3 Ul

sdnoibgns sy} Ul Sa|qeliea

U9aM13q UJalied ay} Ul 9DUIBHIP

ouU S| 313y} ‘Uone|a110d e poddns

10U $30p 92UIPIAS Y1 ‘sdnoibgns

Ul s3|gelieA Usamiaq ulaled e 1ipaid
1ey} (sAonns "6°3) salpnis UOIe|a1I0d U]

(000°0>d *6°3)
1000 ueyy Jajjews si d j|

100°0>d yl

10°0>d §

(50°0>d) 50°0 ueyy
J9|jews s1 anjea d §|

(50°0 <d) 50°0 ueyy
19bue| st anjen d y

'S3IPN1S UOIE[3.1I0D pue [elusuiiadxs 10} sanjeA d, Jo uonelaidisiul | ojqer



Paradigm 95

Paradigm
Related to: Research approaches, beliefs of the researcher.

Definition: A way of seeing and understanding the world that influences the way an
individual thinks and acts and can be thought of as an all embracing ‘world view'.

Application: The two main paradigms in research are the quantitative and qualitative
paradigms. Each paradigm supports different beliefs about the nature of research and
the role and behaviour of the researcher. Knowing the distinctions between these two
paradigms will clarify the variations found in the structure and presentation of research
studies.

The two paradigms highlighted here are known by a variety of alternative names; quan-
titative research is also referred to as the positivist paradigm and is related to the belief
that the purpose of research is the objective measurement of variables and the search
for relationships between them. The role of the researcher in this paradigm is to ensure
that they demonstrate objectivity and reduce the contamination of data through their
own behaviour, prejudices or bias as far as possible.

The qualitative paradigm is also referred to as the constructivist, naturalistic or interpre-
tative paradigm. This is radically different from the beliefs of the quantitative paradigm.
Here, the purpose of research is seen as the exploration of the subjective world of individ-
uals and the attempt to describe the world through their eyes. The role of the researcher
in this paradigm demonstrates a higher level of interaction with the sample and there
is a greater use of the researcher’s interpersonal skills. There is also a greater degree of
social closeness and equilibrium between the researcher and those in the study.

As each paradigm is conducted in often very different ways, it is not possible to critique
one paradigm using the principles and criteria of the other. This may lead to dismissing
a study that may be following the principles of one paradigm but contravening those
of the other.

Key revision points: Academic success in many research courses is influenced by a grasp
of the language of research, and the ideas behind those words. ‘Paradigm’ (pronounce
‘para-dime’ to rhyme with ‘time’) is one of those key words that you may be expected
to understand and use fluently. A paradigm is often described as a ‘world view" held by
an individual as it colours everything they see; it can be compared with looking through
different coloured sunglasses that give everything the viewer observes a coloured hue
thanks to the colour of the lenses. In research, the choice of paradigm will influence not
only the type of research and the form of the question a study examines, but also the
role of the researcher within the study and the nature of the relationship between the
researcher and those in the sample.

A paradigm is not simply a categorisation of research approaches; it provides an under-
standing of the researcher’s beliefs about the nature of research, its purpose and how
it is best conducted to arrive at ‘the truth’.

In the quantitative paradigm, the truth is determined through research involving the
objective measurement of variables, and the search for laws or theories that produce
predictions on the relationship between variables and outcome measures.

In the qualitative paradigm, the truth is determined through the eyes of those involved
in situations and described in their own words. There are no measurements or statistical
calculations of relationships between variables; instead, it details experiences, under-
standings and interpretations. These may be in the form of descriptions, or perhaps
explanations and ‘theories’ of what may be happening. The research processes, sample
size, purpose of the research, the form and type of analysis are all very different from
those of quantitative research and accord with the researcher’s views and beliefs about
the nature of research and the appropriate method of research activity.

See also: Research approach, quantitative research, qualitative research.
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Phenomenology
Related to: Qualitative research, research design.

Definition: A type of qualitative research design that describes the ‘lived" experience of
people with specific characteristics or within the context of specific settings.

Application: Qualitative research comprises a number of different study designs, all with
a common aim of building up a picture of how human groups see and live key aspects
of their social world. Phenomenology is popular in healthcare as it examines how people
experience or interpret a situation that influences their health or the health of others.
This could be people or patients, in general, those with a specific condition or health
staff themselves. The value of this approach is to give individuals a voice and allow staff
to understand situations from their point of view.

Key revision points: Qualitative approaches have been often developed from other aca-
demic disciplines; here, phenomenology has been influenced by key thinkers in philoso-
phy, such as Husserl, Heidegger and several others. Phenomenological studies attempt
to discover the essential aspects or ‘core essence’ of a situation by looking at it through
the eyes of those experiencing it. As with other forms of qualitative research, the data
take the form of words and descriptions of the situation or experiences of those in the
study.

There are several variations within phenomenological studies; for example, some follow
the principles developed by Husserl and include the process of ‘bracketing’. In these
studies, the researcher sets aside their own experiences and beliefs to avoid contaminat-
ing the developing ideas and themes emerging in the data. In contrast, those following
Heidegger, who was originally a student of Husserl, believe that bracketing is difficult if
not impossible to achieve as well as unnecessary, rather, they believe it is helpful for the
researcher to draw on their own experiences to guide the study. There are no right or
wrong answers to this kind of difference of opinion, and research is full of such areas
of controversy.

The critical examination of this type of research requires a different critique framework
from quantitative research as the principles of qualitative research are very different.
Similarly, combining studies from the qualitative paradigm in a literature review requires
a different approach from combining studies from a quantitative paradigm.
Phenomenological studies have a great deal to offer nursing in providing a sensitive form
of healthcare, and it is perhaps surprising that more such studies are not conducted
within healthcare.

See also: Qualitative research, ethnographic research, grounded theory.

PICO (See: Key words)
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Pilot study

Related to: Quantitative research designs.

Definition: A small-scale test of the tool of data collection to ensure that it will successfully
collect the necessary data. During this process, consideration is given to the practical
issues of conducting a study, respondent understanding of what they are asked to do,
and methods of analysing data before starting the main part of a study.

Application: In quantitative research, the accuracy of the data gathered by the tool of
data collection is a key issue. A pilot study provides the opportunity to try out the tool
under realistic conditions in order to identify if any improvements need to be made and
therefore ensure that it is fit for purpose. In the case of questionnaires and interviews,
the accuracy of responses may be affected by the researcher’s use of question wording,
which may be unfamiliar or have different shades of meaning to respondents. These
problem areas need to be identified at the pilot stage. It also allows the research team
to ensure that practical issues such as overlong questioning, gaining access to carry out
measurements, or developing appropriate ways of analysing and presenting results are
taken into account.

Key revision points: The success of a study is influenced by many factors, some of which
cannot be controlled; however, in quantitative research where there is an emphasis on
the consistency and accuracy of the tool of data collection, it is possible to fine-tune
the method used. This is achieved by using tools or measuring scales that have been
used in previous studies, or if they are newly designed for a particular study, they can be
tested in a pilot and any relevant corrective action taken. This is an indication of rigour
in the design stage of a study. However, in quantitative research, the flexibility of the
tool of data collection means that it may be continually changing, so a pilot study to
ensure consistency is not required. There may still be a “try-out’ of interviews but this is
not referred to as a pilot in the same sense as in quantitative research.

See also: Rigour, research design, reliability.
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Population
Related to: Sampling, data collection.

Definition: The total group of people, things or events that form the focus of a study and
about whom the authors seek to say something.

Application: All those in an identified population can rarely be included in a single
study, so the researcher usually selects a sample from the population to provide data.
The process of moving from a total population to a sample is full of complexities for
the researcher, and the credibility of the study is frequently influenced by the size of the
sample and the extent to which the researcher has been able to select a representative
group to form the sample.

Key revision points: The population is not necessarily those who share a geographical

location, but a characteristic of interest, for example, the population of people suffering
lower back pain. In order to achieve a representative sample, the researcher must identify
the inclusion (sometimes called eligibility) criteria and exclusion criteria that mark those
in a study as representing the population.
When critically evaluating studies, the details of the sample should be closely examined
to ensure that generalisations to the wider population are possible and that certain
subgroups have not been omitted, or that those who make up the sample are not in a
different ratio to those in the total population. Such situations will reduce the ability to
generalise from the results. The match between sample and population, then, is a key
factor in critically evaluating studies.

See also: Sampling methods, inclusion and exclusion criteria.
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Power analysis
Related to: Quantitative research, sample size, statistical calculations.

Definition: Method of calculating the size of experimental and control groups in a ran-
domised controlled trial. It is used so that statistical analysis of the results can accurately
indicate real differences between the groups within a stated degree of confidence.

Application: A frequent problem for researchers when designing clinical trials is to achieve
a sample size that will allow results to be generalised to the larger population. Power
analysis is a useful method for calculating a sample size that will enhance the accuracy
of the results.

Key revision points: Power analysis is a statistical formula to increase the accuracy of
the results in a randomised controlled trial. Providing the numbers calculated for each
group are achieved, its use will save money in avoiding larger and more costly sample
sizes, while ensuring that the sample is large enough for the statistical analyses of the
results to work. This form of sampling calculation is not relevant to other forms of
study design.

When critically evaluating trials, compare the figures suggested by the power analysis
against the actual sample size to give an indication of the strength of the statistical
analysis. If the numbers in each group fall far below those suggested by the power
statistic, the results will be less reliable than those equal to or above the suggested
number.

Power analysis does not guarantee the accuracy of the results but they make it more
likely within the stated margin of probability. They are another indicator of rigour in this
kind of study.

See also: Experimental design, randomised controlled trials, sampling, rigour.

Pretest-posttest designs (See: Before and after designs)
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Principles of research

Principles of research
Related to: Research process, ethics, research design.

Definition: The guiding elements on the design and conduct of a study that promote
the safety of both researchers and those involved in research, and the accuracy of the
results.

Application: Research is an expensive and time-consuming activity that must be carried
out safely and accurately with a clear purpose and benefit. Although research includes
so many different approaches, there are common principles that underpin all studies;
these relate to ethical and methodological issues, and the competence of those carrying
it out. They also relate to those organisations that commission and apply research to
practice.

Key revision points: The following are some of the main principles followed by
researchers. Research should

be conducted safely following, where appropriate, ethical approval by an appropriate
body;

have the potential to provide benefit to individuals, organisations and increase under-
standing and knowledge on a topic or issue;

be carried out by individuals who have sufficient research education, training, expe-
rience and appropriate supervision;

store all data on individual in accordance with current data legislation and research
governance guidelines relating to security and confidentiality of participants;

where a study follows the quantitative paradigm, either describe a situation in num-
bers, or, in the case of an experimental or a correlation study, seek relationships
between variables and move towards developing generalisations, and theoretical
explanations. The results of such studies should be generalisable, that is, it should
be possible to relate conclusions wider than the location where the study took place;
where a study follows the qualitative paradigm, either seek to describe a situation
in words or offer possible explanations, both of which should provide insights and
increase the understanding and staff sensitivity towards patterns of human behaviour
and experiences;

have a clear rationale, aim or research questions and appropriate methods that will
provide an answer to that aim/question;

follow an approach to data gathering built on accuracy;

provide a transparent account of the way a study was conducted and resulting data
analysed;

recognise aspects that could introduce or increase bias and reduce them as far as
possible;

follow a thorough and appropriate method of data analysis, where results are dis-
played and explained in ways that can be understood and examined by the reader;
provide conclusion and recommendations that are based on and supported by the
information produced;

identify and highlight any limitations that might influence accuracy and the applica-
tion of results or findings to practice;

be communicated in an honest, transparent and accurate way so that others may
learn from it, and be able to critically evaluate its contribution to current knowledge
and its ability to guide or influence practice.

See also: Paradigm, research method, ethics.

Probability sampling methods (See: Sampling methods,
non-probability sampling)
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Prospective and retrospective study designs
Related to: Research design, data collection.

Definition: Features of a study where on its commencement the data required lie either in
the future (prospective, e.g. randomised controlled study) or in the past (retrospective,
e.g. ex post facto study, survey).

Application: At the planning stage, a researcher must design a study that will answer
the aim or research question. For some questions, it is possible to design a study with
the maximum control over the accuracy of the data and the conditions under which the
data are generated by using a prospective study design. Such studies have strict quality
control methods built into the method of data collection and allow regular checks to
be carried out during data collection to ensure consistency in the quality of the data.
However, this is not always possible on practical or ethical grounds, and data already
existing have to be collected in the form of a retrospective study. In this situation, a
researcher has less control over quality and accuracy, as data cannot be managed once
created to the same extent as in prospective studies.

Key revision points: The prospective or retrospective design of a study is usually dic-
tated by the research question and the practicalities of collecting data to answer it.
The approach selected will have consequences for the accuracy of the data collected.
As prospective studies have high levels of control, it is easier for the researcher to pro-
duce complete, consistent and objective data. Retrospective approaches run the risk of
incomplete data or lack of detail that may be important. For example, methods that rely
on memory or estimates of past frequencies, such as how many periods of nausea have
been experienced in the last month, may also be less accurate than data gathered at
the time of an event or intervention. Although prospective studies are a stronger source
of data, it is not always possible to design such a study, and retrospective studies can
be the only option.

See also: Study design, ethics.
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Qualitative research designs (also called Naturalistic
research)
Related to: Research approaches, research paradigms.

Definition: Qualitative studies follow a set of principles and beliefs about research that
form a paradigm or world view. It focusses on the social world and its meaning as
seen through the eyes of those involved. This differs in many ways from quantitative
research approaches, particularly in relation to the presentation of the findings of the
study, which are in word, rather than number form.

Application: Qualitative designs are numerous and include the more well-known phe-
nomenology, ethnographic research and grounded theory approaches. Together, they
offer a different way of structuring and analysing research studies. They have a partic-
ular affinity with nursing as they emphasise a holistic approach to answering research
questions, and attempt to gain insights that can help thinking and action in relation to
healthcare activities. Qualitative designs also value and provide a voice for individuals in
contact with healthcare and those providing care.

Key revision points: Despite the large number of different research designs, qualitative
approaches have in common a focus on seeing the world of health and healthcare
through the eyes and experiences of the individuals involved. Almost all the stages in
the research process in a qualitative study vary from those in a quantitative study as can
be seen in Table 2. This indicates that the beliefs and actions of the qualitative researcher
are very different from that of the quantitative researcher.

Although there are mainly clear differences highlighted in the table, the identical con-
cerns of the final two rows should be stressed in assignment work.

There are increasing attempts to combine both paradigms in the same study to pro-
duce a mixed-method approach to research. Although this is not an easy amalgamation
to achieve, using each approach at different points of a single study may be more
successful.

See also: Paradigm, principles of research.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Table 2 Comparisons between quantitative and qualitative research.

Quantitative research

Qualitative research

Built on a principle of objectivity,
measurement and precision in the production
of numeric data, and where the researcher
remains objective and detached from the data
collection process

The purpose of the research is to generalise
the results to other situations and seek
relationships between the measured variables
in the study. There is a concern to establish
laws and theories whose truth can be
demonstrated through the data

The approach to analysis is deductive; that is,
the researcher starts with theories and
principles and then collects data to see if the
results support the theory

A comprehensive review of the literature is an
essential part of developing the research
question and important aspects of the
methodology, particularly the tool of data
collection

The research question is very specific and
requires the collection of numeric data, which
are processed statistically to reveal
interpretations

The tool of data collection must be
demonstrated to accurately measure the
study variables; hence reliability and the
consistency of measurements are key
concepts. Measuring instruments such as
scales from previous studies or piloting of the
tool before the main study are methods used
to achieve this

Data collection is extensive. Emphasis is
placed on large sample sizes. Those included
should be representative of those in the larger
population to ensure accuracy of statistical
procedures and the ability to generalise results

Data collection and analysis are carried out in
sequence
Ethical concerns relating to those involved are

major concerns

Rigour of the research design and conduct of
the researcher/team are major concerns

Built on the discovery of the subjective world of those
providing the data, where an attempt is made to see
the world through the eyes of those involved rather
than those of the researcher. Findings are presented in
the form of words. The researcher makes a more equal
relationship with those in the study

There is no focus on generalising from a study but to
produce insights and understanding that may be
meaningful to readers. Some studies may result in a
suggested theory or explanation

The approach to analysis is inductive where the
researcher considers the data collected, and in a
process similar to standing back from a collage, may
attempt to suggest an overall pattern or picture that
may explain the data

Although a general view of the literature may be
gathered, there is an attempt to avoid an early critical
review in case it contaminates the researcher’s
interpretation of the findings; interpretations of the
data should emerge from the data itself and then may
be supported by the literature

The research question is broad and asked in a way that
requires non-numeric data to answer it, usually in the
form of words that are then analysed into broad
themes

The tool of data collection is flexible, as what is asked
or observed may change as the study develops. There
may be several separate data collection tools, such as
interviews and observation. No numeric measurements
are involved. There is little reason to standardise the
tool of data collection so a pilot is not required,
although there may be a testing of the approach or
questions to ensure relevance to those participating

Data collection is intensive. Emphasis is placed on the
depth of data. Those included in the sample should be
individuals who have experienced or have relevant
insights into the topic considered

Data collection and analysis are carried out in parallel
so that further data collection can take advantage of
new issues and themes arising

Ethical concerns relating to those involved are major
concerns

Rigour of the research design and conduct of the
researcher/team are major concerns
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Quantitative research designs
Related to: Research process, paradigms.

Definition: A way of structuring research studies that requires numeric data and the mea-
surement of variables to answer a research question.

Application: In planning a research study, the researcher is influenced by the research
question to choose a quantitative or qualitative design (see the previous entry on qual-
itative research designs for a comparison between the two designs). Once a decision
on the design is made, it will influence almost every aspect of the study and therefore
has to be chosen with care. The research question should indicate whether the answer
will require numeric data and the researcher will then follow the path related to the
quantitative or qualitative design selected.

The major subcategories in quantitative research include descriptive surveys, correla-
tion surveys, experimental studies, such as randomised controlled trials, and quasi-
experimental studies.

Key revision points: Often seen as the traditional ‘scientific’ approach to research, quan-
titative research designs are used in evidence-based practice to describe, measure and
demonstrate frequencies (how often or how much of a variable is present), correlation
or cause-and-effect relationships between variables.

Quantitative research is carried out using very different principles and guidelines in its
construction and implementation compared with qualitative research. The same is true
of critically evaluating or critiquing these two types of study for assignment work. It is
important to be clear on the differences between the two designs, and what should be
expected in the case of a quantitative study.

It is easy to confuse these two terms when typing or writing ‘quantitative’ and ‘qual-
itative’. It is worth checking carefully that auto correction or a simple error in writing
or typing has not taken place before submitting assignments as your marks could be
affected if the marker feels you have confused these two.

See also: Experimental design, paradigm, quasi-experimental research, survey.
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Quasi-experimental research
Related to: Experimental designs, quantitative research.

Definition: An experimental and control group design that lacks randomisation and is
used when randomisation is not possible. The results can suggest a correlation but not
a cause-and-effect relationship between variables.

Application: Although in experimental studies the use of randomisation is required to
establish a cause-and-effect relationship, it is not always possible to achieve. An appro-
priate compromise is to use two existing groups, such as similar wards in different
hospitals and use one as the experimental group with a specific intervention and use the
other ward as the control. As individuals were not randomly allocated to the two loca-
tions, it is not possible to rule out some previously existing difference in the two settings
that may have been responsible for any difference. However, it is possible statistically to
identify whether a correlation exists between the dependent and independent variables.

Key revision points: The term ‘quasi-experimental’ means ‘almost, but not completely’,
or, 'resembling’ an experimental design. Such studies are also called ‘non-equivalent
control group pretest—posttest design studies’, which gives a good indication of how
they are carried out. The control group is also often referred to as the comparison group
to indicate that a different situation exists from that of a randomised controlled group
study. Such studies will usually state that it is not a true randomised controlled trial.
The implication of this is that they are not as strong as a true experiment, which can
indicate a cause-and-effect relationship. However, they can indicate the existence of a
correlation between an intervention and a clinical outcome.

Research is about getting the best design to answer the research question and yet
be realistic in terms of what is practical to carry out. The hierarchy of evidence places
randomised controlled trials higher than quasi-experiments but the former are very dif-
ficult to carry out, and sometimes for a number of reasons, such as the difficulty of
ethically allocating some individuals to a control group, a quasi-experimental design is
used. Often the two groups in such studies will consist of those in two already existing
groupings.

When critiquing quasi-experimental studies it is important to compare how similar the
two groups were at the start of the study, if they are very similar (indicated by a p value
of greater than 0.05, shown as p>0.05, i.e. closer to 1.00) then it can be assumed that
the two groups are similar and comparable. Any differences at the end of the study
that cannot be explained by any other variable must be considered as due to what
has been introduced to the experimental group and a correlation is indicated. In the
same situation for a randomised control group, a cause-and-effect relationship would
be accepted. It is clear that when writing about quasi-experimental studies you should
stress that a causal relationship has not been found.

See also: Experimental design.
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Questionnaires
Related to: Data collection, quantitative research designs, survey.

Definition: A method of collecting research data that consists of a list of questions where
respondents fill in the answers themselves, often from a list of alternatives. This can take
the form of a digital online questionnaire or paper copy.

Application: Often the best way to establish information from a person is to ask them.
This can be in a verbal question-and-answer-situation as in an interview; however, a
well-used method is to supply respondents with a digital or paper questionnaire they
complete themselves. This is called a ‘self-report’ method. Questionnaires are used in
surveys ranging from less than 50 respondents to 1000 or more. Questions can be
‘open’, that is, requiring a response written by the respondent in their own words,
or ‘closed questions’, also called ‘'multiple-choice questions’ that have a list of fixed
alternative answers from which the respondent chooses. Fixed alternative answers are
quick and easy to count and therefore cheaper to analyse.

Key revision points: UK studies use the word 'questionnaire’ to indicate the tool of data
collection; however, US studies often use the word questionnaire to mean a survey. As
questionnaires frequently ask for personal experiences some people mistakenly believe
that they are a qualitative method of research. However, it is the way the results are
analysed and presented that determines the type of study. As questionnaire responses
are added together and the results presented numerically, they are regarded as a form
of quantitative study.

Similarly, although some questionnaires include open comments for respondents to
add their own wording, it is felt that this indicates a mixed method. Again, this is not
correct. Here, although there might be some qualitative data, it does not make it a
qualitative study or a mixed-method study; it remains a quantitative study with some
qualitative data.

Questionnaires have many advantages: they quickly provide data; they are cheap, easy
to use and non-threatening for both respondents and researchers. However, they have
many disadvantages, such as needing careful design and piloting to ensure that they
are unambiguous and do not lead the respondent in ways that might bias the answers.
The information can be superficial and there is difficulty in ensuring that the answers
are accurate — a common problem with ‘self-report’ methods.

A serious and frequently encountered problem is a low number of responses to a ques-
tionnaire study. The lower the number of completed questionnaires returned, the less
likely the results are to reflect the views and information of those sent a questionnaire.
When critically evaluating studies using this method, search for the response rate, that
is, the percentage of questionnaires returned. This can be disguised somewhat by giving
the reader raw response figures, often broken down into different groupings, such as
age groups and staff groups. Where this is the case, quickly work out the response rate
yourself.

Questionnaires are a useful way of getting an insight into a situation, but can rarely be
taken as any more than a simple indication.

See also: Survey, interviews.

Quota sampling (See: Sampling methods)
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Randomisation (also called random allocation)
Related to: Sampling, randomised controlled trials (RCTs).

Definition: The process of distributing items/people in a sample to one or more groups,
for example, experimental and control groups, in such a way that each item has an
equal chance of being allocated to any one group. It is used to reduce the influences of
variables that might affect the dependent variable other than the independent variable
under study.

Application: This is an essential starting point for a clinical trial where the groups should

be similar at the beginning of the trial before the independent variable or intervention is
introduced. The purpose of random allocation is to decrease bias by reducing the role of
the researcher or other factors in allocating who or what ends up in a particular group.
It is quite an elaborate process and requires each person or unit to be listed in a sampling
frame and given a number. Then, using a list of random numbers, either generated digi-
tally or from a table of random numbers, a predetermined amount of numbers equalling
the number required for one group are selected from the list of random numbers and
the person or item that corresponds with each number in the sampling frame is entered
into the chosen group. This is then repeated to allocate those to the other group.
In practice, where the total of those in the sampling frame will take part in the study,
half will be selected using this process and allocated to one group and the remainder
allocated to the other group. This system is very successful in producing a reasonably
similar mix of characteristics that might make a difference to the outcome in each group.
In other words, the system produces groups that should be on the whole very similar or
'homogeneous’ in character.

Key revision points: One of the principles of research is that data should be collected in
a way that minimises bias. In RCTs, it is the random allocation method that helps to
reduce bias; its absence may never be completely guaranteed, but in most situations it
is surprisingly successful.

In the situation of a prospective clinical RCT, where it is not known in advance who
may be admitted for treatment and included in the study, the researcher uses sequen-
tially numbered envelopes in which a treatment option is inserted. Who receives which
treatment is determined using the random allocation system described earlier but using
numbered envelopes instead of a sampling frame of individuals. The researcher inserts
the appropriate treatment instruction in the envelopes in the sequence drawn by the
random numbers. The envelopes are then kept in numeric order and each one opened
as an individual consents to the trial and enters the research study. When each envelope
is opened, those taking part have no idea into which group they will be allocated. In
double blind studies, those providing the care may also be unaware of who is receiv-
ing what.

One word of caution relates to the use of ‘random’ in everyday use to suggest a system
that is somewhat haphazard with little structure to it. This is very different from the pro-
cess of random allocation in research, which is not in the least bit haphazard. Looking at

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Randomisation (also called random allocation) (continued)

the description of sampling strategies, the method of convenience, sampling, also called
accidental or opportunity sampling is closer to the haphazard system that people think
of when using the word ‘random’. As these two sampling approaches are frequently
confused, it is worth ensuring that these differences are emphasised in your work.

See also: Sampling methods, heterogeneity and homogeneity, convenience sample.

Randomised controlled trials (RCTs) (See: Experimental
design)

Range (See: Descriptive statistics)
Ratio data (See: Levels of measurement)

Reflexivity (See: Fieldwork diary)
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Reliability
Related to: Critically assessing research reports, tool of data collection.

Definition: In a quantitative study, the ability of a tool of data collection to measure
consistently and accurately.

Application: The reliability of a tool of data collection can be demonstrated in two ways,
either by using a tool that is trusted and respected, such as one that has been used
in previous studies, or by piloting the tool if it is newly developed. Sometimes, even a
previously used tool will be piloted, particularly where it has been used in a different
country or culture, or where adaptations have been made to it. In the case of a ques-
tionnaire, the researcher may also use a statistical technique called Cronbach’s alpha
that measures the internal consistency of the tool.

Key revision points: When critiquing quantitative research, reliability is one of the major
evaluative concepts that should be used to ensure that a study is fit for purpose. It
is used in conjunction with others concepts, such as validity, which examines if the
researchers have measured what they set out to measure, bias, which is the amount
to which distortions or negative elements may affect the data, and rigour, which is
the extent to which the researcher has followed the principles of good methodological
practice in carrying out the study. All of these contribute to ensuring that a study reaches
a high standard and is capable of making a valuable contribution to decision making.

See also: Tool of data collection, validity, bias, rigour.
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Research
Related to: Evidence-based practice, research principles.

Definition: A carefully conducted systematic process designed to collect data to answer
a clear question. The processes used to produce the results must stand up to critical
scrutiny, and these results should add to our knowledge and understanding of a topic
or issue.

Application: Research has been carried out throughout history and across many aca-
demic and practical disciples. In healthcare, its purpose is to provide clear and accurate
evidence to determine clinical care strategies. Although it is sometimes confused with
audit and practice development, it differs from these in a number of ways; the main
difference is that findings should be capable of being generalised to situations outside
the site of the study, and add to current knowledge and understanding on a topic. Both
audit and practice development are useful to local developments but do not necessar-
ily transfer to similar situations, nor increase overall knowledge on a particular issue or
concept.

Key revision points: Research provides the ‘evidence’ for ‘evidence-based practice’ and
is now a major aspect of clinical decision making. It takes a wide variety of forms,
each of which may vary in its methodological principles and approach to evaluation.
The complexity of research and the vast challenges to its successful completion means
that it must be carefully scrutinised. Most research will have its limitations as well as
its strengths and these should be expected as a normal part of the process. A funda-
mental obligation is for all health professionals to have some understanding of research
processes and the skill to critically evaluate relevant clinical studies.

See also: Audit, critique, paradigm, principles of research, research design, research
method.
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Research design
Related to: Research process.

Definition: The type of approach and structure used by a study to collect the data to
answer the research question or aim. Designs can be categorised in different ways such
as quantitative or qualitative designs.

Application: In the planning stage, the researcher must make a number of decisions that
will influence the way a study is carried out. The research design is similar to a job
description or blueprint that provides an action plan to follow.

Quantitative research designs include the following:
e Surveys (both longitudinal and cross-sectional)

e Correlation studies, for example, quasi-experimental studies, ex post facto studies,
correlation surveys

e Experimental studies, including RCTs.

Qualitative research designs include a large number of options but the common ones
include the following:

e Phenomenology

e Ethnographic

e Grounded theory.

These lists are not exhaustive. Each design has general principles the researcher will
follow and may also have a number of alternatives within each one.

Key revision points: The naming of a research design is important as it demonstrates
familiarly with the alternative ways of structuring a study. Where you are critiquing a
particular design you should indicate any key features usually associated with that design
and how they can be illustrated in the study and any deviations from the design noted.

See also: Paradigm, qualitative research, quantitative research, research process.
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Research method
Related to: Research process, tool of data collection, data analysis.

Definition: The way in which data are collected and analysed in a study. The term is
broader than simply the tool of data collection as it includes the processes involved in
the way a tool is used or implemented, and the system of analysing the data collected
by the tool.

Application: One of the valued principles in research is the transparency in the way the
researcher explains the steps followed in carrying out the study. This provides evidence
that a systematic, clear and accurate process has been followed. The method used
should be in line with the approved or recognised ways of carrying out a research study.
In assessing research, it is not the results or findings that form the focus of critical anal-
ysis but the methods used that will indicate if the study is fit for purpose. The methods
or methodology section of a published study will provide the information needed.

Key revision points: Most definitions of research include reference to the systematic way
that it is carried out; details of the research method form part of the visible ways the
researcher demonstrates how they have achieved this principle. There are a number
of research methods used in research that are usually associated with the two main
paradigms. Table 3 shows that some methods appear under both headings but will
take a different form.

Each method has clear principles that should be followed in its use and each has its advan-
tages and disadvantages. The methods used should be appropriate to the research aim
or question and the sample in the study.

See also: Data analysis, paradigms, questionnaires, observation, interviews.

Table 3  Frequently used research methods within paradigms.

Paradigm Quantitative Qualitative

Research methods Questionnaires Assessment scales Interviews (words as data) Observation

frequently used Interviews (numeric or mixed data) (descriptions in words) Documentary

within each paradigm Observation (numeric data) sources, for example, diaries
Documentary sources, for (providing descriptions) Triangulation
example, records (numeric data) (combination of methods)

Response rate (See: Questionnaires)

Retrospective study (See: Prospective study,
case-control study, ex post facto study)

Review of the literature (See: Literature review)
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Rigour
Related to: Critiquing research, research process.

Definition: The researcher’s attempt to reach a high standard in the quality of their work
by ensuring that problems associated with the method are identified at the planning
and implementation stage and as far as possible reduced.

Application: The essential quality of research is that it should be conducted in a sys-
tematic and logical way that ensures the study reaches a high standard of accuracy.
Rigour is demonstrated through examples of how the researcher uses knowledge of
research principles, processes, dilemmas and methodological problems, and makes prac-
tical efforts to reduce them at the design and implementation stages.

Key revision points: Rigour demonstrates the researcher’s attention to detail in relation to
the aspects of a study that make a big difference to the accuracy of the results and the
overall quality of the work. Demonstrate your skill in critical analysis when completing
assignments and talking about research by including reference to the concepts of rigour,
reliability, validity and bias. Your knowledge of these issues and your ability to illustrate
your points with evidence demonstrates a clear understanding of research. Make good
use of these terms as they all show your emphasis on the quality of research and the
methods that create it and not simply a focus on the research results.

See also: Critique, reliability, validity, bias.
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Sample

Sample (See: Sampling methods)

Sampling methods (also called sampling plan or
sampling strategy)
Related to: Research process, sample.

Definition: Alternative ways of drawing and selecting the people, objects or events that

form the source of data in a study.

Application: Data can be collected from people, objects or events. As it is rarely possible

to gather data from a complete population, results are normally based on a sample or
part of that population. The sampling method is the design of the process that brings
those selected into a study and should ensure that they are as representative of the total
group as possible.

Key revision points: There are two main divisions of sampling methods: probability sam-
pling methods that produce a sample as close in characteristics to the total population as

possible, and non-probability sampling methods where it is not possible to be sure how
closely those drawn into the study are typical of the population. Such samples are not
necessarily incorrect or of little use, it is just it is not possible to say how representative
they are.

Probability sampling methods include a number of alternatives under the heading of ran-

dom sampling methods, which are as follows:

e Simple random sample: where everyone has an equal chance of inclusion into

a study from an identified target population. Random allocation is slightly different
and applies to how people are allocated to the experimental or control group in
randomised controlled trials so that everyone has an equal chance of being in either
group. This is important to reduce the element of bias that might be built into the
composition of each group. Such samples require a sampling frame, which is a list
of all those who could be included. These are then given a number and a set of
computer-generated random numbers or table of random numbers is used that lead
to those names corresponding to the random numbers being selected for inclusion
in the study, or allocated to a specific group. The main strength of this system is that
it is not known before matching the names with the numbers who has been drawn
for selection into which group, so there is no possibility of pre-knowledge that might
influence who goes where.

Stratified random sample: This is a variation of the simple random sample where
sample units are divided first into appropriate groups or separate sampling frames,
such as type/category/age/condition/gender. Representatives are then randomly
selected from each of the strata or groups, using randomly generated numbers (see
simple random sampling).

Proportionate sampling: As in the last category, but the proportion from each
group is in line with the proportion found in the population as a whole.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Sampling methods (also called sampling plan or
sampling strategy) (continued)

e Cluster sampling: This method is used when it is not possible to construct a sam-
pling frame of all those who could be included or when it is necessary to draw the
sample from a large area. The sampling is carried out in stages with larger units such
as regions or areas drawn first, and then working down to smaller units such as
health areas, hospitals and clinical areas. Each stage consists of a sampling frame at
that level and a selection process with the use of random numbers. Once the smaller
units have been reached, such as a clinical speciality in a number of geographical
areas, then all those eligible in that smaller unit or ‘cluster’ are included. This still
follows the principle of randomisation but overcomes the problem of selecting from
wide-based areas. However, there can be problems in that those at the final stage
may share common characteristics because they are in close proximity to each other.
This illustrates that throughout the research the researcher is faced with achieving a
balance between advantages and disadvantages associated with practical solutions.
Knowledge of these kinds of “trade-off’ decisions is important in demonstrating your
knowledge of the complex issues inherent in the research process.

This group of probability sampling methods permit the use of a wider range and more
sophisticated forms of statistical analysis that have a high level of accuracy associated
with them compared with the next category. The prime ingredients include a sampling
frame where potential ‘units’ are first listed and then numbered, a predetermined quan-
tity of numbers chosen from a computer list of randomly generated numbers (or table
of random numbers), and a matching process of those corresponding to the numbers
in the sampling frame who are then entered into the study or specific groups.

Non-probability sampling: These sampling methods are simpler and cheaper to use but
do not have the same level of accuracy in the results, as only more basic statistical tests
can be used on them. These methods include the following:

e Opportunity sample: also called a convenience or accidental sample. Here, those
units or people easily accessible are included on the assumption that they are typical.
This form of sampling is sometimes confused with, and thought to be, a ‘random’
sample as there appears to be little influence on their selection, that is, they are picked
‘at random’. However, this is not the same idea or process involved in a true random
approach. As indicated in the last section, a random sample is very carefully sourced,
and has a lower chance of bias than this kind of ‘accidental’ sample.

e Quota sample: similar to a stratified sample where a set amount or ‘quota’ of peo-
ple from identified subgroups is included, but without the use of a sampling frame.
This is a refinement of the previous opportunity sample that results in a sample
composition that mimics the kind of categories and proportions found in the larger
population.

e Purposive sample also called judgemental sample: where the researcher
hand-picks those involved on the basis of criteria that might ensure that a wide
selection of commonly found criteria will be included and therefore match the larger
population more closely. It sounds like there could be a large element of bias in such
a carefully selected sample, but the opposite is more likely, as it produces a closer
representative cross-section for inclusion.

e Snowball sample, also called a chain, nominated or network sample: used
where it is difficult to find ideal respondents because they are not clearly visible.
Any that are found are asked to ‘nominate’ or suggest others who might be eligible
for inclusion. Often used in qualitative studies, this is a practical way of solving the
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Sampling methods (also called sampling plan or
sampling strategy) (continued)

problem of recruiting difficult-to-identify or ‘hidden’ groups of people, for example,
illegal drug takers. This method is open to the problem of a poor mix or range of
characteristics, as people who know each other may not be typical of those who are
more isolated and may have a number of characteristics in common. The term illus-
trates the way the sample starts small, and like a snowball rolling down a hill, gathers
size and momentum.

When critically evaluating studies, it is important to ensure that the principle of matching
the method of sampling with the research aim and design is followed, as this will reduce
the possibility of bias and increase the relevance of the results.

In quantitative research, especially randomised controlled studies, there is a drive to
achieve as large a sample size as possible to increase the chances of accuracy, and results
that can be generalised. This tends to promote the use of probability sampling methods.
In qualitative studies where the search is for those who have experienced some issue
and the drive is not for exact measurements, the sampling strategies are usually
non-probability methods. In qualitative designs, sample size is often influenced by data
saturation, that is, data collection is stopped when no new categories or information
seems to be emerging. As a result sample size is often small, but the compensation is a
greater depth in the findings.

See also: Cluster sample, research design, data saturation.

Sampling frame (See: Sampling methods, cluster
sample)

Self-report (See: Interviews)

Snowball sample (See: Sampling methods, qualitative
research)

Social desirability (See: Interviews)

Statistical analysis (See: Descriptive statistics,
inferential statistics)
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Survey
Related to: Research approach, quantitative research.

Definition: A descriptive research approach that collects data from a large number of
people.

Application: Quantitative research can be used to collect numeric information that
describes a situation in numbers. The main research methods, or tools of data collec-
tion, include questionnaires and interviews. The questionnaires can take the form of
paper or digital copies. Surveys are a popular way of obtaining a snapshot of a current
situation. Survey data may also be used to search for a correlation between variables,
for example, establishing if people who often exercise have a lower level of depression.
Sample size in surveys tends to be large in order to include a good cross-section of
those who represent variations in the larger population.

Key revision points: Surveys have a long history of providing useful information on a wide
variety of health topics. The strength of this method is their scope, which has increased
in recent years with the use of the web to collect data. However, as with all research
designs, the researcher’s skills in the design and implementation of a survey are crucial
to the accuracy and usefulness of the results.

When critiquing, look for rigour in the design and content of the questionnaire; has it
been used in previous studies, or if this was a specially designed questionnaire, was there
a pilot prior to the main study? Consider whether the researcher has gained a represen-
tative sample and whether there is a good response rate. Has the methods/methodology
section of a study given you confidence that the sample is representative of the larger
population? Are the conclusions clearly supported by the survey results?

Although questionnaires are often considered as a cheap method of collecting data,
large-scale surveys involving complicated analysis and interpretation can be costly. If
effort is not to be wasted, the researcher must be clear at the outset on the purpose of
the study and how the results should be analysed and presented.

Importantly, American studies sometimes use the word ‘survey’ to mean a question-
naire, whereas UK studies use the term survey to mean the research approach and
questionnaire to refer to the research method or tool of data collection.

See also: Questionnaires, correlation, research design.

Systematic reviews of the literature (See: Literature
review)
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Table

Related to: Data presentation, statistics.

Definition: A visual summary of usually numeric data, mainly used in a quantitative study,
such as a survey or randomised controlled study. Words can also be exclusively shown
in a table where the usual structure of rows and columns is applied. If there is only one
square or ‘cell” with words, it is usually called a box.

Application: Numeric tables can take several forms from the ‘two by two’ (2x2) table
with two rows and two columns to multiple columns and rows. These are referred to as
a cross-tabulation or contingency table. These illustrate the results of one variable, for
example, gender, divided into or ‘cross-tabulated’ by a further variable, for example, tak-
ing more than 30 minutes exercise a week. The format is known as a ‘cross-tabulation’
as it is one variable ‘crossed’ with another (see example later).
Each table should be numbered and have a title that describes the contents. Columns
and rows should also be clearly labelled so that it is possible to understand what is
shown. Often the squares or cells contain two sets of numbers: one is the actual number
and the other, frequently in brackets, is the equivalent percentage (Table 4).

Key revision points: Tables and other visual presentations can be ignored by many readers
of research reports, perhaps because they feel intimidated by the use of numbers, or
are unfamiliar with how to read a numeric table. However, the critical evaluation of
published studies should include time spent on each table to discover for yourself the
story they tell. Every table and figure should be referred to in the text with some kind
of comment on it made by the author. A good study will provide an interpretation or
suggestion on what is indicated within the table.

One method of reading a numeric table is to firstly examine the table title, and column
and row headings to understand the context of the data included. Having developed
an idea of its purpose and elements, look at the table as a whole and consider the
question ‘what can we say from this table?’. Answer this by comparing and contrasting
the responses indicated by one row or column in relation to another. Are they the same
or different? Are they in the proportions (percentages) that you would have expected?
What might explain why the proportions are in the pattern found? What conclusions
might we draw from this picture? Compare your thoughts to the interpretation sug-
gested by the author. Look at Table 4 and consider what it may reveal about its subject
before looking at the next paragraph, which offers a suggestion.

A possible interpretation of the table is that it reveals a gender difference in levels of
exercise, where men appear to demonstrate higher levels of exercise than women. Are
there reasons that might explain this pattern? Do not forget that this is also a ‘self-report’
method and we may be unable to confirm this outcome if it is the result of question-
naires (are there any possible differences in the degree of accuracy in this kind of figure
provided by males and females?). In addition, a ‘p’ value would be needed to indicate
if this difference in the actual numbers, as opposed to the percentages, is large enough
to be more than simply a chance difference.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Table (continued)

Table 4 Those taking more than 30 minutes exercise
a week by gender (n=782).

Gender More than 30 minutes
exercise per week

Yes (%) No (%)
Male 246 (62) 154 (38)
Female 168 (44) 214 (56)
Total 414 (53) 368 (47)

How many people were in this fictional study? If you look at the title, the
‘n=""indicates how many people are represented in this table as ‘n’ stands for
‘number’. If you work out the total for each gender by reading across the rows, you will
see that males n=400 and females n=382. The numbers in each group do not have
to be exactly the same but it makes comparisons of just the plain or ‘raw’ numbers
sometimes misleading. That is why comparisons between percentages are more useful
as both genders are comparable as they are expressed out of a hundred (percent).
Although the table follows the 2x2 format, an extra row has been included showing
the column totals, it is still essentially a 2x2 table as a ‘totals’ row does not indicate a
further variable.

The use of tables demonstrates how the researcher can make data and the patterns
they contain clearer to the reader; in return, the obligation of the reader is to spend
time on the tables and look for the story they reveal.

Note that tables are numbered and titled above what follows, as tables are read from
the top down. In contrast, bar groups and histograms have the figure number and title
below the figure, as figures are usually read from the bottom up.

See also: Data presentation, quantitative research, critiquing, p values.

Thick data (See: Credibility and fieldwork)
Transferability (See: Fittingness)

Triangulation (See: Confirmability and qualitative
research designs)

Trustworthiness (See: Credibility)
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Type |, Type I, Type Il errors

Related to: Inferential statistics, null hypothesis, experimental research.

Definition: An error made by the researcher in relation to the interpretation of the results
of an experimental design. This happens when the null hypothesis (which states that
there is no difference between the results of the experimental and control group) is
either incorrectly rejected, and the data accepted as indicating a difference between the
two (Type I error), or incorrectly accepting the null hypothesis that there is no difference
between the two groups when in fact there is a real difference between them (Type /I
error).

More recently, a Type Il error has been created to describe a study that asks the wrong
question, given the purpose or issue that has prompted the study. This produces an
answer or solution that really does not add to our knowledge of the issue.

Application: Research is not an easy activity to carry out nor is it easy to get every aspect
of it right. There are two areas highlighted here: firstly, the fundamental importance of
getting the research question wording right, given the context of the problem or issue
it addresses. This is described as a Type Il error, as this idea was developed some time
after the development of Type | and Type Il errors.

Type | and Type Il errors relate to experimental designs where clinical interventions are
compared between the experimental and control groups. Randomised controlled trials
help the researcher answers the question: ‘did the intervention work?’ In the planning
stage, the traditional scientific approach is to write a null hypothesis to guide the study.
This is a statement that suggests that there will be no difference found between the
outcome measures of the two groups. This is written hoping that the null hypothesis
will be rejected, as a difference between the groups will indicate the success of the
intervention.

Once the data are collected, the researcher uses a statistical test of significance to make
the decision, should the null hypothesis be accepted and conclude that there is no
difference between the groups, or reject the null hypothesis and conclude, they are
different and one intervention is more effective than the other. This decision is influenced
by the ‘p value’ that indicates the probability of a real statistical difference between
the results of the two groups. As every study encounters problems, errors do occur,
which include the researcher’s inability to control everything that might influence the
dependent variable, getting a large enough sample and the inaccuracy of data collection
tools.

Key revision points: Studies that contain a null hypothesis are susceptible to two major
types of error, namely,

e rejecting the null hypothesis when it is true (Type | error);
e accepting the null hypothesis when it is false (Type Il error).

Clearly, either of these produces inaccurate conclusions that could be dangerous, or at
least result in ineffective knowledge or care. The problem is that such errors are not
always apparent, and it is difficult for the reader of a study to know whether either of
these errors has taken place. Each error has different influences that should have been
considered at the planning and analysis stages. The main influences for both types of
errors and some possible actions are summarised in Table 5.

The table demonstrates that experimental studies can lead to errors in the researcher’s
interpretation of the results. These can be reduced by taking some of the precautions
suggested in the table; however, some unknown inaccuracies may still exist.
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Type |, Type I, Type Il errors (continued)

Table 5 Common problems leading to Type | and Type Il errors and possible corrective actions.

Influences

Possible action

Poor choice in level of ‘p value’ to
decide if there is a clear difference
between the two groups

Data collection tool is not sensitive
to all changes in the dependent
variable

Other unknown or uncontrolled
variables influence the outcome
measures in the groups

Sample too small to demonstrate
statistical changes between
groups

Raising or lowering the p value level at which a real difference
will be accepted, usually set at p<0.05 or p<0.01, reduces the
chance of one of the types of error, but will raise it for the other.
The researcher has to decide on which error should be given
highest priority to avoid

Use a sensitive tool with high levels of reliability and validity to
increase accuracy, or carefully pilot the data collection tool.
Accuracy for some tools may be improved with greater training
in their use by data collectors

Higher levels of control over data collection and greater
examination of the literature to reveal other known influences on
the outcome measure

Use of ‘power calculations’ to increase the sample size so that it
is large enough for statistical analysis to be sensitive. It is useful
to make the sample larger than the target size to compensate for
those dropping out of the study

Research is a complex activity, and Type | and Type Il errors are a reminder of the need for
careful planning of experimental designs and the need to be aware of their limitations.
Type Il errors also demonstrate the need to get the research question right if we are to
develop appropriate knowledge and understanding, and to make best use of research

opportunities.

See also: Experimental research, inferential statistics, power analysis.
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Unstructured interviews
Related to: Qualitative research, research design, interviews.

Definition: Type of free-flowing ‘conversational’ interview where the interviewer

focusses what may be important to the interviewee and encourages them to raise
issues expressed in their own words. In this type of interview, the researcher does not
work with a rigid list of questions that are asked in the same way to all respondents,
but rather follows the individual's comments and concentrates more on asking for
elaborations, clarifications and examples where required.

Application: Interviews are one of best methods of obtaining rich, in-depth information

from individuals. Where little is known about a topic, or where the researcher applies the
principles of qualitative research, unstructured interviews are the most useful approach
to avoid both missing important data and to capture the respondent’s viewpoint and
agenda.

Key revision points: The goal of interviews is to collect accurate, complete data that avoid

bias and achieve the study aim. In qualitative interviews, this is accomplished by ensur-
ing that the interviewer prioritises the thoughts and ideas of the person interviewed,
rather than impose the researcher's own thoughts or understanding. This requires a
high degree of skill to ensure that information is relevant to the topic but still ‘owned’
by the interviewee. The interviewer must be continually considering if more depth is
required, and further questioning should be pursued, such as ‘can you tell me more
about x?".

Unstructured interviews have consequences for data analysis, as it leads to a large
amount of words that have to be processed by the researcher. This practical problem
is one of the reasons why the analysis of qualitative data is carried out in parallel with
data collection. It allows the researcher to identify new relevant themes or issues that
may require further investigation in subsequent interviews. It also allows the researcher
to identify when the study can be safely stopped as saturation has been reached and
no new themes are emerging.

See also: Qualitative research, interviews, research design, open questions.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Unstructured observations
Related to: Qualitative research, research design, observation.

Definition: A method of collecting observational data that takes into account the total
setting and events rather than a structured checklist of items or aspects covering a
narrow view.

Application: This method of observation relates to qualitative studies such as ethnographic

research, where the researcher sets out to record and understand events as they unfold,
in order to get a total picture of a situation.
Such studies have the advantage of depth and ‘reality’ by providing a clear account of
processes and systems that may be unconscious actions to those pursuing them. Such
actions may be ‘invisible’ and out of the reach of respondents if they were asked to
recount them in a questionnaire or interview.

Key revision points: Unstructured observation, where the researcher collects in-depth and
prolonged observational data, is ideal for qualitative research that seeks to uncover
valuable accounts of situations and events.

It does require a complex of skills from the observer in being able to record information
in a sustained way. Observers can suffer from ‘observational drift’ where the researcher’s
thoughts and fatigue reduce the accuracy of the data. The role of the observer in terms
of the awareness of those being observed has also to be considered. Although options
range from ‘covert’, where the act of observing is hidden from those in the study, to
‘overt observation’, where it is clear that observation is being carried out. However, as
there are ethical issues of informed consent, confidentially and possible harm involved
in covert observations, particularly where it takes place on health premises, ethics com-
mittees are reluctant to support it.

Unstructured observation studies produce huge amounts of descriptive data that require
careful categorisation and interpretation, making it a complex form of research. How-
ever, the rewards of this type of study are immense.

See also: Observation, research methods, ethical issues, qualitative approaches, ethno-
graphic research.
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Validity

Related to: Critical evaluation, data analysis.

Definition: The extent to which a data gathering tool can be demonstrated to measure
the concept of interest to the researcher.

Application: Within healthcare, researchers attempt to gain a better understanding of
complex and abstract concepts, such as resilience, quality of life and trust. The problem
for the quantitative researcher is to use a tool or scale that is capable of accurately
measuring these concepts. This is the issue covered by the concept of validity, which
along with reliability, bias and rigour is used to evaluate the quality of research studies
as part of critical analysis.

Key revision points: When critically analysing published research studies, the methods
section should indicate the confidence the researcher had in the tools they used to
collect the data. Some methods section may have a subheading ‘validity and reliability’;
if this appears, the reliability aspect will focus on the accuracy and consistency of the
measurements, whereas the validity aspect will outline how the researcher developed
questions or scales used to measure the key concepts and their certainty that the tools
did measure those concepts. This is not an easy task for the researcher and the use of
the same or similar tools by previous researchers is often used to argue that validity has
been achieved.

Face validity: This is sometimes mentioned as a way of checking whether experts
agree that ‘on the face of it’, the questions included in data collection are relevant
and judge a fundamental component of the concept being measured.

In randomised controlled trials, there are a number of ‘threats to validity’ that can seri-
ously limit the accuracy of the interpretation of the results. These include firstly elements
related to internal validity, that is, those aspects within a particular trial that might nega-
tively influence the interpretations of the results. Internal validity examines whether the
intervention has produced a change in the dependent variable (outcome) and alternative
explanations have been considered.

Internal threats to validity include the following:

e History: changes in society or the local community outside the study happening at
the same time as the study that may have produced the outcome rather than the
independent variable.

e Maturity: changes due to developments in the individual such as physical maturity
or gaining insights or understandings that were not a result of the independent vari-
able. Maturity can be applied to short time period as it relates simply to changes due
to changes over time.

Rapid Research Methods for Nurses, Midwives and Health Professionals,
First Edition. Colin Rees.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Validity (continued)

Attrition (also called mortality but does not necessarily mean some of the sample
died): difficulties in comparing the experimental and control group results as a result
of some people dropping out of one group causing an imbalance in important char-
acteristics between the groups. Although the two groups may have been comparable
at the beginning of the study, once their composition has changed, it is no longer
possible to be sure that the intervention is the only factor that could be responsible
for post-test differences.

Testing: changes in post-test differences, especially in knowledge or attitude, due
to respondents remembering the pre-test questions and responses, or respondents
changing due to reflecting on issues raised by the pre-test and not the consequence
of any intervention.

Instrumentation: change influenced by alterations in the accuracy of the instru-
ment at the post-test stage.

Similarly, there can be threats to external validity where interpretations of the results are
influenced by limitations in being able to transfer the results from one particular study
site or sample to other locations. These can include the following:

Reactivity: changes due to people behaving differently because they are part of a
study and feel different (sometimes referred to as the Hawthorne effect);

Novelty: changes due to the impact of new or unusual features of the intervention
that stimulate change rather than any changes in the therapeutic effect;

Sample selection: the difficulty in arguing that those who elect to take part in a
study, particularly a complex or long duration study, are typical of the larger popu-
lation. The threat is one of bias and unrepresentativeness of the sample that limits
the findings to the study group and reduces the generalisability of the results. There
may also be problems in applying the findings from one country to another due to
subtle or not so subtle differences between them that make application of the results
difficult.

All of these issues demonstrate that claiming a study demonstrates a cause-and-effect
relationship between an intervention and an outcome measure is not straightforward.
Although randomisation and blinding/masking are ways of overcoming some of these
problems, it may not be possible to deal with all the problems involved in claiming
validity in a study.

See also: Critique, bias, Hawthorne effect, reliability, rigour, experimental research, con-
founding variable.
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Variable
Related to: Research process.

Definition: The basic building block of research that names the aspect(s) in a study that
varies or changes, and about which the researcher gathers data. Depending on the
research approach, there can be one, two or more variables in a study.

Application: The variable is probably one of the most important elements in any study;
without one, there is no study. In experimental studies, it is the element the researcher
attempts to change or modify and is controlled and measured in the study. What gives
a variable form and a reality within research is a concept definition and operational
definition.

Concept definitions are similar to dictionary definitions in that they explain or outline
what is meant by the word used to describe the variable. This enables everyone to share
a clear and similar understanding of what is being examined.

In quantitative research, the operational definition details the way in which the concept
is measured and therefore ‘operationalised’. This can take the form of a measuring
instrument such as a thermometer, weighing scales, or attitude or other scale, such as
a depression or anxiety scale.

Key revision points: In critically examining a research study, one of the preliminary stages
is to identify the variables concerned. These may be identified in the title, but will usually
appear in the aim, as that indicates the focus of data collection. Well-written studies will
give a clear concept and operational definition for the major variables early in the study.
In experimental studies, there will be a dependent variable, which is the outcome vari-
able such as level of pain or anxiety, and an independent variable that forms the inter-
vention introduced by the researcher, such as a form of motivation, exercise system or
pain-reducing regime. The need for a clear definition and a way of measuring each
variable with a reliable tool can clearly be seen from this.

In qualitative research, there will be a variable that forms the focus of the study but
may be thought of more as an issue or a behavioural or experiential concept such as
resilience or hope. Although there may be attempts to define these with a concept defi-
nition, there will not be an operational definition as qualitative research is not concerned
with measuring anything and does not use a scale or other form of tool that produces
numeric results.

Concept and operational definitions are also important when it comes to reviews of the
literature. They enable the author to ensure that studies can be combined or examined
together by ensuring that the concept and operational definitions of variables are com-
patible. Differences in the definitions would explain why the results for some studies are
dissimilar or at odds with each other as they would be looking at slightly different vari-
ables and measuring them in different ways that make comparisons or amalgamation
difficult or unhelpful.

See also: Dependent variable, independent variable, concept definition, operational
definition.
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