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Preface

Approach
Projects involving information systems (IS) are prevalent in virtually all organizations 
and are frequently a key determinant of an organization’s competitiveness. The ability to 
manage these projects is thus a critical skill that can help drive organizational success. 
Projects in today’s business environment are typically addressed by teams of skilled per-
sonnel whose activities are coordinated by a project manager. Further, these projects may 
involve significant global components, either in terms of the resultant system’s intended 
users or in terms of the team members engaged in accomplishing the project itself.

Based on decades of combined teaching experience plus extensive experience in the 
high-technology and startup sectors, we seek to provide the knowledge and skills nec-
essary to successfully manage information systems projects in the modern organization. 
This book takes an active learning approach to project management, with a focus on 
the process of project management rather than simply on a series of topical discussions 
about the components of project management. It operates on the assumption that proj-
ect management in the modern organization is a complex, team-based process, which 
relies on systems that support both project management and collaboration activities. 
Further, this book assumes that, in many cases, project teams may be operating in a 
virtual context, where team members are at different locations—sometimes across the 
world. Our approach to project management thus tries to encompass the new working 
arrangements in our technology-driven global economy. Finally, the content of this 
book is firmly grounded on the Project Management Body of Knowledge (PMBOK; 6th 
edition), as provided by the Project Management Institute, which provides training 
and certifications to project managers worldwide. Our approach to learning project 
management thus emphasizes five key focal areas: process focus, team focus, technology 
focus, global focus, and PMBOK focus.

What’s New in This Edition
Since our first edition was released more than a decade ago, the nature of projects, 
project management approaches, and technologies have all evolved considerably. In 
this extensively revised edition, we have taken care to reflect these changes, to facilitate 
teaching up-to-date project management skills and techniques. In particular, we have 
updated all content to be aligned with the sixth (and most recent) edition of PMBOK. 
Further, given that projects increasingly use agile approaches, we have included section 
appendices discussing approaches and techniques for managing projects in agile envi-
ronments. Finally, we have updated the content to reflect the ever-evolving technolog-
ical environment and its impact on project management.

Process Focus
Unlike the more common approach to learning project management that exposes you 
to a variety of project management subtopics, this book employs a learning-by-doing 
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approach that actively engages you in managing a real information systems project as 
part of the class. After presenting foundational material in the first four chapters, we 
take you step-by-step through the stages of project management, with assignments 
corresponding to deliverables that typically would be required in an organization as 
employees tackle real information systems projects. While still covering the essential 
information associated with project management, this book also helps you actively learn 
project management by applying typical project management activities—such as the 
development of project charters, work breakdown structures, and project schedules—to 
an ongoing class project. This contextual treatment of information systems project man-
agement topics not only solidifies your understanding of various project management 
techniques but also creates an immediate understanding of why these techniques are 
essential components of effective project management.

Team Focus
Project management is largely a team sport, not an individual one. This book is unique 
in its focus on team-based project management. Although an individual working alone 
can gain some knowledge, the reality is that few organizational projects are done this 
way; thus knowledge acquired without consideration of the team is largely incomplete. 
This book covers the types of teams in organizations, the types of tasks those teams 
work on, the advantages gained by working in teams, and the problems (and solutions) 
that teams will encounter. Topics addressed include group processes, leadership, com-
munication, team conflict, cross-cultural issues, and more.

Technology Focus
In order to successfully manage projects in today’s complex business environments, 
project teams need to employ technologies such as project management software, group 
support technology, and knowledge management systems that capture project knowl-
edge. The advantages of project management software are discussed, and you will be 
given hands-on experience using common project management software. You will then 
use this same project management software to support your course project. Group sup-
port technologies include the various communication and planning tools that project 
teams can use. In addition to discussing such tools throughout the text, we pay close 
attention to this topic in Chapter 4, with a focus on managing project communica-
tions. These collaborative technologies enable teams to communicate effectively across 
distance and time, reduce the losses associated with working in teams, and enhance 
decision-making. Likewise, knowledge management systems help project teams cap-
ture and recall knowledge accumulated from previous project teams and integrate such 
knowledge with current project experiences. Finally, few technological advances have 
changed society as much as mobile technologies and big data gathered from a variety 
of mobile devices, sensors, and users’ online behaviors. More and more IS projects are 
now related to mobile technologies and big data, and both mobile devices and big data 
can help streamline project management processes.

Global Focus
This book illustrates the changing nature of projects in the modern world, particularly as 
it relates to global project management. Many of the chapters in this book—for exam-
ple, those on teams, project communication, and outsourcing—focus on the changing 
face of project teams. Organizations involved in IS projects may span global bound-
aries either in the focus of the project itself or in the composition of its teams. Virtual 
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teamwork, as an example, is commonplace as organizations put together resources to 
deliver IS projects. Outsourcing beyond one’s home country is also commonplace. This 
book attempts to address these issues throughout its various chapters.

In addition to the inherent difficulties of working in teams, workers in today’s 
organizations may no longer work in the same office, building, or even country as other 
project team members. The global virtual project team is a common organizational 
entity, and managing teams in this type of environment is even more complex. We 
address the unique advantages of virtual teams, the difficulties they encounter, and 
solutions to those difficulties. Project management is global in another sense as well: 
we live in a global economy, and outputs created by project teams may be intended for 
a global audience. As a result, project teams need to be sensitive to cultural differences 
when developing information systems applications.

Project Management Body of Knowledge Focus
One critical purpose of this textbook is to provide you with a high level of competency 
in all key areas of project management. As noted previously, the Project Management 
Institute (PMI)—a professional organization focused on meeting the needs of project 
managers—has encapsulated the key knowledge areas of project management into its 
Project Management Body of Knowledge (PMBOK). This text prepares you to master these 
knowledge areas and provides information consistent with PMI’s professional project 
management certification exam. To further facilitate your use of this book as a study 
guide, the end of each chapter provides a table identifying the elements of PMBOK that 
each chapter has covered. By the conclusion of the textbook, you will have been exposed 
in detail to all the knowledge areas identified by PMBOK (6th edition). In addition to 
our alignment with PMBOK, we also provide other practical guidance gleaned from 
practicing project managers. Included in this book you’ll find elements such as “Tips 
from the Pros,” “Ethical Dilemmas,” “Common Problems,” and “Global Implications.” 
These elements contain useful information that can be applied to future projects.

Audience
While project management is a general term and can be applied in many fields, this 
text is written specifically to focus on information systems projects. This textbook is 
targeted primarily at upper-division undergraduate students pursuing a management 
information systems or related degree. The treatment of project management material 
is also detailed enough for this book to be useful for graduate courses as well. Finally, 
this text, because of its close ties to PMBOK, can also serve as a useful study guide in 
preparation for PMI certification.

Common Chapter Elements
Each chapter has learning objectives and an opening case. Following this, an intro-
duction provides an overview of what the current chapter covers. The main chapter 
contents are then presented, followed by an illustration of which PMBOK topics were 
covered, a running case illustrating the conversations and activities a typical project 
team might have during the relevant project management phase, a chapter summary, 
key terms, review questions, chapter exercises, an ongoing real business case (focused on 
the Sedona Management Group and the Seattle Seahawks) appropriate to the relevant 
chapter, and an ongoing information systems project that allows student teams to rein-
force newly acquired project management techniques. This latter project is intended to 
give you hands-on experience managing all phases of the project life cycle.



xii • Preface

Key Features
In addition to the standard elements, each chapter includes several pedagogical ele-
ments. The composition of each element reflects the current chapter content and helps 
you prepare for the intricacies of managing information systems projects.

Tips from the Pros
“Tips from the Pros” contain tips or information used by real project managers that 
describe what they do to make their projects successful and the pitfalls that experience 
has taught them to avoid.

Ethical Dilemmas
“Ethical Dilemmas” discuss some of the ethical questions faced by project managers or 
members of project teams as they try to achieve their goals.

Common Problems
“Common Problems” discuss barriers that project team members will frequently face 
and how to overcome them.

Global Implications
“Global Implications” address how project characteristics and management techniques 
vary as project teams cope with global outsourcing, offshoring, and international project 
teams.

Supplements
The following support materials are available at the Instructor Resources page at http://
www.prospectpressvt.com/titles/fuller-project-management/instructor-resources:

 • Instructor’s Manual. The Instructor’s Manual features not only answers to review, 
discussion, and case study questions, but also lecture outlines, teaching objectives, 
key terms, and teaching suggestions.

 • Test Item File. The Test Item File is a collection of true-false, multiple-choice, and 
short essay questions.

 • PowerPoint Slides. These slides build on key concepts in the text.

Organization
This book is divided into three major sections. Part I, “Project Management Founda-
tions,” includes chapters introducing the discipline of project management, the project 
life cycle, the management of project teams, and, finally, how to manage project commu-
nications with all project stakeholders. Part II, “Starting, Organizing, and Preparing the 
Project,” includes chapters on managing various critical project activities, such as proj-
ect scope, activity scheduling, resource assignment and project duration implications, 
project costs, project quality, project risk, and project procurement. Part III, “Executing, 
Controlling, and Ending the Project,” includes chapters on managing project execution, 
as well as on managing project control and closure processes.
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Part I: Project Management Foundations
The purpose of Part I is to help you understand the foundations of information systems 
project management.

In Chapter 1, “Introduction to Project Management,” we discuss the defining char-
acteristics of projects. Next, we explain what differentiates IS projects from non-IS 
projects and describe the history of modern project management, the rise of agile meth-
odologies, as well as some of the key terminology, techniques, and tools used in project 
management today. We then discuss the significance and meaning of project failure, and 
we detail what helps make projects a success. Finally, we discuss how this book applies a 
multifaceted approach to the topic of information systems project management through 
its consideration of process, team, technology, global, and PMBOK perspectives to man-
aging such projects.

In Chapter 2, “The Project Life Cycle,” we define the project life cycle and compare 
it with the IS development life cycle. We also explore the business context in which 
project management occurs. We then introduce Gantt charts and project network dia-
grams and discuss the various types of project management software that can benefit 
project managers. Finally, we discuss project management processes and describe the 
various activities that occur in each.

In Chapter 3, “Managing Project Teams,” we discuss the distinctive nature of team-
based project management. Topics such as motivation, leadership, power, and conflict 
management in project teams are all explored. Finally, we discuss the concept of global 
project teams, the unique characteristics of such teams, and how to manage them.

Chapter 4, “Managing Project Stakeholders and Communication,” discusses the 
role of project stakeholders in a project and describes the various types of project com-
munications. In addition, we discuss various methods for enhancing team communica-
tion and explain how to run effective meetings, deliver effective presentations, become 
a better listener, utilize communication templates, and make walk-through presenta-
tions. We then describe the various collaboration technologies that can enhance team 
communications. Finally, we discuss how to effectively engage not only project team 
members but also a project’s stakeholders. The four chapters in Part I explain the key 
foundational knowledge areas necessary to better manage information systems projects 
in team environments. All subsequent chapters in this book rely heavily on this material.

Part II: Starting, Organizing, and Preparing the Project
The purpose of Part II is to help you understand how project managers initiate projects, 
schedule projects, and manage project resources while paying attention to risk and 
quality issues.

In Chapter 5, “Managing Project Scope,” we discuss organizational processes for 
identifying and selecting new projects. The process of project selection does not focus 
on one specific project but, rather, on choosing from a variety of project opportunities 
available to the organization. We discuss how to identify, rank, and select information 
systems projects. We then discuss the project initiation process and introduce the con-
cept of the project charter and the role that the project charter serves in an organization. 
Next, we explain project scope planning, which includes information on how to develop 
the project management plan, the project management information system, and the 
project scope statement. We end with a discussion of scope definition and verification 
and introduce the concept of change control.

In Chapter 6, “Managing Project Scheduling,” we discuss the project management 
processes related to scheduling project activities. Project scheduling is one of the project 
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manager’s most important activities. The project schedule enables project managers to 
determine how long each task will take, the critical path for the project, and conse-
quently, how much time the entire project will require. In this chapter, we discuss the 
fundamentals, characteristics, and challenges related to project scheduling. We also 
identify the various phases of project schedule development, as well as the various 
techniques and tools used to develop project schedules.

In Chapter 7, “Managing Project Resources,” we discuss the various techniques 
that project managers use to assign and manage resources, and the implications of 
such resource assignments on project schedules and overall project duration. We define 
the concept of project resources, discuss the various major types of project resources, 
and give examples of resources used during actual projects. In addition, we discuss 
why project resource management is critical for establishing project duration. Finally, 
we discuss the various techniques and tools that project managers can use to manage 
project resources.

In Chapter 8, “Managing Project Costs and Quality,” we discuss the tools and tech-
niques that project teams use to manage project costs as well as project quality across 
the entire project management life cycle. We define project quality, explain why it is 
important, and recount its history. We also discuss various quality management certi-
fications and standards, and the implications of poor quality management. Finally, we 
discuss the tools and techniques that allow project managers to manage project quality.

In Chapter 9, “Managing Project Risk,” we discuss how project managers deal with 
the issue of project risk, something organizations deal with every day. Choices about 
which products to develop, which investments to make, which employees to hire, and 
which projects to undertake are all examples of organizational activities that involve 
risk. We discuss what risk is, how it can affect projects, and the techniques and tools 
project managers can use to address it.

In Chapter 10, “Managing Project Procurement,” we discuss many choices currently 
available for systems development, including the use of information technology services 
firms, packaged software providers, vendors of enterprise-wide solution software, Soft-
ware-as-a-Service providers, and open source software. We then detail the procurement 
process itself and the various steps it comprises.

The six chapters in Part II explain the key techniques that project managers need 
to know to choose projects, plan projects, and manage project issues such as sched-
uling, resources, costs, quality, risk, and procurement. These six chapters are the heart 
of the book.

Part III: Executing, Controlling, and Ending the Project
The purpose of Part III is to help you understand how project managers execute, control, 
and close projects after the extensive planning that was covered in Part II.

In Chapter 11, “Managing Project Execution,” we discuss the processes that orga-
nizations follow for executing projects after their extensive planning. We present the 
different project management processes that make up project execution in PMBOK. 
The inputs, tools and techniques, and outputs of project execution are all discussed, 
including a discussion on managing project knowledge. We then cover the project 
manager’s key duties during execution—namely, monitoring progress and managing 
change (covered more thoroughly in Chapter 12). We discuss tools such as the kickoff 
meeting, as well as problems that are common to the execution of IS projects. We also 
cover two areas central to successful project execution: managing communication and 
documentation.
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In Chapter 12, “Managing Project Control and Closure,” we discuss possibly the 
most important issue for ensuring project management success: project control. How 
successful can your project be if after the planning is finished, you simply sit back and 
wait for the tasks to get completed? What happens if a critical task takes two weeks 
longer to complete than planned? How do you know if costs are running unexpectedly 
high? Could issues arise that affect the quality of your product or the project’s risks? 
Are you even aware of these potential problems? Project control allows managers to 
identify and deal with inevitable problems and promotes flexibility within the plan to 
allow for them. We discuss tools for controlling projects across the major project man-
agement core areas already covered in Part II. We end this chapter by discussing another 
important, but often overlooked, aspect of project management: project closure. We 
cover the appropriate techniques for handing off projects, as well as the critical process 
for documenting project outcomes so that future project teams will have a better idea 
of what to expect. The two chapters in Part III explain the key knowledge necessary 
to help project managers control projects for successful outcomes and then close out 
those projects in a way that benefits the clients and the project team. These final two 
chapters are where it all comes together. The techniques they cover are extremely useful 
in managing projects.

Part Appendices: Agile Project Management
Each major part of the book is concluded with an appendix that discusses the implica-
tions of agile methodologies on project management. Part I of this book is concluded 
with an appendix discussing foundational concepts of agile project management, includ-
ing the agile project life cycle, managing agile project teams, and special considerations 
for managing communication in agile projects. Part II is concluded with an appendix 
discussing planning considerations in agile projects, with special consideration of the 
iterative nature of agile project life cycles. Finally, Part III of the book is concluded with 
execution and control issues in agile projects.

Online Appendix: Microsoft Project Professional Tutorial
You may download the tutorial at the Student Resources website: http://www 
.prospectpressvt.com/titles/fuller-project-management/student-resources-2e/.

Summary
Our approach is to teach project management by having you work on a project, cre-
ating not only the project itself but also the various project management deliverables 
associated with the typical stages of a project. We have stressed a team-based approach, 
paying attention to today’s global project environment and the current body of knowl-
edge associated with modern project management. We hope you find this book both 
interesting and useful.
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C H A P T E R  1

Introduction to Project 
Management

Opening Case: Business Requirements Driving Big Data Projects at Citibank

Big data—characterized by high volume, variety, 
and velocity (see Figure 1.2)—can offer tremendous 
insights and can enable companies to achieve 
a competitive advantage by better identifying 
customers’ needs, optimizing business processes, 
or reacting to changing customer tastes or 
business conditions. Driven by media hype or outside 
consultants, small and large organizations are trying 
to jump on the big data bandwagon. However, many 

organizations fail to consider business needs when 
launching big data projects, and stories of big data 
projects that do not contribute to the companies’ 
bottom line abound. At the global financial services 
provider Citigroup, any use cases for big data projects 
are carefully assessed regarding their business 
value. As a result, Citibank has implemented many 
very successful projects related to big data, ranging 
from systems that utilize big data to better target 

Figure 1.1 Chapter 1 learning objectives
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Figure 1.2 Good project management, careful planning, and an early focus on business outcomes help 
Citibank increase its chances of success in big data projects.

promotional spending or analyze transactional 
records for anomalies, to systems that use big data 
to predict errors or fraudulent behaviors.

At the same time, Citibank’s organizational unit 
responsible for big data projects has realized that 
big data may not be the silver bullet for a particular 

use case and find other ways of solving the business 
problem. Clearly, good project management, careful 
planning, and an early focus on business outcomes 
help Citibank increase its chances of success in its 
big data projects.

Based on: Marr (2016).

Introduction
Every day, you encounter countless examples of projects organizations undertake, rang-
ing from Amazon upgrading its data center infrastructure to Citibank implementing 
big data projects to companies revising their privacy policies to comply with new regu-
lations, such as the EU’s General Data Protection Regulation. All these projects require 
a decision regarding their priority versus other potential projects; they all require a plan, 
the execution of that plan, and on completion, an assessment of how well the team or 
person doing the project followed the plan—and they all eventually come to an end.

Projects can be simple endeavors requiring the attention of only one individual, or 
they can be extensive undertakings combining the resources of thousands of people. 
They can last anywhere from several days to many years. Most of us do not follow a 
specific methodology to do all the things that might be classified as projects in our 
everyday lives; yet as projects grow in importance, complexity, and length, it becomes 
increasingly important for organizations to have systematic processes for managing them 

  Information Systems Project Management,
Edition 2.0



4 • Chapter 1 / Introduction to Project Management

(see Figure 1.3). This book is about how organizations and the people within them can 
effectively manage information systems (IS) projects.

In this chapter, you will learn what projects are and, conversely, what they are not. 
You will also learn about the specific nature of information systems projects, how all 
types of projects share many common elements but also how they all present unique 
challenges. We will then describe project management and its history, and introduce 
agile methodologies. You will also learn how technology can be used to help manage 
projects and how technology can be classified. You will then learn why the study of proj-
ect management is important by examining some statistics regarding project failures, 
some specific examples of project failures, and finally, some possible causes of project 
failures. You will also gain a basic understanding of what can be done to help ensure 
project success. 

What Is a Project?
Depending upon the source, the definition of the term project may vary. As an example, 
the New Oxford American Dictionary defines a project as “an individual or collabo-
rative enterprise that is carefully planned and designed to achieve a particular aim.” 
Each project has a goal or specific purpose, a duration, and resource requirements such 
as money, people, infrastructure, and technology. The Project Management Institute 
(PMI), an association designed to bring together project management professionals 
to enhance organizational success by maturing the project management profession, 
describes projects as temporary endeavors designed to achieve a unique result, product, 
or service. For the purpose of this book, we have chosen a definition that incorporates 
dimensions of all of these descriptions, defining a project as “a planned undertaking of 
related activities to achieve a unique outcome that has a specified duration.” In organi-
zations, individual projects are grouped as programs, which help harness synergies. For 
example, a company might develop a mobile app for its salespeople as part of a mobile 
enterprise program. A portfolio may include a variety of projects or programs—which 
may or may not be directly related (e.g., in the case of setting up a new business unit or 
launching new product lines)—to reach strategic objectives (see Figure 1.4).

Project Management 
Institute 
An association 
designed to bring 
together project 
management profes-
sionals to enhance 
organizational success 
by maturing the 
project management 
profession.

Project 
A planned undertaking 
of related activities 
to achieve a unique 
outcome that has a 
specified duration.

Program 
Related projects 
coordinated to harness 
synergies.

Figure 1.3 As projects grow in importance, complexity, and length, systematic project management processes 
become increasingly important.
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Projects, programs, and portfolios are executed to meet a specific need for a stake-
holder or group of stakeholders. Stakeholders are those entities that are actively 
involved in the project, who have a vested interest in its success, or who have a positive 
or negative influence over the project and its results.

Projects are also temporary in that they begin and end on specific predetermined 
dates. Project teams are often formed at the beginning of a project and then disbanded 
at its completion, with team members being reassigned to new projects. As a result, 
project team dynamics are often different from the dynamics of other, more permanent 
teams such as those used in a production environment. Finally, projects need support 
from senior-level executives. A project sponsor is a member of the organization who 
is responsible for the high-level support of the project. The project sponsor has the 
responsibility of making sure the project is given the resources necessary for its suc-
cessful completion. Resources can include personnel and facilities, as well as any other 
needs the project personnel may have.

Business projects frequently have an assigned project manager. In information sys-
tems projects, the project manager needs a diverse set of skills—general management, 
leadership, technical, conflict management, and customer relationship management. 
The project manager is responsible for managing a project as it goes through its indi-
vidual phases from concept to completion; given that project management is largely 
a team sport, a project manager’s role often focuses more on facilitating, rather than 
on monitoring and controlling. A project manager’s environment is one of continual 
change and problem solving. Typically, the project manager is a very experienced sys-
tems analyst; in other organizations, junior and senior analysts work together to manage 
parts of a project, with the more junior member supporting and learning from a more 
senior colleague. Understanding the project management process is a critical skill for 
your future success. A project manager is often referred to as a juggler keeping many 
balls in the air that reflect the various aspects of a project’s development. Balancing 
the three key aspects time, costs, and scope, the project manager is instrumental to the 
successful completion of any project (see Figure 1.5). In fact, project success is often 
defined as the degree to which project objectives have been achieved on time, within 
budget, and with the agreed upon quality and scope. 

Information systems projects are undertaken for two primary reasons: to take 
advantage of business opportunities and to solve business problems (Figure 1.6). Taking 
advantage of an opportunity might mean providing an innovative service to customers 
through the creation of a new system. For example, a sports apparel brand may want 
to create a new tennis shoe that pairs with a mobile app to allow customers to analyze 
their running performance. Solving a business problem could involve modifying how an 
existing system processes data to provide users more accurate or timely information. For 
example, in order to reduce the number of telephone calls received by their sales staff, 
this same brand may want to provide ways for the potential customers to see exactly 
which products suit their individual needs and fitness levels.

Figure 1.4 Projects, programs, and portfolios

Portfolio 
A group of projects or 
programs (which may 
not be directly related) 
pursued to reach 
strategic objectives.

Stakeholder 
An individual, group, 
or organization that is 
actively involved in the 
project or has a vested 
interest in its success 
and/or has a positive 
or negative influence 
over the project and its 
results

Project sponsor
A member of the 
organization who is 
responsible for the 
high-level support of 
the project.

Project manager 
A person with a diverse 
set of skills—general 
management, leader-
ship, technical, conflict 
management, and 
customer relationship 
management—who is 
responsible for manag-
ing a project as it goes 
through its individual 
phases from concept 
to completion.

Project success 
The degree to which 
project objectives have 
been achieved on time, 
within budget, and 
with the agreed upon 
quality and scope.
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Once a potential project has been identified, a feasibility study may need to be 
conducted. This involves determining the resources and time required for the project’s 
completion. To determine which resources are necessary, the scope of the project is 
analyzed and the probability of successful completion is determined. The organization 
can then use this information to decide whether the project is feasible, given time and 
resource constraints. If so, the team conducts a more in-depth analysis. As you will 
see, a primary skill of a project manager is to determine a project’s scope, time, and 
resource requirements. These and other skills and related techniques will be covered in 
subsequent chapters.

Global Implications: U.S. Business Firms Look Overseas for IT Help 

With information systems being pervasive throughout 
our lives, many companies are struggling to find the 
talent needed to develop and program their various 
apps and devices. Consequently, companies as well 
as information technology (IT) service providers are 
increasingly drawing on an offshore workforce to 
meet their needs. Over the years, countries such as 
China, the Philippines, or Russia have built up a large 
base of highly skilled workers who can program in a 
variety of programming languages. However, India 

most likely has the longest history of providing an 
offshore workforce, given the government’s early 
focus on information technology education. For 
example, the famous Indian Institute of Technology 
was founded in the 1960s and has a high reputation 
for not only teaching and research but also industrial 
consulting.

Yet just as the demand for skilled programmers 
outstrips the supply in the United States, so does 
demand outstrip supply in India, with India’s National 

Figure 1.5 Balancing the three key aspects time, costs, and scope, the project manager is instrumental to the 
successful completion of any project.

Figure 1.6 Information systems projects are undertaken to take advantage of business opportunities and to 
solve business problems.
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Association of Software and Services Companies 
(NASSCOM) predicting that India’s IT industry will 
grow by less than 10 percent but the demand for 
skilled IT workers will double by 2020. Given this 
demand, as the labor costs in India continue to rise, 
many companies have already started to look else-
where when thinking about offshoring their work. 
Whereas many U.S.-based IT service providers 
(ranging from Accenture to IBM Global Technology 
Services) rely on overseas talent, overseas IT ser-
vices providers (such as Infosys or Wipro) now have 
international offices in various countries to be closer 
to their clients. 

More than two decades ago, companies were 
looking for inexpensive workers to support their own 
(domestic) workforce. Today’s increasingly complex 
IT environments make searching for the right mix 
of talents at the right costs ever more important. In 
fact, a recent study by Stratistics Market Research 
Consulting has estimated that in 2015 companies 
spent US$314.9 billion for global outsourcing of soft-
ware and services, a number that was expected to 
reach US$481.4 billion in 2022. Yet global outsourc-
ing projects are not without challenges; working with 
an external provider adds complexity and distance in 
time and space, and language barriers often hinder 
productivity.

Based on: NASSCOM (2014); Trent (2016); Valacich and Schneider (2018).

Unique Features of IS Projects
This book is focused on IS project management. Thus it is important for us to answer 
the question: What characteristics of IS projects make them different from non-IS 
projects? There are many unique aspects, but here are just a few (see Figure 1.7).

Figure 1.7 IS project complexities
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First, the technological context in which companies operate today is in constant 
flux. As new technologies are introduced, firms must quickly decide whether to invest in 
them or risk losing a potential competitive advantage, or simply whether to match the 
capabilities of competitors who already have adopted a new technology. For example, 
Barnes and Noble, a well-known book retailer, was forced to establish a web presence 
in order to offset the competitive advantage gained by Amazon.com’s online sales. The 
number of new technologies also means that firms may find themselves juggling the 
resources required to manage not just one but many projects focused on technological 
innovations. These factors create an exciting, yet stressful, environment both for the 
businesses involved and the project teams that do the work.

A second unique aspect of IS projects is the difficulty of hiring and retaining expe-
rienced IS project employees. In other words, not only may technologies change during 
projects, but a project team may also experience turnover as valued employees seek new 
opportunities. This is made even more challenging by the fact that the demand for 
employees with good IS project experience may be particularly high; thus companies 
may need to design lucrative compensation packages to prevent other organizations 
from recruiting these employees. This, of course, assumes that the company can recruit 
personnel with IS project experience to begin with.

A third unique aspect of IS projects is the need to manage the extensive user 
involvement necessary in information technology projects. Unlike many other types of 
projects, an information system might be replicated across different parts of an orga-
nization—possibly in different parts of the world. As a result, project teams need to 
focus particular attention on each subset of potential users as the system is built and be 
aware that an information system is likely to be used by people with very different levels 
of technical proficiency. As a result, many different types of users need to be involved 
in the development process to ensure system success. Systems designers charged with 
the development of an information system must ensure that the system’s end users 
are involved throughout the project—not only during planning but also during both 
implementation and maintenance.

A fourth unique aspect of IS projects is the need to understand established sys-
tems development methodologies and how these can be integrated into a project man-
agement framework. Each project uses a project management methodology, which 
defines how the project management plan is executed in terms of which processes 
are applied, how workflows are organized, and who is responsible for what. A project 
management methodology establishes clear guidelines and methods to ensure that 
projects are being conducted in a consistent manner, such that quality is promoted 
and the project deliverables are delivered on time and within budget. Commonly used 
methodologies include PRINCE2, waterfall, or agile methodologies. 

Information systems development methodologies are normally based on a systems 
development life cycle (SDLC). Literally dozens of published methodologies for 
developing and maintaining information systems are available to organizations and 
project teams. Understanding how these methodologies relate to the standard project 
management techniques is a unique aspect of managing IS-related development efforts.

A fifth unique aspect differentiating IS projects from many other types of projects 
is that the attempted solutions may have never been tried before. Whereas building a 
new house is certainly a project, it is a project that is likely very similar to past projects 
your general contractor has attempted. An IS project, however, may focus on building 
a system that has entirely new functionality, for example based on Internet of Things 
sensors or big data. In such a case, the project team may have few guidelines or lessons 
learned from past projects to rely on.

Project management 
methodology 
The process used for 
executing the project 
management plan.

PRINCE2 
(PRojects IN Controlled 
Environments) A struc-
tured process-based 
project manage-
ment methodology 
providing processes, 
templates, and steps.

Systems development 
life cycle 
A structured 
approach to systems 
development.
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A sixth unique aspect of IS projects that creates a level of complexity beyond non-IS 
projects is related to managing project scope. Project scope, which involves the planned 
definition and size of a project, is likely to change in many projects; however, progres-
sive, uncontrolled increases in project scope (see the discussion of scope creep in Chap-
ter 5) and unclear requirements are commonplace in IS projects. In many instances, this 
again might relate to the fact that the end product has never been developed before. In 
such a situation, users may be less certain about what characteristics they want in the 
final project output. In addition, users may naïvely believe that software projects are 
easily modified even after they have begun—after all, it’s just changing a few lines of 
code. It is up to the project team to manage these perceptions.

A seventh unique feature of IS projects is that the technologies involved in projects 
may change during the course of the project, presenting a moving target for the project 
team. As an example, a company may be involved in the deployment of an enterprise 
system, such as SAP S4/HANA, for the purpose of connecting various functional 
areas of the business, such as production, sales, and accounting. In the middle of such a 
project, a new version of the system may be released, and the company may find itself 
facing a decision of whether to continue with the original product or adopt the new 
technology. Such changes in technology are commonplace, adding to the complexity of 
managing projects of this nature. In some cases, the technology might become obsolete 
before the project is even finished.

In contrast to other projects, such as building a bridge, IS projects are associated 
with a host of other challenges. For example, while the complexity of constructing 
bridges has remained relatively stable over time, the required functionality of software 
is constantly increasing, leading to exponential increases in code base and complexity. 
Likewise, it is estimated that in large IS development projects, an average of a thousand 
decisions have to be made for each US$1 million in labor costs. Consequently, it is now 
nearly impossible to test each logical path within the software’s source code—even 
using automated tools—and almost no software can ever be free of errors or defects. 
While many latent defects may only surface under very specific circumstances, they 
can pose critical vulnerabilities. The likelihood and impact of attacks is increasing, as a 
malicious cracker only needs to discover a single hole and the tools for this are becom-
ing increasingly sophisticated. 

Further, software, in and of itself, is unique in a sense that it is invisible (i.e., the 
user only interacts with the system image) and there are no physical laws that guide or 
determine the results of a certain operation or change to the code. Complicating matters 
further, there are few “laws” in software development, and the field is constantly evolv-
ing, with new methods and new approaches (such as agile); for many new methodolo-
gies, developers follow a trial and error approach, as just too little is known about why 
things work or don’t work, or about the circumstances under which they can be used. 
Another issue is associated with project planning and execution: while, for example, the 
size and complexity of construction projects can be estimated using well-established 
tools and techniques, few such tools exist for IS project; likewise, especially for large 
and complex systems, only limited tools are available to support development. Finally, 
information systems do not operate in a vacuum, and many (if not most of ) today’s 
systems are interlinked; consequently, the project manager and developers must extend 
their focus beyond the system they are developing and also consider its interactions 
with other systems.

Although projects may take many forms, one common factor most often leads to 
project success—project management.
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Ethical Dilemma: Solving Dilemmas in Project Management

Do no harm. Tell the truth. Respect others’ rights. 
These and other moral imperatives guide our 
decisions. At times, however, we have to make 
decisions where some options involve breaking 
moral imperatives. In some situations, all options 
involve breaking our moral imperatives, so finding 
the best option is far from easy, and there may not 
even be a definite solution. Such ethical dilemmas 
(sometimes called moral dilemmas) are an 
unavoidable aspect of many business and personal 
decisions, and as project manager, you are likely to 
face such dilemmas as well. 

For example, a project manager may realize that 
a component is behind schedule, and not completing 
the component on time may threaten the release of 
further funding. At the same time, the project man-
ager knows that a new programmer is being hired, 
and that the delay will be made up shortly. Should 
the project manager report the delay, threatening the 
entire project, or should she provide an overly opti-
mistic assessment of the situation, knowing that it 
does not represent the true status of the project?

How would you approach a situation where you 
face an ethical dilemma? One approach to mak-
ing the decision involves not only considering the 
actions themselves, but also the consequences of 
the actions, following a two-step approach. In the 

first step, the project manager might weigh the short-
term and long-term consequences of the options 
and try to find the option that both minimizes harms 
and maximizes benefits. The second step involves 
evaluating which actions are least problematic (with-
out consideration of the consequences). Typically, 
these steps would involve identifying and ranking the 
values and principles involved, so as to arrive at an 
action plan that is least problematic from an ethical 
standpoint. Further, you should carefully consider the 
consequences for the various stakeholders involved. 

Ethical decision-making has a wide range of con-
sequences. In a study of 1,121 managers and execu-
tives, the American Management Association found 
that protecting a business’ reputation, maintaining 
customer trust and loyalty, and maintaining investor 
confidence are among the top five reasons for con-
ducting business ethically. Yet the respondents also 
indicated that the efforts of running an ethical busi-
ness are often thwarted by factors such as pressure 
to meet unrealistic business objectives or deadlines, 
people’s desire to further their career, or employ-
ees’ desire to protect their livelihoods. Further, glo-
balization and operating in different cultures, laws, 
and regulations, makes running an ethical business 
increasingly difficult.

Discussion Questions
1. What was the most challenging ethical dilemma you have ever faced?
2. How did you resolve the dilemma?

Based on: American Management Association (2006); Valacich and Schneider (2018).

What Is Project Management?
The Project Management Institute (PMI) defines project management as “the application 
of knowledge, skills, tools, and techniques to project activities in order to meet project 
requirements.” Based on identified best practices, PMI maintains the Project Manage-
ment Body of Knowledge (PMBOK), which includes project management practices 
that are generally recognized as good practices for successfully managing projects. These 
practices are periodically published in the PMBOK Guide, now in its sixth edition, 
which forms the basis of this book.

PMBOK outlines various project management processes that bring about a par-
ticular result, end, or condition. Based on the specific purpose of the processes, they 
are grouped together into project management process groups—namely, initiating, 
planning, executing, monitoring and controlling, and closing processes (see Figure 1.8). 
The individual processes within the process groups are conducted during the individual 
phases of the project life cycle—the phases a project goes through from concept to 
completion). (Note that while the processes are performed during the different phases 
of a project, they do not equal the phases.) While the project phases, process groups, 

Project Management 
Body of Knowledge 
(PMBOK) 
A repository of 
project management 
practices that are 
generally recognized 
as good practices.

Project management 
process groups
Groups of processes 
performed to initiate, 
plan, execute, monitor 
and control, and close 
a project.

Project life cycle 
The phases a project 
goes through from 
concept to completion.
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their subprocesses, and project life cycles will be covered in greater detail in Chapter 2, 
it will be useful to discuss the major process groups briefly here.

Before a project even begins, organizations must identify potential projects and 
evaluate their importance to the organization. The need for IS projects can be discov-
ered in many ways, including recognition by managers and end users. Once these needs 
have been identified, key management can evaluate the potential projects’ alignment 
with company strategies and goals.

The processes in the initiating process group include authorizing the continuation 
of an existing project or the start of a new project, developing the project charter, as 
well as developing the project management plan. The processes in the planning process 
group are conducted to plan crucial aspects of the project, such as scope, time, costs, and 
risks. Processes in this project group use project management tools (such as Microsoft 
Project) to create work breakdown structures (WBS; see Figure 1.9), Gantt charts, 
and network diagrams (see Figure 1.10), all of which will be discussed in later chapters.

The processes in the executing process group are concerned with completing the 
actual project deliverables. The processes in the monitoring and controlling process 
group are used to measure performance and progress and compare these against planned 
performance and progress. If problem areas are found, steps are taken to correct them. 
Finally, the closing process group encompass processes such as finalizing all paperwork 
and having all responsible parties sign off on the phase or project.

The processes of the different process groups are further categorized as belonging 
to one of ten knowledge areas, such as scope management, cost management, or risk 
management. These ten core knowledge areas, along with their associated processes, are 
listed in Table 1.1 (Note that throughout the book, process names corresponding to 
PMBOK are Capitalized and Italicized). When looking at these knowledge areas, their 
ties to each of the project process groups of initiation, planning, execution, control, and 
closeout are evident. We will revisit this association throughout this book.

An important aspect to note is that while the PMBOK Guide describes good prac-
tices, it does not serve as a methodology per se, as it does not provide specific guidance 
on which processes should be applied, how workflows should be organized, or who 
should be responsible for what. 

Figure 1.8 Project management process groups. Based on: PMBOK (2017).

Microsoft Project 
Software designed 
by Microsoft to help 
people manage 
projects.

Work breakdown 
structure 
A listing of the 
activities necessary 
for the completion of a 
project.

Gantt chart 
A bar chart showing 
the start and end 
dates for the activities 
of a project.

Network diagram 
A schematic display 
that illustrates the 
various tasks in a 
project, as well as their 
sequential relationship.
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Figure 1.9 Sample work breakdown structure (WBS) in Microsoft Project 2016

Figure 1.10 Sample network diagram in Microsoft Project 2016
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Table 1.1 Project Management Core Areas of Knowledge 

Project Integration 
Management
• Develop Project Charter
•  Develop Project 

Management Plan
•  Direct and Manage Project 

Work
•  Monitor and Control 

Project Work
•  Perform Integrated 

Change Control
• Close Project or Phase

Project Scope 
Management
• Plan Scope Management
• Collect Requirements
•	 Define	Scope
• Create WBS
• Validate Scope
• Control Scope

Project Schedule 
Management
•  Plan Schedule 

Management
•	 Define	Activities
•	 Sequence	Activities
•	 	Estimate	Activity	

Durations 
• Develop Schedule
• Control Schedule 

Project Cost Management
• Plan Cost Management
• Estimate Costs
• Determine Budget
• Control Costs

Project Quality 
Management
•	 Plan	Quality	Management
•	 Manage	Quality
• Control	Quality

Project Resource 
Management
•  Plan Resource 

Management
•	 	Estimate	Activity	

Resources
•	 Acquire	Resources
• Develop Team
• Manage Team
• Control Resources

Project Communications 
Management
•  Plan Communications 

Management
• Manage Communications
• Monitor Communications

Project Risk Management
• Plan Risk Management
•	 Identify	Risks
•  Perform Qualitative Risk 
Analysis

•  Perform Quantitative Risk 
Analysis

• Plan Risk Responses
•  Implement Risk 

Responses
• Monitor Risks

Project Procurement 
Management
•  Plan Procurement 

Management
• Conduct Procurements
• Control Procurements

Project Stakeholder 
Management
•	 Identify	Stakeholders
•  Plan Stakeholder 

Engagement
•  Manage Stakeholder 

Engagement
•  Monitor Stakeholder 

Engagement

Tips from the Pros: Project Management Institute

In any business profession, developing a strong net-
work can help people advance their careers, stay 
abreast of current developments, and receive help, 
advice, or mentorship from peers or senior members 
of the profession. Just as there are various organiza-
tions and societies for accountants, marketers, or IT 
professionals, there are different societies for project 
managers—most notably, the Project Management 
Institute (PMI). Established in 1969, the PMI is an 
international society that focuses on the needs of 
project professionals around the world. It includes 
over 470,000 members from 207 countries; they 
come from various industries, such as aerospace, 
automotive, business management, construction, 
engineering, financial services, health care, informa-
tion technology, pharmaceuticals, and telecommuni-
cations. PMI delivers educational services to project 

managers and offers certification as a project man-
agement professional (PMP) for those with exten-
sive project management experience. Due to the 
complexity of information systems projects, earning 
PMI’s Project Management Professional certification 
can help a project manager increase the success rate 
of IS projects. Additionally, PMI publishes three peri-
odicals: PM Network, the Project Management Journal, 
and PMI	Today. Why should a project manager be a 
PMI member? The reasons include (www.pmi.org)
• Education and training. Through seminars, PMI 

members can improve their knowledge and skills 
in project management.

• Knowledge acquisition. Members have access to 
research results so that they can stay up-to-date 
with any changes or developments in the project 
management field.
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• Professional development. Project managers can 
attend educational events where they can learn 
about international and regional concerns of 
other project managers through case studies and 
simulations.

• Networking. PMI members have the opportunity 
to interact with members from different organiza-
tions to develop relationships and work on advanc-
ing the project management profession.

• Career advancement. PMI offers project manage-
ment professional (PMP) certification to those 

individuals who have sufficient project experience 
and have passed a rigorous comprehensive exam-
ination in project management.

• Professional awards. Annual awards are presented 
to PMI members who bring honor and recognition 
to the project management profession and PMI.

• Career services. PMI also offers career services to 
project management professionals.

• Publications. Along with its three periodicals, PMI 
publishes project management books, training 
tools, and other learning products.

The History of Project Management
Some argue that project management originated in ancient Egypt during the build-
ing of the great pyramids (see Figure 1.11). Carving and moving huge stone blocks 
without the help of modern machinery would, indeed, seem to require a great deal of 
project management skills. Modern project management, however, is often argued to 
have begun as early as the late 1800s. For example, in 1857, T. D. Judah authored A 
Practical Plan for Building the Pacific Railroad, in which engineers and clerks prepared 
formal reports at the project office as survey information arrived from field managers. 
The information was then analyzed, updated, and forwarded to field managers and 
engineers. The project office was also responsible for relationships with investors, cost 
estimation, feasibility studies, and field surveys (Kwak, 2003).

Henry Lawrence Gantt (1861–1919) was a mechanical engineer and management 
consultant who in 1917 developed what is now known as the Gantt chart, a tool used 
to plan and track project activities that is still in use today (note that Gantt charts are 
now often referred to simply as bar charts). Gantt charts allowed for the visual display 
of project planning and status information. An overview of the history of Gantt charts 
is provided at www.ganttchart.com, and a sample Gantt chart is shown in Figure 1.12. 
We will discuss the Gantt chart in more detail in Chapter 6.

In 1931, the development and use of project management techniques similar to 
those in use today was necessary for the construction of the Hoover Dam (see Figure 
1.13). This massive project required the extensive use of both materials and human 
resources. Because the project involved six companies integrated together as one gen-
eral contractor, it was crucial for the companies to use project planning and control 
techniques. Although these project management techniques were then in their infancy, 

Figure 1.11 History of project management
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the Hoover Dam was not only successfully completed but completed ahead of time 
and under budget.

The modern concept of project management originated in 1942 during the so-called 
Manhattan Project (see Figure 1.14), which was the code name for the U.S. effort to 
develop an atomic bomb during World War II. This project provided some of the 
first evidence of the potential of modern project management techniques. It lasted 
from 1942 to 1946, involved hundreds of scientists, and was accomplished at a cost of 

Figure 1.12 Sample Gantt chart in Microsoft Project 2016

Figure 1.13 Hoover Dam. Source: CC-BY-SA 3.0, Ubergirl.
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approximately US$1.8 billion, which in today’s dollars would be well over US$20 bil-
lion. The necessary planning and security were so extensive that three secret cities were 
built to support the Manhattan Project’s activities. Coordinating the huge number of 
tasks necessary for this undertaking was a huge endeavor, and the project management 
tools developed to do so are still in use today.

Between 1958 and 1979, additional project management tools were introduced. These 
tools included both the critical path method (CPM) and three-point-estimating. 
Figure 1.15 shows a network diagram for simple project, with different sequences of 
activities (labeled A–I). As you can see, different tasks may be completed in parallel, so 
there may be multiple parallel paths in a project; the critical path is the longest path 
through the diagram, indicating the shortest time in which a project can be completed. 
Both the critical path method and three-point estimating are used in different ways 
to estimate project durations and will be covered in depth in later chapters. Project 
management processes continued to evolve through the 1980s as the ability of project 
managers to exert local control over projects increased, due in part to the shift from 
mainframe computing to personal computing technology.

The Rise of Agile
Today’s organizations are operating in highly dynamic environments and must deal 
with ever-increasing uncertainty. Increasing competition and the pace of technologi-
cal advances necessitate organizations to be highly adaptive. Whereas in the past, an 
organization’s competitors were well-known, and their behaviors were often predict-
able, today even large corporations face competition from small, nimble organizations 
and startups. For example, traditional automobile manufacturers ranging from Ford to 
Porsche suddenly face competition from companies such as Tesla. Likewise, whereas 
the requirements of traditional organizational information systems were largely stable, 

Figure 1.14 Hanford Site in 1944. Source: U.S. Army Corps of Engineers.
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and the outcomes were easily definable, the requirements of many systems today are 
unclear and are likely to change quickly. As a result, traditional approaches—where 
most of the work is determined upfront—are ill-suited, and companies are increasingly 
using agile methodologies for various projects. Agile approaches, placing the customer 
at the center, use an expedited approach to systems development focusing on iterative 
development, incremental delivery, and frequent feedback. In the early 2000s, a group 
of software developers published the Manifesto for Agile Software Development. The 
agile manifesto emphasizes a focus on individuals and interactions, working software, 
customer collaboration, and responding to change, as opposed to emphasizing processes 
and tools, comprehensive documentation, contract negotiation, and following plans. 
Following the agile manifesto, agile approaches use self-organizing teams and focus on 
delivering working software frequently, so as to obtain rapid feedback from customers 
and deliver valuable software. We will discuss the details of agile approaches in appen-
dices at the end of Parts I, II, and III, respectively.

Technology for Project Management
The use of a project management information system enables the effective management 
of a project. A variety of project management software tools can help in planning and 
visualizing project tasks and activities. Nearly all project management software contains 
tools that support activities across the planning, execution, and control phases of the 
project life cycle. Automated versions of tools that create project timelines, estimate 
costs, assign resources, and perform similar functions build on many of the manual 
techniques available to project managers in the past. As an example, tools to create a 
Gantt chart are commonplace in most project management software, although Micro-
soft Project enhances this functionality with features like resource assignments that are 
built right into the Gantt chart. Although many good software packages are available, 
Microsoft Project is one of the most common and accessible. Therefore, the examples 
in this textbook will all be from Microsoft Project 2016. In addition to project man-
agement software, a project management information system includes configuration 
management systems, source code management systems (such as GitHub), collabo-
ration systems, knowledge bases containing historical project information, and other 
systems.

Project management software can be classified based on the number of users, indus-
try specificity, platform, and target market and price (see Figure 1.16). Some types 

Figure 1.15 Critical path method
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of project management software can allow two or more project team members using 
different computers to work together on various project activities. Such collaboration is 
necessary for very large projects and when project members are not in the same location. 
Because IS projects frequently include project members in dispersed locations (in many 
instances team members may even be located in other countries), project management 
software that supports collaboration gives project members up-to-date information on 
the status of various project tasks.

Project management software can also be classified based on the software platform 
on which it runs, such as Microsoft Windows, Linux, Apple’s Mac OS, or on mobile 
platforms. In addition, a new trend is for companies to host project management soft-
ware in the cloud, in essence offering Software as a Service (SaaS). Web-based software 
eliminates deployment problems, and a user requires only a web browser to use the soft-
ware. Such software, however, does not eliminate the need for skilled project managers; 
rather, it is just a tool that aids project managers in accomplishing their objectives. The 
large number of stand-alone and web-based project management packages available 
illustrates the great demand for project management software and shows how import-
ant project management has become for the modern organization. 

Project management software can also be industry specific. For example, Procore 
focuses on construction projects. SYMPAQ SQL is geared toward project-oriented cost 
accounting for government contractors. RoboHead focuses on projects in marketing 
or creative sectors. Teamwork Project, from Teamwork.com, focuses on marketing, cre-
ative, software, and support teams. Software specific to a particular industry may have 
built-in templates for activities that are common for that environment. These templates 
may help reduce the time required for a user to input and generate a project plan and 
the associated project activities. It may also guide the user to best practices used in that 
specific industry.

An additional classification of project management software is based upon the 
target market and price of the product. Products range from low-end software pack-
ages targeted at small companies to high-end, multiuser-licensed packages targeted at 
enterprise organizations. An example of a relatively inexpensive web-based system is 
Copper Project, which costs less than US$50 per month per user. In contrast, software 
giant Oracle’s Primavera P6 Professional Project Management software package is 
designed to run on stand-alone PC systems and costs US$2,500 per user. Probably the 

Figure 1.16 Different ways to classify project management software
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most well-known project management software package is Microsoft Project. Perhaps 
its most attractive feature is its ability to be used by one user on a stand-alone PC or by 
more than a thousand users in a network setting or online.

Doing Projects in Business Environments
Although projects can be carried out by individuals, most organizational projects 
use teams. What does that mean in terms of project management? Simply put, team 
dynamics must be taken into consideration during the project. As early as the planning 
phase, human resource managers must decide which employees will have the greatest 
chance for success when working as part of a team. Additionally, human resource man-
agers must determine which employees may be available for a given project. For large 
organizations, enterprise-wide human resource systems may be used to help identify 
available employees who possess the skills needed for a given project.

Successful IS projects require that various types of personnel work together. Specific 
groups of employees needed can include project managers, systems analysts, program-
mers, and end users. When teams are formed from such diverse groups of individuals, 
group dynamics are often of special concern. Considerable research has been conducted 
in this area, and we will have much more to say about this subject in later chapters. For 
now, suffice it to say that communication among team members is of major concern 
due to the unique jargons often used by individual groups.

Skills of a Project Manager
Successful project managers possess a multitude of skills related to three key areas— 
technical project management skills, strategic and business management skills, and 
leadership, known as the PMI Talent Triangle (see Figure 1.17).

Technical Project Management Skills
Throughout your studies, you have learned (or will learn) a variety of technical skills, 
from coding to networking to data analytics and visualization. In this book, you will 

Figure 1.17 Technical project management skills, strategic and business management skills, and leadership. 
Based on: PMBOK (2017).
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become familiar with a variety of processes, tools, and techniques for successfully man-
aging IS projects. Together, these skills will allow you to effectively communicate with 
your team members, find solutions to obstacles encountered during a project, and suc-
cessfully complete a project.

Strategic and Business Management Skills
Within organizations, projects are conducted to achieve various short- and long-term 
goals and strategies. Thus any project is driven by some business rationale, and a good 
project manager needs to be able to understand, consider, and communicate these busi-
ness rationales in project management activities. Strategic and business management 
skills deal with all aspects of managing an organization and include skills related to 
different functional areas of an organization, such as finance and accounting, purchas-
ing, marketing, contracts and commercial law, and manufacturing. They also include 
high-level organization-wide skills, such as logistics and supply chain; strategic, tactical, 
and operational planning; understanding organizational structure and behavior; health 
and safety practices; and information technology. Project management, though highly 
specialized, is still a form of management. Strategic and business management skills 
apply as much as they would to any other form of management, and these skills provide 
a strong foundation for project managers. In fact, strategic and business management 
skills are often essential for successful project management.

Leadership
A key task of the project manager is facilitating and managing, rather than controlling. 
A project manager not only leads the project team and communicates with the project 
sponsor and other stakeholders, but also serves a critical role in communicating with 
other members of the organization, the overall industry, and the project management 
profession. Thus project management also calls for keen interpersonal skills, such as 
being able to act as a leader, to communicate effectively, to negotiate and manage con-
flict, to solve problems, to influence the organization, and to motivate people. 

Leadership is a broad term encompassing many areas related to working with oth-
ers. To lead means, among other things, to establish direction, align people with that 
direction, motivate them to work hard and do their best, and inspire them to succeed, 
often by example. 

Communicating
Communicating—exchanging information—is something we all do every day, but it 
is also something most of us do not do well. Communication has many dimensions. 
It can be written or oral, involve speaking and listening, be internal or external, formal 
or informal, vertical or horizontal. Furthermore, it involves choosing the appropriate 
media, establishing a clear and precise writing style, developing good presentation tech-
niques, and learning how to successfully run and manage a meeting.

Negotiating
Negotiation involves coming to terms and reaching an agreement. Negotiating is a con-
stant part of project management. The three key elements of any project—scope, cost, 
and time—are subject to continual negotiation, as are contracts, personnel assignments, 
and resource allocation.
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Problem Solving
There are two aspects of problem solving: problem definition and decision-making. 
Defining a problem sounds trivial and obvious, but correctly defining a problem means 
the difference between solving the real problem or solving something else. Defining a 
problem correctly means distinguishing between causes and symptoms, and it involves 
gathering information and problem finding.

Decision-making involves analysis of the problem, which leads to possible solutions 
and choosing from among them. It is important to note that all decisions have time 
restrictions; thus it is rarely possible to find and collect all relevant information. Deci-
sion-making rarely results in optimal decisions. Instead, due to time limitations and 
limits to human processing, decision-making often results in “satisficing”—choosing 
the best alternative available as soon as it is found.

Influencing the Organization
Because a project exists within an organizational context, its successful completion is 
intertwined with the organization and its operation. Project managers must not only 
understand the organizational context; they must also be able to influence the context 
in the project’s favor. Influencing the organization gives managers the ability to get 
things done. It requires understanding the formal and informal organizational struc-
tures involved, which typically also requires understanding the organization’s politics 
and power distribution.

Motivating People
Project managers need to determine how to get other people to do project tasks and to 
do them well. Motivating team members to succeed means energizing them to achieve 
at high levels and to overcome obstacles to change. Project managers have many moti-
vational tools at their disposal, including many types of rewards and sanctions.

Project Failures and Project Success
Did you know that the number of IS project failures reported by U.S. businesses contin-
ues to outweigh the number of successful ventures? According to research conducted by 
the Standish Group, only 29 percent of all software projects are successfully completed 
(i.e., on time and within budget, delivering satisfactory results).

Examples of Project Failure
Project failures can take many forms and can be defined in terms of projects that finish 
over budget, projects that are not completed on time, and projects that may have been 
finished on time and budget but failed to deliver a system that met stakeholder expec-
tations. The following projects are among those that failed in at least one of these areas:

 • The website of the Australian Bureau of Statistics’ August 2016 Census had so 
many site failures that the majority of Australians could not complete the Census 
on the designated day, and it was offline for more than two days during the critical 
data collection period (Head & Walker, 2016; Uhlmann & Doran, 2016).

 • Target attempted to implement SAP into its Canadian businesses. This roll-out 
was different from using custom supply chain software it used in the United 
States. Unfortunately, the implementation was so bad (e.g., having to manually 
enter data for 75,000 products) that it contributed to Target’s decision to close 
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all 133 Canadian stores, leaving nearly 18,000 employees out of work as of April 
12, 2015 ( Jackson, 2016).

 • In 2012, the U.S. Air Force terminated a US$1.03 billion, seven-year project 
that was intended to replace about 240 outdated systems with a single integrated 
enterprise resource planning system to focus on the air force’s global supply chain 
(Charette, 2013).

Having established that many projects in modern organizations fail, our next step 
is to attempt to identify why this happens.

Causes of Project Failure
Why do some IS projects succeed while many others fail? The Standish Group provided 
a detailed study to determine why projects were ultimately canceled. This survey identi-
fied five leading causes (see Figure 1.18), including incomplete requirements, lack of user 
involvement, lack of resources, unrealistic expectations, and lack of executive support.

Failures can take place during any phase of the project. For example, during the 
initiation phase, managers may fail to identify a specific group of stakeholders that may 
have an important influence on the success of the project. During the planning phase 
of project management, problems can occur due to failure to correctly estimate the cost, 
time, or complexity of the project. During project execution, personnel carrying out the 
actual project activities can make mistakes that may also result in project failure. Man-
agers can make errors when estimating either the expected or actual performance of the 
project, which might result in an inaccurate picture of the project status. Failures during 
closure can include closing down the project before the agreed-upon final deliverables 
have been handed over. Finally, during all stages of a project, communication failures 
can contribute to overall project failure.

Figure 1.18 Project failure factors
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Common Problems: Why Do Software Projects Fail?

It is a challenge for software developers to deliver 
projects on time and within budget—especially large 
projects. While today, project managers increasingly 
use agile methodologies to deal with uncertain 
requirements and dynamic environments, examples 
of high-profile project failures continue to abound, 
with projects being late, over budget, or both, and 
many never being delivered. A case in point is IBM’s 
project to upgrade the State of Pennsylvania’s 
unemployment compensation system, which was 
delivered forty-five months late, costing US$60 
million more than originally budgeted. The failure rate 
for software development projects is of significant 
concern; having analyzed more than fifty thousand 
large projects, the Standish Group estimates that 
only 2 percent of projects with a large budget (over 
US$100 million) are delivered on time and budget. 
Wallace and Keil (2004) have identified fifty-three 
items that reflect the range of likely software project 
risks. While these risks will be delineated more 
thoroughly in Chapter 9, we summarize them here, 
grouped within ten broad categories:

 1. Lack of executive support. Lack of top 
management support and organizational 
commitment for the project

 2. Lack of user input. Lack of user participation, 
resistance to change, lack of user cooperation, 
and lack of user commitment to the project

 3. Inexperienced project manager. Lack of 
leadership skills, project progress not monitored 
closely, and ineffective communication

 4. Inexperienced team members. Inadequately 
trained team members, lack of team member 
commitment to the project, and frequent 
turnover within the project team

 5. Unclear business objectives. Ill-defined project 
goals, conflicting systems requirements, 
continually changing project objectives, and 
undefined project success criteria

 6. Unreliable estimates. Inadequate estimation 
of project schedule, budget, and required 
resources and unclear project milestones

 7. Lack of an effective project management 
methodology. Use of a project management 
methodology that doesn’t fit the project, or use 
of no project management methodology at all.

 8. New software infrastructure. Use of new 
technology that has not been used in prior 
projects, and use of immature and highly 
complex technology

 9. Unstable organizational environment. Changes in 
organizational management during the project, 
corporate politics impeding the project, and 
restructuring organization during the project

10. Unreliable outside suppliers. Dependence on 
unreliable suppliers and involvement of many 
external suppliers

Based on: Pratt (2017); Thibodeau (2017); Wallace and Keil (2004).

Project Success
What is project success? Project success is often measured using time, cost, scope, and 
quality, as well as the achievement of the project’s objectives, but project managers have 
to work with key stakeholders to determine what success means for each individual 
project. What can be done to make a project a success? Although the answer to this 
question will be addressed throughout this textbook, simply put, good project man-
agement practices can enable companies to reduce both the causes of project failures 
and, ultimately, the failures themselves. The Standish Group examined project success 
factors and identified management support, user involvement, clear business objectives, 
optimization, and skilled resources as the primary factors influencing project success 
(see Figure 1.19)

The following are some examples of how project management tech-
niques can lead to project success:

 • On August 6, 2012, the space community watched as NASA was able 
to land Curiosity, a 1,982-pound rover, on Mars. This amazing project 
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combines research in biological, geological, and planetary processes to study our 
neighboring planet.

 • Improvements in workflow have improved patient services at Beaufort Memo-
rial Hospital in Beaufort, South Carolina. Implementing IT-based workflow 
improvements reduced the average time for patients to leave the emergency 
room for a floor from 147 minutes to just 70. In addition, average discharge time 
dropped from 226 minutes to 185 (Versel, 2016).

 • Facing an increased demand for its electric vehicles, Tesla decided to build its own 
battery factory. Located outside Reno, Nevada, the “Gigafactory” was expected to 
be completed well before its initially scheduled completion date in 2020 (Halvor-
son, 2017).

 • In an attempt to regain market share from Google’s Chrome browser, Mozilla—
the foundation behind Firefox—announced Project Quantum in October 2016. 
Scheduled for release at the end of 2017, the Firefox Quantum browser was 
launched in mid-November 2017, and was widely hailed for its speed (Davenport, 
2016; Korosec, 2017). 

Introduction to Project Management and PMBOK
As mentioned earlier, PMI’s PMBOK Guide is an excellent guide to measuring your 
mastery of project management–related knowledge areas. This textbook includes a table 
at the end of each chapter that will help you keep track of what portion of PMBOK 
has been covered in the current chapter, as well as show you what we have covered to 
that point and what we will cover in future chapters. The table can also serve as a useful 
reference for guiding your study for taking PMI’s certification exam for project manage-
ment professionals. This table will show the PMBOK knowledge areas—as established 
by the PMI—in its left column. This textbook’s chapter numbers are shown horizontally 
along the top of the table. An empty circle designates where the particular PMBOK 

Figure 1.19 Project success factors
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knowledge area is covered in the textbook. A filled in circle designates coverage in the 
current chapter.

In this chapter, we have provided an introduction to project management and intro-
duced topics related to the role of the project manager and core competences. We have 
also discussed the distinction between project phases, the project life cycle, project 
processes, and project management process groups. Figure 1.20 identifies this coverage 
and illustrates the coverage in upcoming chapters as well.

Figure 1.20 Chapter 1 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements ⚫ ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ⚫            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences ⚫ �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��

  Information Systems Project Management,
Edition 2.0



26 • Chapter 1 / Introduction to Project Management

6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources �� ��
10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ��
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Chapter Summary
Understand the defining characteristics of a project. 
A project is “a planned undertaking of related activ-
ities to achieve a unique outcome that has a spec-
ified duration.” In organizations, individual projects 
are grouped together as programs. A portfolio may 
include a variety of projects or programs. Projects, 
programs, and portfolios are executed to meet a spe-
cific need for a stakeholder or group of stakeholders. A 
project sponsor is a member of the organization who 
is responsible for the high-level support of the project. 
Business projects frequently have an assigned project 
manager. Two primary reasons for undertaking infor-
mation systems projects are to solve business prob-
lems or to take advantage of business opportunities. 

Explain what differentiates IS projects from non-IS 
projects. IS projects differ from more traditional 
projects in at least seven ways, with the first of these 
differences resulting from the rapid evolution of 
information technology. Because of the ever-chang-
ing nature of information technology, new devel-
opments are constantly being introduced, and firms 
must quickly decide whether to invest in them or risk 
losing a potential competitive advantage. A second 
difference is the difficulty associated with hiring expe-
rienced IS personnel. As personnel gain IS-specific 
project experience, they are quickly recruited by other 
organizations. A third difference involves manag-
ing the end users’ involvement during the require-
ments-analysis phase of systems development. The 
project team must be aware that people with widely 
varied levels of technical proficiency are likely to use 
an information system. A fourth difference is the need 
for IS project team members to be aware of the many 
different development methodologies. These meth-
odologies include the systems development life cycle 
(SDLC) and agile methodologies. A fifth unique 
aspect differentiating IS projects from many other 
types of projects is that the attempted solutions may 
never have been tried before. A sixth unique aspect of 
IS projects that creates a level of complexity beyond 
non-IS projects is related to managing project scope. 
Project scope, which involves the planned definition 
and size of a project, is likely to change in many proj-
ects. A seventh unique feature of IS projects is that 
the technologies involved in projects may change 
during the course of the project, presenting a moving 
target for the project team. Other unique aspects are 

related to the ever-increasing complexity of software 
and the fact that methodologies for IS projects are in 
constant flux.

Understand project management and its elements. 
Project management is defined as “the application 
of knowledge, skills, tools, and techniques to project 
activities in order to meet project requirements.” A 
project typically follows a project life cycle, from con-
ception to completion. During the different phases of 
a project life cycle, different processes are performed. 
Based on their purposes, these processes are grouped 
into initiating, planning, executing, monitoring and 
controlling, and closing process groups. The processes 
can also be categorized as belonging to one of ten key 
knowledge areas. The history of project management 
can be traced as far back as the building of the great 
pyramids. Project management tools that have been 
developed include the Gantt chart, the critical path 
method, and three-point estimates. Highly dynamic 
environments and ever-increasing uncertainty has 
given rise to agile approaches for various projects. 
Project management software such as Microsoft Proj-
ect is commonly used by organizations for managing 
information system projects. 

Understand the skills of a successful project manager. 
Successful project managers possess a multitude of 
skills related to three key areas— technical project 
management skills, strategic and business manage-
ment skills, and leadership. Technical skills and proj-
ect management skills will allow you to effectively 
communicate with your team members, find solu-
tions to obstacles encountered during a project, and 
successfully complete a project. Project management, 
though highly specialized, is still a form of manage-
ment; thus strategic and business management skills 
apply much as they would to any other form of man-
agement. A project manager not only leads the project 
team and communicates with the project sponsor and 
other stakeholders, but also serves a critical role in 
communicating with other members of the organi-
zation, the overall industry, and the project manage-
ment profession. Thus project management also calls 
for keen interpersonal skills.

Understand reasons for project failure and project 
success. Project failures can be defined in terms of 
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projects that finish over budget, projects that are not 
completed on time, and projects that may have been 
finished on time and budget but failed to deliver a 
system that met stakeholder expectations. Leading 
causes of project failure include incomplete require-
ments, lack of user involvement, lack or resources, 
unrealistic expectations, lack of executive support, 
and communication failure. Good project manage-
ment practices can enable companies to reduce both 

the causes of project failures and, ultimately, the fail-
ures themselves. Project success can be defined as the 
degree to which project objectives have been achieved 
on time, within budget, and with the agreed upon 
quality and scope. The primary factors influencing 
project success are management support, user involve-
ment, a clear statement of objectives, optimization, 
and skilled resources.

Key Terms Review
A. Agile methodologies 
B. Critical path method
C. Gantt chart
D. Microsoft Project
E. Network diagram
F. Portfolio
G. PRINCE2
H. Program
I. Project
J. Project life cycle
K.  Project Management Body of Knowledge 

(PMBOK)

L. Project management information system 
M. Project Management Institute
N. Project management methodology
O. Project management process groups
P. Project manager
Q. Project sponsor
R. Project success
S. Stakeholder
T. Systems development life cycle
U. Three-point estimating
V. Work breakdown structure

Match each of the key terms with the definition that best fits it.

 1. A bar chart showing the start and end dates for the activities of a project.
 2. A group of projects or programs (which may not be directly related) pursued to reach strategic objectives.
 3. A listing of the activities necessary for the completion of a project.
 4. A member of the organization who is responsible for the high-level support of the project.
 5. A method used for determining the sequence of task activities that directly affect the completion of a 

project.
 6. A person with a diverse set of skills—general management, leadership, technical, conflict management, 

and customer relationship management—who is responsible for managing a project as it goes through 
its individual phases from concept to completion.

 7. A planned undertaking of related activities to achieve a unique outcome that has a specified duration.
 8. A repository of project management practices that are generally recognized as good practices.
 9. A schematic display that illustrates the various tasks in a project as well as their sequential relationship.
 10. A structured approach to systems development.
 11. A structured process-based project management methodology providing processes, templates, and 

steps.
 12. A technique that averages optimistic, pessimistic, and realistic time to calculate the expected time for 

a particular task.
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 13. An association designed to bring together project management professionals to enhance organizational 
success by maturing the project management profession.

 14. An individual, group, or organization that is actively involved in the project, has a vested interest in its 
success, and/or has a positive or negative influence over the project and its results.

 15. Expedited approaches to systems development focusing on iterative development, incremental delivery, 
and frequent feedback.

 16. Groups of processes performed to initiate, plan, execute, monitor and control, and close a project.
 17. Related projects coordinated to harness synergies.
 18. Software designed by Microsoft to help people manage projects.
 19. The collection of manual and software tools used to support all aspects of managing a project.
 20. The degree to which project objectives have been achieved on time, within budget, and with the agreed 

upon quality and scope.
 21. The phases a project goes through from concept to completion.
 22. The process used for executing the project management plan.

Review Questions
 1. What is the definition of a project?
 2. What are some examples of projects, and how do they differ from nonprojects?
 3. What does it mean for a project to fail, and how often does this occur?
 4. What are some common reasons for project failure?
 5. List five unique characteristics of IS projects.
 6. What is project management? What are the five project management process groups?
 7. Why do organizations choose to utilize agile approaches?
 8. What are four potential classifications of project management technology? Explain each one.
 9. List three major historical projects that used project management processes.
 10. What are the three major skills of a successful project manager? Explain each one.

Chapter Exercises
 1. Visit the PMI website at www.pmi.org. What are some of the services provided by the PMI? In one 

or two paragraphs, describe some of the services offered by the institute. Using the site’s keyword 
search function, perform a search for common terms such as project, project management, and project life 
cycle (use quotation marks for terms consisting of multiple words). Write a one-page summary of the 
information available for these topics and how managers might use this information to better manage 
projects.

 2. What problems can occur if a project does not have support from senior-level executives?
 3. The project manager has a diverse set of skills. List some of these skills and describe a situation where 

each skill would be useful.
 4. Explain the two main reasons for undertaking information systems projects.
 5. Using the internet, find examples of IS projects that have failed. Were these easy to find? If not, explain 

some of the reasons why organizations do not publicize project failures.
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 6. This chapter provides several examples of how project management techniques can lead to project 
success. Using the internet, find at least three other examples of project success that can be attributed 
to good project management techniques and describe what the managers of those projects did well.

 7. Of the unique features that make IS projects difficult to manage, which ones are most likely to prevail 
in the future? Which may become less important? Why?

 8. What are the project management process groups? Describe each in reference to a project that you have 
recently worked on.

 9. Several historically significant projects were mentioned in the chapter. Using the internet or any other 
resource, find at least three other historical projects that used project management processes. Write one 
paragraph for each project describing the project management processes that were used and how they 
were applied.

 10. Using the internet or any other resource, perform a search for “project life cycle.” Find at least three dif-
ferent project life cycles that are not information-systems related. Write a one-page summary explain-
ing the differences and similarities of the life cycles that you find.

 11. Using the internet or any other resource, perform a search for “systems development life cycle.” Write 
a one-page summary that outlines the similarities and differences between the systems development 
life cycle (SDLC) and each of the project life cycles you summarized in the previous exercise.

Chapter Case: The Seattle Seahawks and the Internet
The Seattle Seahawks are a professional football 
team that joined the National Football League (NFL) 
in 1976. With their home offices and training center 
in Kirkland, a suburb of Seattle, the Seahawks were 
founded when the league granted an expansion team 
franchise to John Nordstrom, a department store 
owner in Seattle. During the Seahawks’ first season, 
quarterback Jim Zorn passed for more than 2,500 
yards and was named the league’s top offensive rookie. 
Jack Patera was named coach of the year in 1978, after 
he led the Seahawks to their first winning season. The 
club played in Seattle’s Kingdome from 1976 to 1999. 
Following the demolition of the Kingdome in 2000, the 
club played temporarily in the Husky Stadium at the 
University of Washington until construction of their 
new stadium, Quest Field, was completed in 2002.

From their inception until the present, the Sea-
hawks have had many notable coaches and play-
ers. Well-known coaches include Chuck Knox and 
Mike Holmgren, with eminent players such as Steve 
Largent, Jim Zorn, Dave Brown, Curt Warner, Jacob 
Green, Kenny Easley, Dave Kreig, Walter Jones, Matt 
Hasselbeck, and Shaun Alexander. With top-ranked 
personnel, the Seattle Seahawks are consistently 
positioned for a run at the championship. Follow-
ing many outstanding seasons, the Seahawks won 
Super Bowl XLVIII in 2013.

While the Seahawks were concentrating on 
football, the early 1990s saw the development of 
the World Wide Web and the internet tools created 

for that environment. The web provided tremendous 
opportunities for many businesses to more effectively 
disseminate information about their products and ser-
vices. Eventually, the web helped facilitate the creation 
of new products while also enabling consumers to buy 
those products online. Sports teams were not immune 
to these trends. Websites devoted to sports franchises 
now provide for fan discussion forums, webstores for 
purchasing event tickets and sports apparel, and the 
distribution of information on the team and players. A 
modern web presence that facilitates all of these activ-
ities and more is as critical for a professional sports 
team as it is for any other business.

Facing this situation, the Seattle Seahawks put 
out a request for proposals related to the develop-
ment of a comprehensive web presence. The Sea-
hawks website would eventually include more than 
one hundred menu options, including such function-
alities as detailed team information, tickets and seat-
ing options, luxury suite information, links to local 
hotel accommodations, an online pro shop, detailed 
press releases, photographs, transportation options, 
and even online games. While the Seahawks could 
have tried to develop this system in-house, they 
elected to outsource it because it was not their core 
competency. The case study following each chap-
ter of this textbook discusses how the development 
company Sedona Management Group (SMG) was 
eventually chosen, and how Sedona proceeded to 
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develop the system using modern project manage-
ment techniques and tools.

Following each Chapter Case, we will also have 
a Chapter Project that allows you and your team 

members to apply the materials from each chapter in 
the development of an entertainment website similar 
to the one created by SMG for the Seattle Seahawks.

Chapter 1 Project Assignment
1. Go to the website www.seahawks.com and familiarize yourself with the Seattle Seahawks website.

a. What types of features does it have?
b. How is the website organized?
c. Could you find everything you were looking for?
d. How many times did you look in the wrong place for something?
e. Does the website look like it will work well on monitors of different resolutions?

2. Next, go to www.nfl.com and randomly select two other websites to view.
a. How do their features and layout compare to the Seahawks’ website?
b. Write up your rough impressions of all three sites in three different paragraphs.

3. Conclude by describing which site you believe is best and why.
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C H A P T E R  2

The Project Life Cycle

Figure 2.1 Chapter 2 learning objectives

Opening Case: British Telecom Becomes Agile

Facing a highly dynamic and competitive 
environment while constrained by tight regulations, 
British Telecom (BT) was in a quandary. BT’s more 
than eight thousand IT professionals had primarily 
used waterfall-based life cycles to develop small 
as well as large and complex solutions for its 
operations. Upon his arrival in the early 2000s, BT’s 
new CEO identified various problems such as poor 
capturing of requirements, integration issues, and 
delayed deployment, and decided that the traditional 

waterfall approach was ill-suited for the organization. 
Only a few years earlier, the “Agile Manifesto” 
had been published and the CEO was convinced 
that agile practices, focusing on short iterations, 
frequent delivery, and customer feedback, would 
be the solution to BT’s problems. As a first step, a 
ninety-day standard delivery cycle was adopted for 
all projects, with a clear focus on delivering business 
value. Next was a focus on using a collaborative 
approach, where the project team and the end users 
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would have collective ownership of the final solution. 
BT’s shift to agile has not been without problems. 
In the beginning, BT had to employ consultants to 
nurture an agile mind-set within the organization. 
Likewise, many projects were based on legacy 

code and incorporated third-party components. 
In the end, BT managed to overcome the various 
challenges, and using agile life cycles has helped 
BT survive in the highly competitive and dynamic 
telecommunications industry.

Based on: Evans (2006); Grant (2010).

Introduction
Projects start. Projects end. That seems like a simple enough idea, but between the start 
and the end of any given project, a lot happens. As you read in Chapter 1, any project 
that is worthy of the management processes and techniques you will learn about in 
this book involves many people, substantial resources, and moderate to long periods of 
time. All these resources and people need to be closely managed for the duration of the 
project. Nothing can be overlooked if the primary goals of meeting deadlines and bud-
gets and providing the requested functionality are to be met. The duration of a project 
is captured in the concept of a project life cycle, essentially what goes on between the 
start of the project and its end. The idea of a life cycle is not new—it has been applied 
to fields such as marketing, manufacturing, and engineering. For example, a product 
such as a smartphone goes through a product life cycle: after the smartphone has been 
developed in the research and development stage, it enters the introduction stage, where 
it is introduced to the market. This period is followed by the growth stage, where sales 
increase rapidly, before the product reaches the maturity stage, where sales are highest 
and growth tends to slow. At this stage, managers have to consider whether to extend 
the smartphone’s life—such as by reducing prices or upgrading features—or to let the 
product enter the decline stage, where sales decline before the product is finally retired.

Likewise, thinking of a project as having a “life” is very useful, as it reinforces the 
idea that it has a beginning and an ending and that what happens in between—plan-
ning, conducting the project work, and closing a project—requires close and careful 
management to meet the project’s requirements and balance time, costs, and scope 
(see Figure 2.3). If a projects’ scope increases, so does its duration or costs; if a project’s 
duration is decreased, scope must be decreased and/or costs increase; finally, if a project’s 
costs are reduced, its scope must decrease or duration increase.

Figure 2.2 BT uses agile methodologies to survive in its dynamic environment. Source: CC-BY-SA-2.0, 
Albert Bridge: geograph.org.uk/p/1488398.
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In this chapter, you will learn about project life cycles, and you will learn about a 
particular type of project life cycle—the information systems (IS) development life 
cycle. The information systems development life cycle typically has four phases: (1) 
planning and selection, (2) analysis, (3) design, and (4) implementation, but it can have 
up to nine or even more phases. Then you will read about the five different project man-
agement process groups—Initiating, Planning, Executing, Monitoring and Controlling, 
and Closing—and the different project management processes that can be mapped to 
these five groups. In the next section, you will learn about the context in which projects 
exist, including the importance of enterprise environmental factors and organizational 
process assets. The next section in the chapter introduces you to tools and techniques 
that have been developed to help with managing projects, including Gantt charts and 
network diagrams. You will also be introduced to software for project management: 
Microsoft Project. A more complete treatment of Microsoft Project is included in the 
Online Appendix. 

Types of Life Cycles
Any project is divided into smaller parts called phases, each resulting in one or more 
specific deliverables. Breaking down all the work required in a project into smaller 
parts makes the project easier to understand and to manage. All the phases considered 
together are known as the project life cycle. Each phase is marked by the completion 
and review of its deliverables, all of which have been defined in the project’s early phases. 
The end of a phase is marked by a review of the deliverables. These review points are 
sometimes called phase gates, stage gates, or kill points.

Life cycles can be classified as predictive life cycles, iterative life cycles, incre-
mental life cycles, and agile life cycles. Predictive life cycles—sometimes referred 
to as waterfall models—are characterized as a sequential process, with much planning 
occurring upfront before execution is started; iterative life cycles are related to predic-
tive life cycles, but allow for the use of prototypes to gain feedback; incremental life 
cycles focus on speed of deliver by providing parts of the overall product as they are 
completed; finally, agile life cycles combine the benefits of iterative and incremental life 
cycles by obtaining rapid feedback and allowing for quickly delivering subsets of the 
final product. No matter which life cycle is chosen, planning is always a key component. 
Whereas in predictive life cycles, planning occurs mostly upfront, in other approaches 

Figure 2.3 Time, cost, and scope triangle

Phase 
A smaller part of a 
project.

Phase gate 
Review of the deliv 
Phase gate Review of 
the deliverables at the 
end of a phase of the 
project. erables at the 
end of a phase of the 
project.

Predictive life cycle 
Life cycle—sometimes 
referred to as waterfall 
model—that is 
characterized as a 
sequential process.

Iterative life cycle 
Life cycle that 
allows for the use of 
prototypes to gain 
feedback.

Incremental life cycle 
Life cycle that focuses 
on speed of delivery by 
providing parts of the 
overall product as they 
are completed.

Agile life cycle 
Life cycle that 
combines the benefits 
of iterative and 
incremental life cycles 
by obtaining rapid 
feedback and allowing 
for quickly delivering 
subsets of the final 
product.
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planning is only conducted for the next deliverable(s), and plans may change based on 
feedback and reviews. 

The choice of life cycle largely depends on factors such as uncertainty and risk. 
In today’s dynamic environments, both requirements and enabling technologies can 
change rapidly, which may necessitate frequent rework. For systems with fluctuating 
requirements, waterfall models may not be appropriate, as commitments are made early 
on and it is difficult to react to changes; consequently, life cycles that focus on frequent 
deliveries and allow for adapting processes, reprioritizing deliverables, updating plans, 
and using short feedback loops are often better suited. 

Project life cycles vary by industry and organization. They determine the beginning 
and end of a project and define what work is done in each phase, as well as who should 
be involved in doing it. The sequencing of phases generally involves technology transfer 
or other handoffs from one phase to the next, such as handing off system requirements 
to design. Generally, the deliverables from one phase are approved before the next phase 
starts. Although phases are thought of as separate and distinct, they often overlap.

Even though project life cycles vary from industry to industry and organization to 
organization, most share common characteristics:

 • Cost and staffing levels are low at the start, higher at the end, and drop rapidly as 
the project nears completion (see Figure 2.4).

 • The probability of successfully completing the project is lowest at the beginning, 
so risk and uncertainty are also the highest at that point.

 • The stakeholders’ ability to influence the project product’s final characteristics is 
highest at the beginning and lowest at the end.

Although project life cycles have similar phase names with similar deliverables, few 
are identical. Some life cycles have relatively few phases, from four to five. Others have 
as many as nine or even more. Depending on its size and complexity, a given project may 
be divided into subprojects, each of which has its own distinct project life cycle. In the 
next section, you’ll read about a generic life cycle for information systems development 
with four phases. This life cycle illustrates the activities and their sequence in a typical 
information systems development project.

Figure 2.4 Generic life cycle
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Ethical Dilemma: Dual Use Information Technologies

Information systems are malleable. Regardless 
of the original intentions of the designers and 
developers, almost all IS can be used for other 
purposes. Supercomputers used to predict hurricane 
trajectories can also be used for military purposes. 
Encryption software designed to help organizations 
keep their emails and files private can also be used 
by terrorists, drug dealers, and mobsters to keep 
their criminal dealings secret. The data-mining 
software that can be used to help retailers determine 
the best product mix for individual sales regions can 
also enable governments to spy on their citizens 
or identify dissidents. Because of these multiple 
uses of IS, some governments have forbidden the 
export of so-called dual use technologies to other 
countries, and companies have to think twice about 
how their products are or can be used. As a case 
in point, Google recently faced a backlash over its 
“Project Maven”; at the heart of Project Maven was 
the use of Google’s artificial intelligence tools to 

automatically analyze footage produced by drones 
used by the U.S. Department of Defense. Following 
widespread protests by its own employees in 2018, 
Google decided to scrap the deal.

As a developer and member of an IS project team, 
you may be called on to work on systems designed 
for a particular purpose that can also be used for 
other functions. Many of the codes of ethics devel-
oped by professional associations call for develop-
ers to be wary of how systems might be used. For 
example, the very first section of the code of ethics 
of the Association for Computing Machinery says: 
“An essential aim of computing professionals is to 
minimize negative consequences of computing sys-
tems, including threats to health and safety. When 
designing or implementing systems, computing pro-
fessionals must attempt to ensure that the products 
of their efforts will be used in socially responsible 
ways, will meet social needs, and will avoid harmful 
effects to health and welfare.”

Discussion Questions
1. As an IS professional, how can you determine if a particular information system has the potential to be 

used for purposes other than those for which it has been designed?
2. If you are called on by your employer to work on a system that has clear dual-use potential, how should 

you react? What should you do?

Based on: Association for Computing Machinery (1992); Bergen (2018).

Project Management and Systems Development or Acquisition
Before presenting a formal overview of the IS project life cycle approach used through-
out this text, it’s worthwhile reviewing the system’s development life cycle (SDLC) 
that is often used in information systems development. As you read in the opening 
section, we distinguish between SDLCs and project life cycles, though you will see as 
you continue with your studies that both life cycles are complementary, and a team may 
consist of both an IS project manager in addition to a SDLC manager. The systems 
development life cycle is a common methodology for systems development in many 
organizations. It marks the phases or steps of information systems development. Below, 
we briefly describe SDLCs to help you better understand why SDLCs and project life 
cycles are often conflated.

In developing information systems, many organizations follow the systems devel-
opment life cycle: After someone within an organization realizes the need for a new 
system, the organization evaluates the idea and decides whether or not to build (or 
acquire) it. Once a positive decision has been made, current processes are analyzed to 
determine how the new system can support these processes. Following this, a strategy 
for designing the new system is developed, the system is built or purchased, and it is 
installed in the organization (this typically also includes training users on using the 
new system). Finally, the system transitions into the maintenance phase, and the main-
tenance processes repeat the SDLC. A generic SDLC typically consists of four steps, 
and often uses a predictive (waterfall) approach (see Figure 2.5):
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 1. Planning
 2. Analysis
 3. Design
 4. Implementation

Sometimes an iterative life cycle is used; that is, phases are repeated as required until 
the final system is developed, as illustrated in Figure 2.6. In such scenarios, the activities 
in the SDLC are performed akin to a spiral; rather than going through the cycle once 
to produce the finished system, the process is performed in multiple iterations. In each 
iteration, a part of the system is developed, and risk analysis is performed to determine 
whether the project should continue or be abandoned. 

In an SDLC, each phase has specific outcomes and deliverables that feed into 
other phases. At the end of each phase (and sometimes at intermediate steps within 
phases), a systems development project reaches a milestone. Then, as deliverables are 
produced, they are often reviewed by parties outside the project team, such as managers 
and executives. 

Phase 1: Systems Planning
The first phase in the SDLC, systems planning, involves two primary activities. First, 
someone identifies the need for a new or enhanced system. The organization’s informa-
tion needs are examined and projects to meet these needs are identified. Information 
system needs may result from

 • Requests by stakeholders
 • Strategic opportunities
 • Needs for changing or improving business processes
 • Changing regulatory, legal, or social requirements

The systems analyst prioritizes and translates the needs into a written plan for the 
IS department, including a schedule for developing new major systems. Requests for 
new systems spring from users who need new or enhanced systems. 

The second task in the systems planning phase is to investigate the system and 
determine the proposed system’s scope (this typically includes considerations of any 
changes in hardware or infrastructure). The team of systems analysts then produces the 
project management plan for developing the proposed project. A final presentation of 
the plan and its subsequent project phases is usually made to the organization’s man-
agement by the project leader and other team members.

Phase 2: Systems Analysis
The second phase of the systems development life cycle is systems analysis. During 
this phase, the analysts thoroughly study the organization’s current procedures and the 
information systems used to perform the tasks to be carried out by the new system 
identified in the systems planning phase. (Note that for novel projects used to realize 
business opportunities, some of these tasks might currently not be performed.) Analysis 
includes several subphases. The first subphase involves determining the requirements 
of the system. In this subphase, analysts work with users to determine exactly what 
the users will want from the proposed system. This requires a careful study of any 
current systems, either manual or computerized, that might be replaced or enhanced 

Systems planning 
The first phase of the 
SDLC, where the need 
for a new or enhanced 
system is identified 
and the proposed 
system’s scope is 
determined.

Systems analysis 
The second phase in 
the SDLC, where the 
systems requirements 
are determined, 
alternative solutions 
are developed, and 
one is chosen that 
best meets those 
requirements, given 
the cost, labor, and 
technical resources 
the organization is 
willing to commit.
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Figure 2.5 A predictive information systems development life cycle

Figure 2.6 A spiral information systems development life cycle
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as part of this project; in other words, the analysts not only gather requirements for 
replicating current processes, but also any needed changes or enhancements. Next, the 
analysts study the requirements and structure them according to their interrelationships, 
eliminating any redundancies. Third, the analysts generate alternative initial designs 
to meet the requirements. At this stage, any initial designs should also include neces-
sary changes in hardware and infrastructure. Then they compare these alternatives to 
determine which one best meets the requirements, given the cost, labor, and technical 
resources the organization is willing to commit to the development process. The output 
of the analysis phase is a description of the solution finally recommended by the analysis 
team. Once the organization accepts the recommendation, analysts can plan the acqui-
sition of any hardware and system software that might be needed to build the system.  

Phase 3: Systems Design
The third phase of the SDLC is called systems design. During systems design, analysts 
convert the description of the recommended alternative solution into a logical descrip-
tion and then into physical system specifications. Analysts must not only design the 
computing processes and databases, but also all other aspects of the system, such as 
input and output screens or reports to be generated.

Logical design is not tied to any specific hardware or systems software platform. 
Theoretically, the system being designed could be implemented using any hardware and 
systems software. Logical design concentrates on the business aspects of the system—
that is, how the system will impact the functional units within the organization. The 
physical design converts the logical design into physical, or technical, specifications. 
For example, analysts must convert diagrams that map the origin, flow, and processing 
of data in a system into a structured systems design that can then be broken down 
into smaller and smaller units for conversion to instructions written in a programming 
language. During physical design, the analyst team decides which programming lan-
guages will be used to write the computer instructions; which database systems and file 
structures will be used to manage the data; and which hardware platform, operating 
system, and network environment will be used to run the system. These decisions final-
ize the hardware and software plans initiated at the end of the analysis phase. The final 
product of the design phase is the physical system specifications, presented as diagrams, 
pseudocode, or written reports that are ready to be turned over to programmers and 
other system builders for construction. Further, design documents include descriptions 
or mockups of input screens or other methods of capturing data, as well as descriptions 
of output screens or reports.

Phase 4: Systems Implementation
During the fourth phase of the SDLC, systems implementation, the system specifica-
tions are used to build the working system, which is then tested, before it can be put into 
use. In other words, this phase includes the coding, but also the testing and installation. 
During coding, programmers write the programs that make up the system. During 
testing—typically conducted in parallel with coding—programmers and analysts test 
individual programs and the entire system in order to find and correct errors. In this 
phase, user and technical documentation is created to facilitate a smooth transition to 
the new system. During installation, the new system is prepared for use in the orga-
nization. This includes installing new hardware (if needed), installing the application 

Systems design 
The third phase in 
the SDLC, where 
the descriptions of 
the recommended 
alternative are 
converted into a logical 
description and then 
into physical system 
specifications.

Logical design 
Specifications that 
focus on the origin, 
flow, and processing 
of data in a system 
but are not tied to any 
specific hardware and 
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platform.

Physical design 
Structured systems 
design that can 
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into smaller and 
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Systems 
implementation 
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software, and converting data (if necessary) and migrating the data to the new system; 
then users are introduced to the new system and trained. Planning for both testing and 
installation should begin as early as the project planning and selection phase, because 
both require extensive analysis to develop exactly the right approach. 

Systems Maintenance
Systems maintenance can be regarded as an iteration of the SDLC. While a system 
is operating, users sometimes find problems with how it works and often think of 
improvements. Likewise, this phase closes the loop, in that the new system’s perfor-
mance is compared to preestablished KPIs, so as to determine if the system meets 
requirements in terms of performance, security, and so on. Further, during maintenance, 
programmers make the changes that users ask for, fix flaws, and modify the system to 
reflect changing business conditions. These changes are necessary to keep the system 
running and useful. The amount of time and effort devoted to system enhancements 
during the maintenance phase depends a great deal on how well the previous phases of 
the life cycle were completed. To maintain reliability and security of the systems, the 
activities in the maintenance phase should follow the SDLC phases. There inevitably 
comes a time, however, when an information system no longer performs as desired, 
when running the system becomes too expensive, or when the system simply is does 
not add value to the organization any more (e.g., due to the organization’s needs having 
changed). If this is the case, organizations complete the loop and start the life cycle over 
and start designing the system’s replacement.

Within the SDLC the phases are highly linked, and the products of one phase 
products feed into the activities of subsequent phases. Table 2.1 summarizes the prod-
ucts, outputs, or deliverables of the different phases.

Systems maintenance 
Iterations of the SDLC 
(after a system has 
been built) where 
programmers make 
the changes that users 
ask for, fix flaws, and 
modify the system 
to reflect changing 
business conditions.

Table 2.1 Products of the Information System SDLC Phases

Phase Products, Outputs, or Deliverables

Systems planning and 
selection

Priorities for systems and projects
Architecture for data, networks, hardware, and IS management
Detailed work plan for selected project
Specification of system scope
System justification or business case

System analysis Description of current system
General recommendation on how to fix, enhance, or replace the current system
Explanation of alternative systems and justification for chosen alternative

System design Detailed specifications of all system elements
Acquisition plan for new technology

Systems  
implementation 

Code
Documentation
Training procedures and support capabilities

Systems maintenance New versions or releases of software with associated updates to documentation, 
training, and support
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Global Implications: Adding More People to a Project Does Not Always Work

In 1975, Frederick P. Brooks Jr. published The	Mythical	
Man-Month, one of the most influential books ever 
in the software development field. The book’s main 
point is that it is a mistake to add more people to a 
software project that is running late. Compressing 
the time needed to complete a software project by 
adding more people to the team just doesn’t work. 
In fact, adding more people can make progress 
even slower because coordinating and managing 
more people takes more time and effort. Based 
on the same idea, thirty years later, Amazon’s CEO 
Jeff Bezos established the “two pizza rule.” Bezos 
suggests that when putting a team together, a two 
pizza approach should be implemented—make 
your team size the same as you would invite to eat 
two pizzas.  

Today, according to Tom Bigelow, CEO of Perfor-
mance Software Corp., project managers have to 
relearn the lessons Brooks taught as they add more 
and more low-cost programmers from India and 
elsewhere to their projects. Faced with cuts in their 

project budgets, managers have turned to offshore 
programmers as a way to increase their workforces 
and save money at the same time. The results, 
according to Bigelow, are often “late projects, bad 
projects, and dead projects.” Controlling and coordi-
nating overseas workgroups is much more difficult 
than many people may realize. Offshore workers 
tend to be better used for certain parts of a software 
project, such as testing and verification.

According to Bigelow, the best approach to out-
sourcing in software project management is some-
thing he calls tri-partnering. The three partners in 
such an effort are the organization itself, the offshore 
partners, and other local firms. The ideal scenario, 
says Bigelow, is for 60 percent of the work to be done 
in-house, 30 percent sent offshore, and the remain-
ing 10 percent outsourced to other local firms. Such 
an arrangement helps achieve a balance between 
the number of workers, the tasks they perform, and 
their coordination by project management.

Based on: Hall (2004); Deutschman (2004); Hern (2018).

Project Management Processes
Projects tend to be complex, involving many resources, including people, money, and 
equipment, and they tend to span several months if not years. If projects did not tend 
to be complex, we would not need powerful techniques and software packages to man-
age them successfully. Because projects are complex, however, managing them tends to 
be integrative. A generic project life cycle includes phases such as starting the project, 
organizing, conducing the project work, and ending the project, and what happens in 
one part of a project affects other parts. Thus it is important for a project manager to 
understand all of the different project management processes and their interactions. 
Project management techniques and software can help a project manager understand 
these interactions, which often require tradeoffs among project objectives. In this sec-
tion, we will discuss project processes, project process groups, and process interactions, 
all of which will help you understand the complexity of projects and how to manage 
that complexity.

Project Processes
Funk and Wagnall ’s Standard Desk Dictionary defines a process as “a series of continu-
ous actions that bring about a particular result, end, or condition.” A project is a set of 
processes. Project management processes are used to describe, organize, and complete 
the work of the project, and they are applicable to most projects. As with any other pro-
cess, each project management process has specific inputs, tools and techniques used to 
perform the process, as well as specific outputs (deliverables as well as documentation), 
which serve as inputs into other processes. Note that while many of the processes are 
presented as independent, they in fact often overlap in any given project.

Process 
A series of continuous 
actions that bring 
about a particular 
result, end, or 
condition.
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Typically, processes performed to complete the project work not only result in spe-
cific deliverables, but also generate work performance data, such as completion dates, 
actual costs, percent of work completed, and so on. These data can be integrated across 
processes and analyzed in monitoring and controlling processes to provide work perfor-
mance information to be used in work performance reports for overall project control. 
The use of Internet of Things (IoT) technologies allows for capturing an increasing 
amount of work performance data, and big data analytics are increasingly used to ana-
lyze these data to increase the speed and accuracy of project-related decision-making.

As not all processes are equally important or applicable for every project, an expe-
rienced project manager uses tailoring to determine which processes to use, and how 
much emphasis to place on each, depending on the project’s characteristics or con-
straints (e.g., in terms of project type, size, or scope). Whereas some processes (such 
as processes in the planning phase) are only performed once or at various predefined 
points, others are performed on an ad hoc basis, as needs arise; yet other processes (such 
as monitoring or controlling processes) are performed on an ongoing basis. 

Process Groups
In the Project Management Body of Knowledge (PMBOK), the Project Management 
Institute organizes project management processes into five groups. PMBOK defines 
these process groups as follows (2017, p. 23):

 • Initiating. Those processes performed to define a new project or a new phase of 
an existing project by obtaining authorization to start the project or phase.

 • Planning. Those processes required to establish the scope of the project, refine the 
objectives, and define the course of action required to attain the objectives that 
the project was undertaken to achieve.

 • Executing. Those processes performed to complete the work defined in the project 
management plan to satisfy the project requirements.

 • Monitoring and Controlling. Those processes required to track, review, and regulate 
the progress and performance of the project; identify any areas in which changes 
to the plan are required; and initiate the corresponding change.

 • Closing. Those processes performed to formally complete or close the project, 
phase, or contract.

Process groups are linked by the results they produce. The output from processes 
in one process group often becomes the input for a process in another process group 
(e.g., work performance data generated from executing processes are used as inputs for 
monitoring and controlling processes). The relationships among the process groups 
are illustrated in Figure 2.7. Note that while this figure differs from Figure 1.10 intro-
duced last chapter (which also depicted process groups and their relationships), neither 
depiction is necessarily inaccurate, but rather simply reflect different visualizations of 
the same concept.

Process groups overlap and vary within a phase and differ in terms of the level of 
effort needed (see Figure 2.8). Although projects are conceived and described as discrete 
phases and processes, in reality there are many overlaps. Planning is an ongoing and 
iterative process.

Involving stakeholders in the different project phases can increase their satisfaction 
with the project’s outcome. As noted earlier, one of the project manager’s key tasks is 
to successfully manage stakeholders’ expectations. Involving them in project processes 

Work performance data 
Raw data about the 
outputs of activities, 
or about the activities 
themselves.

Work performance 
information 
Analyzed and 
integrated work 
performance data.

Work performance 
reports 
Electronic or printed 
documents containing 
work performance 
information to be used 
for project-related 
decision-making.

Tailoring 
The selective use 
of processes to 
match the project’s 
characteristics.
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encourages ownership and buy-in, partly through allowing stakeholders to modify their 
expectations as they experience firsthand the progress of the project and its products. 
Ownership on the part of stakeholders is often critical to project success. One of the key 
factors for the success of information systems development projects is the participation 
of users, who are key stakeholders, in the analysis and design process. Involvement has 
to be real, however. Stakeholders have to believe that their participation makes a dif-
ference and that they are being taken seriously if they are to buy in.

Figure 2.7 Links among process groups in a project phase

Figure 2.8 Overlap of process groups in a project phase
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Process Interactions
Within each of the five process groups, individual processes are linked by their inputs 
and outputs. By focusing on these links, each process can be described in terms of its 
inputs and outputs and the methods and procedures for converting inputs to outputs. 
PMI has identified forty-nine project management processes within the five process 
groups. While the interactions between these processes will be covered in detail in 
later chapters, we will introduce these process groups and their subprocesses here. All 
forty-nine processes, with their official PMBOK (2017, pp. 698–726) definitions, are 
as follows:

 Initiating. Two processes:
 • Develop Project Charter. The process of developing a document that formally 

authorizes the existence of a project and provides the project manager with the 
authority to apply organizational resources to project activities.

 • Identify Stakeholders. The process of identifying project stakeholders regularly 
and analyzing and documenting relevant information regarding their interest, 
involvement, interdependencies, influence, and potential impact on the project.

 Planning. Twenty-four separate processes:
 • Develop Project Management Plan. The process of defining, preparing, integrating, 

and coordinating all plan components and consolidating them into an integrated 
project management plan.

 • Plan Scope Management. The process of creating a project scope management plan 
that documents how the project and product scope will be defined, validated, and 
controlled.

 • Collect Requirements. The process of defining, documenting, and managing stake-
holder needs and requirements to meet objectives.

 • Define Scope. The process of developing a detailed description of the project and 
product.

 • Create WBS. The process of subdividing project deliverables and project work into 
smaller, more manageable components.

 • Plan Schedule Management. The process of establishing the policies, procedures, 
and documentation for planning, developing, managing, executing, and con-
trolling the project schedule.

 • Define Activities. The process of identifying and documenting the specific actions 
to be performed to produce the project deliverables.

 • Sequence Activities. The process for identifying and documenting relationships 
among the project activities.

 • Estimate Activity Durations. The process for estimating the number of work peri-
ods needed to complete individual activities with estimated resources.

 • Develop Schedule. The process for analyzing activity sequences, durations, resource 
requirements, and schedule constraints to create a schedule model for project 
execution and monitoring and controlling.

 • Plan Cost Management. The process of defining how the project costs will be 
estimated, budgeted, managed, monitored, and controlled.
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 • Estimate Costs. The process of developing an approximation of the monetary 
resources needed to complete project work.

 • Determine Budget. The process of aggregating the estimated costs of individual 
activities or work packages to establish an authorized cost baseline.

 • Plan Quality Management. The process of identifying quality requirements and/or 
standards for the project and its deliverables, and documenting how the project 
will demonstrate compliance with quality requirements and/or standards.

 • Plan Resource Management. The process of defining how to estimate, acquire, man-
age, and utilize physical and team resources.

 • Estimate Activity Resources. The process of estimating team resources and the type 
and quantities of materials, equipment, and supplies necessary to perform project 
work.

 • Plan Communications Management. The process of developing an appropriate 
approach and plan for project communication activities based on the information 
needs of each stakeholder group, available organizational assets, and the needs of 
the project.

 • Plan Risk Management. The process of defining how to conduct risk management 
activities for a project.

 • Identify Risks. The process of identifying individual project risks as well as sources 
of overall project risk, and documenting their characteristics.

 • Perform Qualitative Risk Analysis. The process of prioritizing individual risks for 
further analysis or action by assessing their probability of occurrence and impact 
as well as other characteristics.

 • Perform Quantitative Risk Analysis. The process of numerically analyzing the com-
bined effect of identified individual project risks and other sources of uncertainty 
on overall project objectives.

 • Plan Risk Responses. The process of developing options, selecting strategies, and 
agreeing on actions to address overall project risk exposure as well as to treat 
individual project risks.

 • Plan Procurement Management. The process of documenting project procurement 
decisions, specifying the approach, and identifying potential sellers.

 • Plan Stakeholder Engagement. The process of developing approaches to involve 
project stakeholders based on their needs, expectations, interests, and potential 
impact on the project.

 Executing. Ten processes:
 • Direct and Manage Project Work. The process of leading and performing the work 

defined in the project management plan and implementing approved changes to 
achieve the project’s objectives.

 • Manage Project Knowledge. The process of using existing knowledge and creating 
new knowledge to achieve the project’s objectives and contribute to organiza-
tional learning.

 • Manage Quality. The process of translating the quality management plan into 
executable quality activities that incorporate the organization’s quality policies 
into the project.
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 • Acquire Resources. The process of obtaining team members, facilities, equipment, 
materials, supplies, and other resources necessary to complete project work.

 • Develop Team. The process of improving competencies, team member interaction, 
and overall team environment to enhance project performance.

 • Manage Team. The process of tracking team member performance, providing 
feedback, resolving issues, and managing team changes to optimize project 
performance.

 • Manage Communications. The process of ensuring timely and appropriate collec-
tion, creation, distribution, storage, retrieval, management, monitoring, and the 
ultimate disposition of project information.

 • Implement Risk Responses. The process of implementing agreed-upon risk response 
plans.

 • Conduct Procurements. The process of obtaining seller responses, selecting a seller, 
and awarding a contract.

 • Manage Stakeholder Engagement. The process of communicating and working 
with stakeholders to meet their needs and expectations, address issues, and foster 
appropriate stakeholder involvement.

 Monitoring and Controlling. Twelve processes:
 • Monitor and Control Project Work. The process of tracking, reviewing, and reporting 

the overall progress to meet the performance objectives defined in the project 
management plan.

 • Perform Integrated Change Control. The process of reviewing all change requests; 
approving changes and managing changes to deliverables, organizational process 
assets, project documents, and the project management plan; and communicating 
the decisions.

 • Validate Scope. The process of formalizing acceptance of the completed project 
deliverables.

 • Control Scope. The process of monitoring the status of the project and product 
scope and managing changes to the scope baseline.

 • Control Schedule. The process of monitoring the status of the project to update the 
project schedule and manage changes to the schedule baseline.

 • Control Costs. The process of monitoring the status of the project to update the 
project costs and managing changes to the cost baseline.

 • Control Quality. The process of monitoring and recording results of executing 
the quality management activities to assess performance and ensure the project 
outputs are complete, correct, and meet customer expectations.

 • Control Resources. The process of ensuring that the physical resources assigned and 
allocated to the project are available as planned, as well as monitoring the planned 
versus actual utilization of resources and taking corrective action as necessary.

 • Monitor Communications. The process of ensuring the information needs of the 
project and its stakeholders are met.

 • Monitor Risks. The process of monitoring the implementation of agreed-upon risk 
response plans, tracking identified risks, identifying and analyzing new risks, and 
evaluating risk process effectiveness throughout the project.
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 • Control Procurements. The process of managing procurement relationships, moni-
toring contract performance and making changes and corrections as appropriate, 
and closing out contracts. 

 • Monitor Stakeholder Engagement. The process of monitoring project stakeholder 
relationships, and tailoring strategies for engaging stakeholders through modifi-
cation of engagement strategies and plans.

 Closing. One process:
 • Close Project or Phase. The process of finalizing all activities for the project, phase, 

or contract.

Mapping Project Management Processes
Forty-nine processes are a lot to keep track of, which again shows the usefulness of 
project management techniques and software. But not all processes are needed on all 
projects, and not all interactions will apply to all projects. Experienced project manag-
ers have a good feel for which processes apply to projects in their industries and their 
organizations or to projects of particular scopes and durations. An overview mapping 
the forty-nine project management processes into the five process groups is provided 
in Table 2.2.

The Project Management Context
Whether their purpose is information systems development or something else, projects 
do not exist in a vacuum. They are part of their broader environment. Project managers 
have to be attuned to overseeing the day-to-day activities of their projects, but they 
ignore the context in which those projects exist at their peril. In the next sections, you 
will read about some of the aspects of the organizational environment that can affect 
projects and their successful management: enterprise environmental factors, organiza-
tional process assets, and organizational systems. 

Common Problems: Where Do You Go for Help?

Project management is challenging. It is a complex 
activity that requires a good balance of managerial 
and technical skills. Any given project offers 
many opportunities but also presents its share 
of problems. As you gain experience working on 
projects and managing them, you will accumulate 
a set of effective solutions for many common 
problems. You will learn which solutions work best 
for which problems. Sometimes, though, you will 
come across a problem you have never seen before. 
There are many resources you can consult for help 
with these new problems—textbooks, colleagues, 

mentors—and as you might expect, there are also 
many resources available on the internet. One such 
resource is the IT Toolbox Project Management 
Knowledge Base (projectmanagement.ittoolbox 
.com). Here you can find discussion boards, white 
papers, blogs, academic articles, and many other 
resources that can help you solve your project 
management problems. This is by no means the 
only website available to you that deals in project 
management. Use your favorite search engine to find 
and explore others.

Enterprise Environmental Factors
The success of a project is not only influenced by the project manager and the project 
team members, but also by a variety of factors internal and external to an organization. 
These factors, called enterprise environmental factors, are beyond the control of the 
project manager, yet have an influence on the project outcome. Factors internal to 

Enterprise 
environmental factors 
Factors that are 
beyond the control of 
the project manager 
yet have an influence 
on the project 
outcome.
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Table 2.2 Mapping Project Management Processes to Process Groups

Process Groups

Initiating Planning Executing
Monitoring and 
Controlling Closing

Project 
Integration 
Management

Develop 
Project Charter

Develop Project 
Management Plan

Direct and Manage 
Project Work
Manage Project 
Knowledge

Monitor and Control 
Project Work
Perform Integrated 
Change Control

Close 
Project 
or Phase

Project Scope 
Management

Plan Scope 
Management
Collect Requirements
Define Scope
Create WBS

Validate Scope
Control Scope

Project Schedule 
Management

Plan Schedule 
Management
Define Activities
Sequence Activities
Estimate Activity 
Durations
Develop Schedule

Control Schedule

Project Cost 
Management

Plan Cost 
Management
Estimate Costs
Determine Budget

Control Costs

Project Quality 
Management

Plan Quality 
Management

Manage Quality Control Quality

Project Resource 
Management

Plan Resource 
Management
Estimate Activity 
Resources

Acquire Resources
Develop Team
Manage Team

Control Resources

Project 
Communications 
Management

Plan Communications 
Management

Manage 
Communications

Monitor 
Communications

Project Risk 
Management

Plan Risk 
Management
Identify Risks
Perform Qualitative 
Risk Analysis
Perform Quantitative 
Risk Analysis
Plan Risk Responses

Implement Risk 
Responses

Monitor Risks

Project 
Procurement 
Management

Plan Procurement 
Management

Conduct 
Procurements

Control 
Procurements

Project 
Stakeholder 
Management

Identify 
Stakeholders

Plan Stakeholder 
Engagement

Manage Stakeholder 
Engagement

Monitor 
Stakeholder 
Engagement
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the organization include intangible aspects, such as organizational culture and orga-
nizational structure, but also more tangible aspects, such as resources, facilities, and 
infrastructure. External factors having an influence of a project outcome include the 
competitive situation, customer requirements, cultural norms, legal restrictions, and so 
on. As all these factors can have an impact on project outcomes, they should be used 
as inputs in various processes. In the following we will discuss different internal and 
external environmental factors.

Organizational Culture
Organizations develop their own unique cultures over time. An organization’s culture 
reflects what those who work there hold to be most important. Some organizations 
are known for their aggressive cultures, such as brokerage firms and financial insti-
tutions that handle mergers and acquisitions. Other organizations have cultures that 
are relaxed, where rules are not as important as the quality of the final product. Some 
software development firms, especially during the internet boom, were known for being 
relatively relaxed. Still other organizations are like families, and many other types of 
cultures have emerged at different organizations. It is also important to note that cul-
tures are not static—they change over time. For instance, the Ford Motor Company is 
different now than it was when it was founded more than a hundred years ago.

An organization’s culture in its current manifestation often influences the projects 
it undertakes. For example, a software development project that originated in a bro-
kerage firm in 1997 would be more likely to resemble the aggressive characteristics of 
a brokerage firm than to take on the relaxed characteristics of an internet company at 
the height of the internet boom.

The organizational culture also influences its governance. In other words, it influ-
ences aspects such as the rules, processes, and procedures, but also the way objectives 
are specified and achieved, the risk tolerance, and how the organization optimizes 
performance. 

The Role of Key Decision Makers
Typically, projects are overseen by a steering committee, which can include senior man-
agers who represent users and general management, as well as the director of the IT 
function or the CIO. This committee monitors the project’s performance and ensures 
that the project deliverables are according to standards. Importantly, business managers 
play an important role as decision makers or members of the steering committee, as they 
can be crucial in driving the project toward success, such as by mobilizing support or 
resources. In IS projects that help generate revenue, support from business mangers is 
typically easy to obtain; in contrast, IS projects that are seen as cost centers often face 
difficulties in garnering the support of key business managers.

Organizational Structure
If you have taken a course on management or organizational design, or if you have 
worked for more than one company, you know that organizational structures can differ 
dramatically from one company to another. Organizational structure can also affect 
projects and how they are managed. One key area of a project that structure affects is 
the availability and allocation of resources.

Organizations may or may not be project based. Those that are not project based 
typically lack the management systems necessary for efficient and effective project 
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management. Organizations that are project based typically are either those that get 
most of their revenue from projects, such as IT consulting firms, or those that have 
adopted a philosophy of management by projects. Project-based organizations have 
systems in place to support project management. There are many ways to categorize 
organizational structures. The Project Management Institute (2017) categorizes them 
as spanning a spectrum that ranges from functional to matrix to project-oriented.

A functional organization structure is used in traditional hierarchical organiza-
tions; it is sometimes thought of as resembling a pyramid, with top management at the 
fulcrum, direct workers at the bottom, and middle managers in between (see Figure 
2.9). Each employee has one clearly designated supervisor, and employees are grouped 
by specialization into accounting, marketing, information systems, manufacturing, and 
other functional groups. In such organizations, the scope of a project is limited to 
functional boundaries. People within different functional areas work separately on dif-
ferent parts of a project. For example, marketing determines what will sell, engineering 
designs the product based on what they learned from marketing, and engineering passes 
its specifications on to manufacturing, which separately determines how to build the 
product. Many times, engineering has to make product changes that marketing doesn’t 
like, simply because they cannot develop a design that satisfies all of marketing’s desires, 
and manufacturing has to make changes engineering doesn’t like in order to build a 
working product based on the manufacturing technologies in place. This process is often 
called the “over the wall” problem—one group takes their part of the project and throws 
it “over the wall” to the next group. The result is often more work for everybody involved 
and a product that is less than what it could have been.

At the other extreme of the organizational structure spectrum is the project- 
oriented organization structure (see Figure 2.10). The project scope and team mem-
bers cross organizational boundaries, with people from different functional backgrounds 
working with each other throughout the project’s lifetime. Team members are all part 
of the same organizational unit instead of belonging to different functional areas. The 
organizational structure is designed to provide the necessary resources for project work. 
Project managers have the authority and independence necessary to carry the project 
through to successful completion because they report directly to the organization’s chief 
executive.

In the middle of the spectrum of organizational structures are matrix organization 
structures. Matrix organizations are so named because they typically cross functional 
design (on one axis) with some other design characteristic (on the other axis)—in this 
case, project management. There are several ways to organize matrix organizations. Fig-
ure 2.11 shows a strong matrix structure. A strong matrix has many of the characteristics 
of a project-oriented organization, with full-time project managers who have authority 
and full-time project administrative staff. Project staff report to project managers as well 
as to the heads of their functional areas. A weak matrix structure would more closely 
resemble a functional organization, with project managers acting more as coordinators 
than as independent managers.

Table 2.3 compares the features of functional, matrix, and project-oriented orga-
nizational structures. The table features three types of matrix designs: weak, balanced, 
and strong. It shows how different aspects of project management differ from one 
organizational structure to the next. It is especially revealing to look at how differences 
in organizational structure affect the project manager’s role.

Functional 
organization structure
A hierarchical 
organizational 
structure, sometimes 
thought of as 
resembling a pyramid, 
with top management 
at the fulcrum, direct 
workers at the bottom, 
and middle managers 
in between.

Project-oriented 
organization structure  
A type of organization 
structure where 
people from 
different functional 
backgrounds work 
with each other 
throughout the lifetime 
of the project.

Matrix organization 
structure 
A type of organization 
structure that typically 
crosses functional 
design (on one axis) 
with some other 
design characteristic 
(on the other axis).
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Figure 2.9 A functional organization structure

Figure 2.10 A project-oriented organization structure
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Figure 2.11 A strong matrix organization structure

Table 2.3 Comparing the Influences of Organizational Structure on Projects

Functional

Matrix

Project-OrientedWeak Balanced Strong

Project Manager’s 
Authority

Little or none Limited Low to moderate Moderate to high High to almost 
total

Resource 
Availability

Little or none Limited Low to moderate Moderate to high High to almost 
total

Who Controls the 
Budget

Functional 
manager

Functional 
manager

Mixed Project manager Project manager

Project Manager’s 
Role

Part-time Part-time Full-time Full-time Full-time

Project 
Management 
Administrative 
Staff

Part-time Part-time Part-time Full-time Full-time
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Social, Economic, and Environmental Influences
Just as a project exists within a wider organizational context, it also exists within a con-
text that extends beyond the organization. Elements of this still broader extraorganiza-
tional context can and will affect any given individual project. It has become something 
of a cliché, but business is increasingly dynamic and global, and these aspects of the 
larger business environment also affect individual projects. Although there are many 
different ways to think about the larger environment in which projects exist, here we 
will look at four areas of social, economic, and environmental influences:

 1. Standards and regulations
 2. Internationalization
 3. Culture
 4. Social-economic-environmental sustainability

These topics are important for the project managers’ understanding of how trends 
in the business world may affect their projects.

Standards and Regulations
The International Organization for Standardization defines a standard as a “document 
approved by a recognized body, that provides, for common and repeated use, rules, 
guidelines, or characteristics for products, processes, or services with which compliance 
is not mandatory” (ISO, 1994). Similarly, a regulation is defined as a “document, which 
lays down product, process, or service characteristics, including the applicable admin-
istrative provisions, with which compliance is mandatory” (ISO, 1994). Standards may 
eventually become de facto regulations driven by market pressures or by habit. Com-
pliance with standards and regulations can be mandated at different levels. The project 
manager may determine which standards need to be applied; the organization may 
have certain expectations for its projects or their products; the government, at whatever 
jurisdictional level, may impose regulations in the name of safety or other public goods.

Standards and regulations can have substantial impacts on a project. They may 
dictate the inclusion of additional design elements in a product, which increases project 
time and effort, or they may dictate the inclusion of additional processes in the project 
itself, such as safety testing. Sometimes these impacts are well known, sometimes not. 
Where the potential impacts are not well understood, the effects of standards and regu-
lations need to be considered under project risk management. A regulatory law enacted 
in the United States in 2002 is the Sarbanes-Oxley Act (sometimes called SOX). The 
act was passed in the wake of several high-profile corporate fraud cases and bankrupt-
cies, such as Enron and MCI. The focus of the act is to put more overt responsibility 
on executives to be aware of their companies’ true financial situation. The outcomes 
of certain organizational projects, especially large multiyear projects, have impacts on 
corporate profitability and finances, so an accurate assessment of project status and the 
costs of completing them becomes doubly important under Sarbanes-Oxley reporting 
requirements.

Internationalization
Work in many industries today is becoming more and more global, with project and 
team members spread across many countries and time zones. This means that entire 
projects are global, too. For example, in software development, it is increasingly common 

Standard 
A document approved 
by a recognized body 
that provides, for 
common and repeated 
use, rules, guidelines, 
or characteristics for 
products, processes, 
or services with which 
compliance is not 
mandatory.

Regulation 
A document that 
specifies product, 
process, or service 
characteristics, 
including the 
applicable 
administrative 
provisions, with 
which compliance is 
mandatory.
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for many project members to be located in South or Southeast Asia, where skill levels 
are high but pay is relatively low. Managers and team members for global projects need 
to take into account the effects of time zone differences, which affect the logistics of 
teleconferencing, as well as keep track of such things as national and regional holidays 
and political differences.

Cultural Influences
Where projects are global, cultural issues obviously exist that potentially can affect 
the project. However, even when a project exists entirely within national boundaries, 
culture can be an issue. In a heterogeneous population, such as exists in Europe or in 
the United States, project members may have very different backgrounds and views in 
such areas as politics, economics, ethnic origins, demographics, and religion. Project 
managers need to try to understand how these differences might affect project members 
and hence the project.

Social-Economic-Environmental Sustainability
All projects are planned and implemented within a larger social, economic, and environ-
mental context that extends beyond the project, the organization, and even the nation 
where the project work was completed. As is the case with many human endeavors, 
projects have intended and unintended consequences. While one would hope that the 
intended consequences are all positive, the unintended consequences may be both pos-
itive and negative. Organizations are increasingly accountable for the project’s results 
and its effects long after it has been completed, whether those effects were intended 
or not. Although it is, by definition, impossible to identify unintended consequences 
beforehand, thinking in terms of the project’s larger social, economic, and environ-
mental context may help alleviate some of the worst possible outcomes. Yet issues with 
social, economic, and environmental sustainability are increasingly considered when 
developing new projects. For example, organizations from Apple to Google are invest-
ing heavily in “green” data centers, trying to ensure that our growing data processing 
needs are fueled by renewable energy sources and trying to reduce the impact on the 
environment.

Organizational Process Assets 
Few projects exist in isolation, and most organizations have a portfolio of past, current, 
and future projects. Organizational process assets are the processes, procedures, and 
knowledge bases relevant to the completion of a project. Assets such as processes, guide-
lines, and templates guide how project processes are performed. Likewise, knowledge 
bases containing lessons learned and other historical information can inform current 
and future projects and are updated as the current project progresses. Content manage-
ment systems and enterprise portals such as Microsoft SharePoint (see Figure 2.12), 
as well as project management software such as Easy Redmine 2018, enable storing 
both structured and unstructured data and are accessible to the relevant organizational 
members. In contrast to project management information systems used for a particular 
project, the focus of these knowledge bases is on long-term storage of historical infor-
mation and on ease of retrieval for future projects. These knowledge bases are of partic-
ular importance, as when planning for future projects, it is important to know both what 
worked well and what did not. As a consequence, you will see different organizational 
process assets as inputs or outputs of various processes.

Organizational 
process assets 
The processes, 
procedures, and 
knowledge bases 
relevant to the 
completion of a 
project.
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Organizational Systems
In addition to the enterprise environmental factors and organizational process assets, 
a project manager needs to understand management elements and governance frame-
works, so as to be able to obtain resources or influence project-related outcomes. In 
other words, the project manager needs to understand responsibilities, authorities, and 
chains of command within the organization, as well as the relevant processes and pro-
cedures to be followed. Another aspect having an influence on project outcomes is the 
project management office.

Project Management Office
A project management office (PMO) is an organizational unit created to centralize 
and coordinate the projects within an organization. A project management office over-
sees the management of projects, programs, or both. Not all organizations have project 
management offices, but in larger organizations there are dedicated teams for managing 
a portfolio of projects. Matrix organizations often have a project management office, 
and organizations with project-oriented organizational structures will almost always 
have one. What a project management office does is not standard across organizations. 
In some organizations, the project management office may provide support for projects, 

Figure 2.12 The Microsoft Office 365 SharePoint Enterprise Portal

Project management 
office (PMO) 
An organizational unit 
created to centralize 
and coordinate the 
projects within an 
organization.
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whereas in others, the office may actually be responsible for all project results. In such 
cases, the project management office will delegate authority to the project manager and 
provide him or her with administrative support. Between these two extremes are many 
different sets of responsibilities and functions for the project management office. The 
existence of a project management office and its organizational role can have an impact 
on individual projects in a given organization.

Tips from the Pros: How to Avoid Wasting Time on Projects

Time is a crucial resource in project management, 
and it always seems to be in short supply. Many IS 
projects are late, despite recent advances in project 
management techniques and in software designed 
to improve the overall project management process; 
according to the Standish Group, in 2013, of those 
projects that were not completed on time, the 
average time overrun was over 100 percent. Here 
is a list of nine things known for wasting project 
time, along with suggestions from several project 
managers on how to deal with them:

 1. Rushing in. There has always been a temptation 
in IS projects to skip analysis and design and 
go right to coding. If business requirements 
have not been adequately addressed upfront, 
however, there will be problems later, especially 
in testing, when it’s discovered that business 
needs were not well defined. Good project 
managers resist this temptation, as following 
a basic rule of thumb, every hour of planning 
saves three hours of work.

 2. The	 life	 cycle	 rut.	Managers shouldn’t use a 
life cycle just because it is familiar. As some 
traditional life cycles that are designed to yield 
fewer defects actually draw out project time, 
project managers should look for alternative 
life cycles that reduce defects but do not slow 
projects down. 

 3. Poor communication. Lack of communication 
is often the cause of project slowdowns. 
Video or telephone bridges that function like 
a conference call but are open all day can help 
maintain a communication channel and allow 
project members to find alternative solutions 
and keep the project going in case problems 
are encountered. 

 4. Excessive research. Project team members 
can waste weeks of time combing through 
industry white papers on products, and much 
of what they find is more hype than reality. 
Often, calling customer references to ask what 

their experiences have been with a product 
might provide quicker (and sometimes more 
reliable) background information. 

 5. Untamed email. Sometimes important email 
can get lost among spam and all the other 
email people receive. Project standards, such 
as an acronym for each project that is put in 
every email subject line, makes it easier to 
identify and file project-related email. Likewise, 
placing action items in the first couple of lines 
of an email allows them to be displayed in the 
email preview page.

 6. Indecision. Business stakeholders waste 
project time when they cannot decide on 
issues such as technical standards that 
are key to the project. As a consequence, 
project managers should be assertive with 
stakeholders, explaining how their lack of a 
decision is affecting the project.

 7. Obsessing. IT workers sometimes get so 
focused on a problem they lose track of time. 
Project rules dictating that if someone is stuck 
on a problem for a specified amount of time, 
the problem gets escalated and a buddy is 
assigned to help with it can help address this 
problem.

 8. Between-meeting	paralysis.	If review meetings 
are held weekly, a problem that pops up 
just after a meeting may go a week without 
resolution, so short daily meetings should be 
held to make sure problems are addressed 
as soon as they are discovered. (Though 
meetings themselves can often be a huge time 
sink).

 9. Embellishment. Many IT developers add 
features and embellish systems if they think 
they have the time to do so; thus project 
managers should use release criteria that 
define what “done” means so that developers 
know when to stop.

Based on: Haden (2017); Mearian (2004); Standish Group (2014).
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Techniques and Technology to Support the Project Life Cycle
A project manager can utilize various techniques for documenting and visualizing proj-
ect plans. Typically, a project manager can use graphical or textual reports, but graphical 
reports are often preferred due to their visual appeal and ease of understanding. The 
most commonly used are Gantt charts and network diagrams (recall that Gantt charts 
are now often referred to simply as bar charts). While both of these will be covered in 
greater detail later in the book, we will introduce them here. Gantt charts show when a 
task should begin and when it should end; as they are not intended to indicate how tasks 
must be ordered (precedence), they are often more useful for depicting relatively simple 
projects or subparts of a larger project, for showing the activities of a single worker, or 
for monitoring the progress of activities compared to the scheduled completion dates 
(see Figure 2.13). In modern project management software such as Microsoft Proj-
ect, Gantt charts commonly also depict dependencies (see Figure 2.14a). In contrast, 
network diagrams illustrate how activities can be ordered by connecting a task to its 
predecessor and successor tasks (see Figure 2.14b). Sometimes a network diagram is 
preferable; other times a Gantt chart more clearly shows certain aspects of a project. 
The key differences between these two representations are as follows:

 • A Gantt chart depicts the duration of tasks, whereas a network diagram depicts 
the sequence dependencies between tasks.

 • A Gantt chart depicts the time overlap of tasks, whereas a network diagram does 
not show time overlap but does show which tasks can be done in parallel.

 • Some forms of Gantt charts can depict the amount of time an activity can be 
delayed without negatively affecting the overall project schedule (slack time). A 
network diagram shows this by the data contained within activity rectangles.

Figure 2.13 Gantt chart
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Figure 2.14 (a) Gantt chart and (b) network diagram in Microsoft Project 2016

(a)

(b)
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Project managers also use textual reports that depict resource utilization by tasks, 
complexity of the project, and cost distributions to control activities. For example, Fig-
ure 2.15 shows a screen from Microsoft Project 2016 that summarizes all project activ-
ities, their durations in weeks, and their scheduled starting and ending dates.

Using project management software, the project manager can continuously monitor 
the status of all ongoing project activities. If any activity will be completed early or late, 
the project manager will update the duration of the activity. The software will then 
automatically adjust the scheduled start and finish times of all subsequent tasks. These 
changes will also be reflected in the updated Gantt chart or network diagram views 
presented by the software. In this way, the project manager can easily determine how the 
effects of changes in task duration will impact the overall completion date of a project. 
Likewise, the project manager can examine how adding or reducing resources for an 
activity might influence the duration of a task or the completion date of the project.

Network Diagrams and Project Life Cycles
Project scheduling and management is concerned with controlling time, costs, and 
resources. While the concepts of resources, critical path analysis, and slack will be cov-
ered in greater detail later in this text, we briefly introduce these concepts at this time 
to illustrate how information systems projects are managed, and how we get estimates 
regarding project durations. Resources are any person, group of people, piece of equip-
ment, hardware, software, or material used in carrying out an activity. Network diagram-
ming is a scheduling technique used for controlling resources. A network diagram is 
one of the most widely used and best-known scheduling methods. A major strength of 
network diagramming is its ability to show how changes to completion times impact 
the overall schedule. Because of this, it is sometimes used to manage IS projects, where 

Figure 2.15 A screen from Microsoft Project 2016 summarizing all project activities, their durations in weeks, 
and their scheduled starting and ending dates
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variability in the duration of activities is the norm. A downside of using network dia-
grams is the added (sometimes unnecessary) work involved, so many practitioners prefer 
using Gantt charts. You would use a network diagram when tasks

 • are well-defined and have a clear beginning and endpoint
 • can be worked on independently of other tasks
 • are ordered 

To better understand project resource scheduling (again, covered more thoroughly 
in Chapter 7), we also need to briefly introduce the concept of a critical path. To 
illustrate this concept, assume that you have been assigned to work on a small project 
defining the major steps for a key feature within a larger system. We will call this the 
Key Feature Project. For this particular project, you identify seven major activities, and 
from your experience with similar projects, you make time estimates and order these 
activities as follows:

Activity Time Estimate (In Days) Preceding Activity
1. Collect Requirements 1 —
2. Design Screens 2 1
3. Design Database 2 1
4. Coding 3 2, 3
5. Documentation 2 4
6. Testing 3 4
7. Integration 1 5, 6

With this information, you are now able to draw a network diagram. Recall that 
network diagrams are composed of circles or rectangles (nodes) representing activities 
and connecting arrows showing required workflows (also referred to precedence dia-
gramming method, see Chapter 6), as illustrated in Figure 2.16. The critical path of a 
network diagram is the sequence of connected activities that needs the longest overall 
time to complete. In other words, this is the shortest amount of time in which the 
project can be finished. Any activity that is part of this sequence is referred to as being 
“on” the critical path. If an activity that is on the on the critical path is delayed, the 
entire project will be delayed. Any node that is not on the critical path contains slack 
time—that is, it can be delayed (for some amount of time) without risking a delay in 
completing the project (addressed more thoroughly in Chapter 7). Thus nodes not on 
the critical path allow some flexibility in scheduling. 

Critical path 
The longest path 
through a network 
diagram illustrating 
the shortest amount of 
time in which a project 
can be completed.

Slack time 
The amount of time 
that an activity can 
be delayed without 
delaying the project.

Figure 2.16 A network diagram for the Key Feature Project showing activities (represented by circles) and 
sequences of those activities (represented by arrows)
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To determine the critical path and the expected completion time for the Key Fea-
ture Project, you must calculate the earliest and latest expected completion time for each 
activity by doing a forward pass through the network diagram (see Figure 2.17). First, 
you must first calculate the earliest expected completion time (TE) for each activity; to 
do this, you have to add an activity’s estimated time (ET) to the TE of the preceding 
activity, working from the first activity toward the last. For example, to get TE for Activ-
ity 2, take the TE for Activity 1, which is 1 day (the TE of the first activity equals its 
expected completion time), and add the ET for Activity 2, which is 2 days, giving a TE 
of 3 days for Activity 2. In this case, TE for Activity 7 is equal to 10 days. If an activity 
is preceded by two or more activities, the highest TE of the preceding activities is used to 
determine the following activity’s expected completion time. In the Key Feature Project, 
Activity 7 is preceded by Activities 5 and 6; as the highest TE of these activities is 9 days, 
the TE for Activity 7 is 9 + 1 days, or 10 days. The TE of the last activity of the project 
equals the amount of time the project should take to complete. However, note that 
we’re using estimated times for each activity, so the overall projected completion time 
is also only an estimate, and the overall project may require more or less time. Figure 
2.18 shows the network diagram for the Key Feature Project in Microsoft Project. As 
you can see, the critical path and activities on the critical path are highlighted in red.

The latest expected completion time (TL) represents the latest time at which an 
activity must have been completed without having a negative effect on the project’s 
completion time. To determine each activity’s TL, you will need to do a backward pass 
through the network diagram. The last activity’s TL equals its TE, which represents the 
project’s expected completion time. For the Key Feature Project, the TE of Activity 7, 
and thus its TL, is 10 days. Next, work from right to left toward Activity 1 and subtract 
the expected time for each activity. For example, this would give you a total TL of 9 days 
for both Activities 5 and 6, because you subtract the ET of Activity 7, or 1 day, from 
its TL of 10. If there is a difference between the latest and earliest expected completion 
times (TL – TE) of an activity, this represents the activity’s slack time. The slack time 
calculations for all activities of the Key Feature Project are as follows:

Activity TE TL Slack: TL – TE On Critical Path?

1 1 1 0 Yes
2 3 3 0 Yes
3 3 3 0 Yes
4 6 6 0 Yes
5 8 9 1 No
6 9 9 0 Yes
7 10 10 0 Yes

As you can see, any activity that has a slack time of zero is on the critical path. 
For the Key Feature Project, all activities are on the critical path, except for Activity 
5, which can be delayed by 1 day without affecting the completion date of the project. 
If two or more parallel activities have zero slack, there are multiple critical paths, as 
shown in Figures 2.17 and 2.18, where you can see two critical paths: 1–2–4 and 1–3–4. 
Further, project managers distinguish between free slack and total slack. If an activity can 
be delayed without having a negative effect on the immediately following activity, this 
is referred to as free slack. If an activity can be delayed without negatively affecting the 
overall completion time of the project, this is referred to as total slack. By examining 
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Figure 2.17 A network diagram for the Key Feature Project showing estimated times for each activity (in 
days) and the earliest and latest expected completion time for each activity

Figure 2.18 Network diagram for the Key Feature Project in Microsoft Project 2016

the free slack and total slack of each activity, the project manager can make tradeoffs or 
reassign resources if activities are delayed or the project schedule needs to be changed. 
We will revisit these concepts in greater detail in Chapter 7.

Estimating Project Times Using Three-Point Estimating
Another technique that can be used to support project scheduling is three-point esti-
mating (see Chapter 1). While three-point estimating will be covered more compre-
hensively in Chapter 7, where we address managing project resources and duration, we 
introduce it here since it is another technique that helps us manage the project life cycle.

  Information Systems Project Management,
Edition 2.0



64 • Chapter 2 / The Project Life Cycle

One of the most difficult and most error-prone activities in constructing a project 
schedule is the determination of each task’s duration within a work breakdown structure 
(see Chapter 5 for more on work breakdown structures). It is particularly problematic to 
make these estimates when a task involves a high degree of complexity and uncertainty. 
Three-point estimating calculates a weighted average of optimistic, pessimistic, and 
realistic time estimates to estimate the expected time for a particular task. This technique 
helps you obtain a better estimate when there is some uncertainty as to how much 
time a task will require. It thus helps us understand the durations of tasks, which have 
implications on project life cycle times. 

An Introduction to Microsoft Project
As discussed in Chapter 1, a wide variety of project management tools are available to 
help manage development projects. We will now illustrate the types of activities you 
would perform when using project management software using Microsoft Project 2016. 
While more information on Microsoft Project is covered in later chapters, we briefly 
illustrate the use of this software to show how it can be used to support IS projects. 
When using this software to manage a project, you need to perform at least the fol-
lowing activities:

 • Establish a project starting or ending date.
 • Enter tasks and assign task relationships.
 • Select a scheduling method to review project reports.

Establishing a Project Starting Date
Assume you have been assigned to design, develop, and implement a new corporate 
intranet site for your company’s personnel director. You have been given twelve weeks 
to complete this system, called InfoNet. The vision for InfoNet is to create a web portal 
for employees, providing information on corporate performance, news, benefits plans, 
training programs, job postings, corporate policies, and so on. The personnel director 
also would like InfoNet to be interactive so that employees could, for example, change 
insurance plans or register for training courses using an online interface.

A preliminary step in using Microsoft Project to represent a project schedule is to 
enter the project starting date into the system. Starting (or ending) dates are used to 
schedule future activities or backdate others based upon their duration and relationships 
to other activities. Figure 2.19 illustrates how to set a starting date of November 5, 2018, 
for the InfoNet project.

Entering Tasks and Assigning Task Relationships
The next step in defining a project is to establish project tasks, their duration, and 
sequence. Once you have done this, you can begin entering the tasks into Microsoft 
Project. The task entry screen, shown in Figure 2.20, is similar to a spreadsheet program. 
The user then enters a name, a duration for each activity, and task predecessors. Sched-
uled start and scheduled finish are automatically entered based upon the project start 
date and the durations entered. To set a task-precedent relationship, the task number 
(or numbers) that must be completed before the start of the current task is entered 
into the predecessors column. Based on this data, Microsoft Project (or other project 
management software) constructs the different types of charts, diagrams, or reports.
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Figure 2.19 Establishing a project starting date in Microsoft Project 2016 for the InfoNet project

Figure 2.20 Entering tasks and assigning task relationships in Microsoft Project 2016 for the InfoNet project
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Selecting a Scheduling Method to Review Project Reports
As you enter more and more task information into Microsoft Project, you can easily 
review the information by selecting different views or reports. For example, Figure 2.21 
shows the current project information in a Gantt chart format, and Figure 2.22 shows 
a network diagram. You can easily change how you view the information by making a 
selection from the menu options.

This brief introduction to project management software only scratches the surface 
of these systems’ power and features. In most projects, multiple types of resources are 
needed. In these instances, project management software allows managers to input and 
track resource usage and utilization. For example, a project manager can use resource 
calendars to define standard costing rates and daily availability for each resource, and 
set holidays, working hours, and vacations. In addition to being helpful for estimating 
durations, these features are also useful for estimating project costs and billing resources. 
Given that resources are often shared across multiple projects, it is useful to be able 
to record resource utilization to be aware of potential impacts on a project’s schedule. 
Further, as assigning resources to tasks and billing resources are very time-consuming 
activities for most project managers, these tools can greatly facilitate a project manager’s 
job. The tools provided in these powerful systems can greatly ease project planning and 
management and enhance the effective use of the resources committed to those jobs.

The Project Life Cycle and PMBOK
Throughout this chapter, we have discussed project life cycles, project management 
processes, the project management context, and technologies and techniques used to 
support the project life cycle. Specifically, we have talked about project phases and the 

Figure 2.21 Gantt chart of the InfoNet project in Microsoft Project 2016
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project life cycle, the distinctions between project processes and process groups and how 
the processes interact with one another, enterprise environmental factors, and organi-
zational process assets. In addition, we have briefly introduced fundamental techniques 
and highlighted how Microsoft Project is used for project management. Figure 2.23 
identifies this coverage and illustrates the coverage of upcoming chapters as well.

Figure 2.23 Chapter 2 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ⚫

2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ⚫    

2.2 Organizational Process Assets ⚫                    

2.3 Organizational Systems   ⚫              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence

⚫                

Figure 2.22 Network diagram of the InfoNet project in Microsoft Project 2016
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3.4 Project Manager Competences �� ⚫ ��                

3.5 Performing Integration   ⚫                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources �� ��
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10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ��

Running Case: The Project Management Life Cycle

James Cheung looked around his new office. He 
couldn’t believe that he was the assistant director 
of information technology at Jackie’s Electronics, his 
favorite consumer electronics retail store. He always 
bought new Blu-Rays and video games for his Xbox 
at Jackie’s. In fact, he had bought his Blu-Ray player 
and his Xbox at Jackie’s, along with his surround-
sound system and his forty-two-inch flat-screen 
4K OLED. Now he worked there, too. The employee 
discount was a nice perk of his new job, but he was 
also glad that his technical and people skills were 
finally recognized by the people at Jackie’s. He had 
worked for five years at Furniture Warehouse as a 
senior systems analyst, and it was clear that he was 
not going to be promoted there. He was really glad 
he had put his resume up on Monster.com and that 
now he had a higher salary and a great job with more 
responsibility at Jackie’s.

Jackie’s Electronics had started as a single elec-
tronics store in 2000 in San Francisco, California. The 
store was started by Anthony Chan in a strip mall. It 
was named after Jackie Chan, the martial arts art-
ist and actor who was born in Anthony’s hometown, 
Hong Kong. When he had grown the operation to a 

chain of thirteen stores in the Bay Area, it was too 
much for Anthony to handle. He sold his company in 
2008, for a handsome profit, to the Kumamoto Cor-
poration, a huge Japanese conglomerate that saw 
the chain of stores as a place to sell its many con-
sumer electronics goods in the United States.

Kumamoto had aggressively expanded the chain 
to 218 stores nationwide by the time they sold it in 
2015, for a handsome profit, to Andersons, a nation-
wide grocery store chain. Andersons was looking for 
a way to diversify and invest the considerable cash 
they had made in the grocery business. Andersons 
brought in professional management to run the 
chain and added fifteen more stores, including one 
in Mexico and three in Canada. Even though they 
originally wanted to move the headquarters to their 
base state of Delaware, Andersons decided to keep 
Jackie’s headquartered in San Francisco.

The company had made some smart moves 
and had done well, James knew, but he also knew 
that competition was fierce. Jackie’s competitors 
included big electronics retail chains like Best Buy, 
Circuit City, and CompUSA, as well as the electron-
ics departments of huge chains like Walmart and 

  Information Systems Project Management,
Edition 2.0



70 • Chapter 2 / The Project Life Cycle

Target. In California, Fry’s was a ferocious competi-
tor. James knew that part of his job in IT was to help 
the company grow, prosper, and beat the competi-
tion—or at least survive.

Just then, as James was trying to decide if he 
needed a bigger TV, Sarah Codey, the chief opera-
tions officer at Jackie’s, walked into his office. “How’s 
it going, James? Frank keeping you busy?” Frank was 
Frank Miller, James’s boss, the director of IT. He was 
away for the week, at a meeting in Tucson, Arizona. 
James quickly pulled his feet off his desk.

“Hi, Sarah. Oh, yeah, Frank keeps me busy. I’ve 
got to get through the entire corporate strategic IT 
plan before he gets back—he’s going to quiz me—and 
then there’s the new help desk training we are going 
to start next week.”

“I didn’t know we had a strategic IT plan,” Sarah 
teased. “Anyway, what I came in here for is to give 
you some good news. I have decided to make you 
the project manager for a project that is crucial to 
our corporate survival.”

“Me?” James said. “But I just got here.”
“Who better than you? You have a different per-

spective, new ideas. You aren’t chained down by the 

past and by the Jackie’s way of doing things like the 
rest of us. Not that it matters, because you don’t 
have a choice. Frank and I both agree that you are 
the best person for the job.”

“So,” James asked, “what’s the project about?”
“Well,” Sarah began, “the executive team has 

decided that the number-one priority we have right 
now is to not only survive but to thrive and to prosper, 
and the way to do that is to develop closer relation-
ships with our customers. The other person on the 
executive team who is even more excited about this 
than me is Nick [Nick Baldwin, the head of market-
ing]. We want to attract new customers, like all our 
competitors. But also like our competitors, we want 
to keep our customers for life, kind of like a frequent 
flier program, but better. Better for us and for our 
loyal customers. And we want to provide incentives 
and rewards for the customers who spend the most. 
We are calling the project ‘No Customer Escapes.’”

“I hope that’s only an internal name,” James joked. 
“Seriously, I can see how something like this would 
be good for Jackie’s, and I can see how IT would play 
an important, no, crucial role in making something 
like this happen. OK, then, let’s get started.”

Adapted	from:	Valacich and George (2017).

Chapter Summary
Describe project life cycles. Life cycles can be classi-
fied as predictive life cycles, iterative life cycles, incre-
mental life cycles, and agile life cycles. The choice of 
the life cycle largely depends on factors such as uncer-
tainty and risk. Project life cycles differ in form and 
content from industry to industry and project to proj-
ect, but the basic idea is the same: Projects are broken 
down into smaller pieces called phases. Output from 
one phase becomes input for the next. Phases end 
when they produce approved deliverables that were 
defined earlier in the project.

Explain the four parts of the information systems 
development life cycle. The information systems 
development life cycle has four phases: (1) systems 
planning, (2) systems analysis, (3) systems design, and 
(4) systems implementation. Planning involves iden-
tifying the need for a new system, analysis involves 
determining the requirements for the new system, 
design deals with creating the system’s technical spec-
ifications, and implementation involves building and 
installing the system. Maintenance repeats the cycle 

and involves operating and improving the system 
during its lifetime.

Comprehend project management processes. The 
Project Management Body of Knowledge (PMBOK) 
lists forty-nine different project management pro-
cesses that are categorized into five process groups: 
initiating, planning, executing, monitoring and con-
trolling, and closing. As not all processes are equally 
important or applicable for every project, an expe-
rienced project manager uses tailoring to determine 
which processes to use, and how much emphasis to 
place on each, depending on the project’s character-
istics or constraints.

Understand the project management context. Proj-
ects exist within organizations, which exist within 
larger industrial, economic, and societal contexts. The 
success of a project is not only influenced by the proj-
ect manager and the project team members, but also 
by a variety of factors internal and external to an orga-
nization, called enterprise environmental factors. Orga-
nizational process assets are the processes, procedures, 
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and knowledge bases relevant to the completion of 
a project, and guide how project processes are per-
formed. Understanding management elements and 
governance frameworks can help the project manager 
be able to obtain resources or influence project-related 
outcomes.

Understand techniques and technology to support 
the project life cycle. Gantt charts show when a task 
should begin and when it should end. As they are 
not intended to indicate how tasks must be ordered, 
Gantt charts are often more useful for depicting 

relatively simple projects or subparts of a larger proj-
ect. Network diagrams illustrate how activities can be 
ordered by connecting a task to its predecessor and 
successor tasks. Software that supports project man-
agement allows a project manager to enter informa-
tion about project activities, their start and end times, 
and their precedence relationships. The software can 
display project life cycles as Gantt charts or as net-
work diagrams, and it can automatically calculate 
critical paths and slack times. Project management 
software also includes features for better managing 
human and material resources.

Key Terms Review
A. Agile life cycle
B. Critical path
C. Enterprise environmental factors
D. Functional organization structure
E. Incremental life cycle
F. Iterative life cycle
G. Logical design
H. Matrix organization structure
I. Organizational process assets
J. Phase
K. Phase gate
L. Physical design
M. Predictive life cycle
N. Process

O. Project management office (PMO)
P. Project-oriented organization structure
Q. Regulation
R. Slack time
S. Standard
T. Systems analysis
U. Systems design
V. Systems implementation
W. Systems maintenance
X. Systems planning
Y. Tailoring
Z. Work performance data 
AA. Work performance information 
BB. Work performance reports 

Match each of the key terms with the definition that best fits it.

 1. A document approved by a recognized body that provides, for common and repeated use, rules, guide-
lines, or characteristics for products, processes, or services with which compliance is not mandatory.

 2. A document that specifies product, process, or service characteristics, including the applicable admin-
istrative provisions, with which compliance is mandatory.

 3. A series of continuous actions that bring about a particular result, end, or condition.
 4. A smaller part of a project.
 5. A hierarchical organizational structure, sometimes thought of as resembling a pyramid, with top man-

agement at the fulcrum, direct workers at the bottom, and middle managers in between.
 6. A type of organization structure that typically crosses functional design (on one axis) with some other 

design characteristic (on the other axis).
 7. A type of organization structure where people from different functional backgrounds work with each 

other throughout the lifetime of the project.
 8. An organizational unit created to centralize and coordinate the projects within an organization.
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 9. Analyzed and integrated work performance data.
 10. Electronic or printed documents containing work performance information to be used for project-re-

lated decision-making.
 11. Factors that are beyond the control of the project manager yet have an influence on the project outcome.
 12. Iterations of the SDLC (after a system has been built), where programmers make the changes that 

users ask for, fix flaws, and modify the system to reflect changing business conditions.
 13. Life cycle that allows for the use of prototypes to gain feedback.
 14. Life cycle that combines the benefits of iterative and incremental life cycles by gaining rapid feedback 

and allowing for quickly delivering subsets of the final product.
 15. Life cycle that focuses on speed of delivery by providing parts of the overall product as they are 

completed.
 16. Life cycle—sometimes referred to as waterfall model—that is characterized as a sequential process.
 17. Raw data about the outputs of activities or about the activities themselves.
 18. Review of the deliverables at the end of a phase of the project.
 19. Specifications that focus on the origin, flow, and processing of data in a system but are not tied to any 

specific hardware and systems software platform.
 20. Structured systems design that can be broken down into smaller and smaller units for conversion into 

instructions written in a programming language.
 21. The amount of time that an activity can be delayed without delaying the project.
 22. The first phase of the SDLC, where the need for a new or enhanced system is identified and the pro-

posed system’s scope is determined.
 23. The fourth phase in the SDLC, where system specifications are turned into a working system that is 

tested and then put into use.
 24. The longest path through a network diagram illustrating the shortest amount of time in which a project 

can be completed.
 25. The processes, procedures, and knowledge bases relevant to the completion of a project.
 26. The second phase in the SDLC, where the systems requirements are determined, alternative solutions 

are developed, and one is chosen that best meets those requirements given the cost, labor, and technical 
resources the organization is willing to commit.

 27. The selective use of processes to match the project’s characteristics.
 28. The third phase in the SDLC, where the descriptions of the recommended alternative are converted 

into a logical description and then into physical system specifications.

Review Questions
 1. What is a project life cycle?
 2. List and explain the four phases of the information systems development life cycle.
 3. Are all project life cycles the same? Explain your answer.
 4. What is a project management process?
 5. Name and define the five project management process groups.
 6. What is the difference between process groups and phases of the project life cycle?
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 7. How many project management processes are associated with planning? Why?
 8. What are enterprise environmental factors? Why should project managers be aware of enterprise envi-

ronmental factors?
 9. Name three types of organizational structures and how they affect project management.
 10. What are organizational process assets? How do organizational process assets influence a project?
 11. What is the difference between a standard and a regulation?
 12. What is the key difference between a Gantt chart and a network diagram? When should a Gantt chart 

be used? When should a network diagram be used?
 13. What is a critical path on a network diagram?
 14. What are the benefits of using project management software?

Chapter Exercises
 1. A project has been defined to contain the following list of activities along with their required times for 

completion.
Activity No. Activity Time (Weeks) Immediate Predecessors

1 Collect requirements 2 —
2 Analyze processes 3 1
3 Analyze data 3 2
4 Design processes 7 2
5 Design data 6 2
6 Design screens 1 3,4
7 Design reports 5 4,5
8 Program 4 6,7
9 Test and document 8 7

10 Install 2 8,9

  a. Draw a network diagram for the activities.
  b. Calculate the earliest expected completion time.
  c. Show the critical path.
  d. What would happen if activity 6 were revised to take 6 weeks instead of 1 week?
 2. Construct a Gantt chart for the project defined in Problem 1.
 3. Look again at the activities outlined in Problem 1. Assume that during the first week of the project 

your team discovers that the activity duration estimates were all wrong. Rather than 3 weeks, Activity 2 
will take only two weeks to complete, whereas both Activities 4 and 7 will take three times longer than 
originally estimated. Further, all other activities will take twice as much time to complete. In addition, 
your team has noticed that additional training is needed. This new activity, number 11, will take one 
week to complete, and depends on the completion of Activities 10 and 9. Create a new network diagram 
representing the new earliest expected completion times.

 4. Using the web, find one example each of a functional, matrix, and project-oriented organization. Pre-
pare a five-minute presentation about the similarities and differences of these organizations. 

 5. You are the project manager for developing a fitness tracking app. Search the web for relevant standards 
and regulations for this project. Write a one-page report highlighting the most important standards 
and regulations, and how they influence the project or the final deliverable.

  Information Systems Project Management,
Edition 2.0



74 • Chapter 2 / The Project Life Cycle

Chapter Case: Sedona Management Group and the Project Management Life Cycle

Sedona Management Group (SMG) is a small company 
situated in Bellevue, Washington. It specializes in 
developing custom software for websites, intranet, 
extranet, and electronic commerce applications 
using Windows 10, HTML5, CSS3, JavaScript, Ajax, 
SQL Server databases, and Adobe CC technologies. 
SMG’s mission has been to develop high-quality and 
robust state-of-the-art internet-centric software, 
as well as commercial software products and 
components for clients. At the same time, the team 
at Sedona strives to achieve consumer satisfaction 
through the products and services they deliver to 
their clients.

The Sedona team has developed websites for 
many organizations, including the Seattle Sea-
hawks, the Portland Trail Blazers, the Golden Base-
ball League, and Alliance Builder. These clients 
typically provide very good reviews of the products 
and services they receive from SMG. One positive 
review was from Mike Flood, vice president of com-
munity relations with the Seattle Seahawks. Flood 
not only praised SMG on the timely development of 
a high-quality website for the Seahawks but has also 
noted that since Sedona’s development of an addi-
tional email-based permission marketing system, 
membership in the Hawk Mail Club has doubled 
and continues to grow. Other clients have indicated 
increases in revenues and improved customer ser-
vice brought about by the improved quality and main-
tainability of their websites. How does the Sedona 
team achieve customer satisfaction? Tim Turn-
paugh, the founder of SMG, attributes this achieve-
ment to the core competency of his team, which is 
great project management.

Turnpaugh stresses good project management at 
SMG, as project failure can result in business failure. 
He explains this relationship by making the import-
ant distinction between commercial and corporate 
software development. Turnpaugh defines commer-
cial development as the development of software 
products for other commercial enterprises, where 
the software is the primary output from the organi-
zation, whereas in corporate development, software 
is developed in-house by an IT group that builds 

applications for the business as a whole. According 
to Turnpaugh, the risk associated with project failure 
in the commercial development market is simple to 
understand: do a bad job and you go out of business. 
In contrast, in corporate application development, 
the financial resources available to the IT group 
allow them to mitigate the risks associated with any 
one project running over time or over budget. Com-
mercial development environments, such as SMG’s, 
require very different project selection and manage-
ment processes.

SMG spends a great deal of time ensuring that the 
right types of projects are selected. A primary char-
acteristic of the projects that SMG chooses to pur-
sue is based on project scope, both in terms of the 
initial size of the project and whether the group has 
experience and expertise in such projects. In terms 
of project management techniques associated with 
planning and execution, SMG follows a standardized 
life cycle, allowing it to approach every project in a 
very consistent manner. This maximizes Sedona’s 
ability to anticipate and deal with problems they may 
encounter during the development process. As an 
example, after mapping out a project, one of the first 
execution processes SMG performs is to develop 
the back-end database associated with the website. 
They then turn to the administration aspect of the 
website, which involves updating its content, and 
defining security. In parallel with the development of 
the database, the team also develops the presenta-
tion layer, or the user interface, of the website. SMG 
strives to exploit high-quality project management 
techniques in all phases of the project management 
life cycle, which include initiating, planning, execut-
ing, monitoring and controlling, and closing. Further, 
SMG is very attentive to using the latest advances in 
technology, including the reuse of code if a project 
permits it, as well as using the latest in development 
environments. The team believes that leveraging 
technology has allowed them to double their work 
speed. All of these aspects help SMG ensure the 
timely and successful completion of the projects 
they undertake.

Chapter 2 Project Assignment
The Seattle Seahawks needed a website to allow fan 
discussion forums, the purchase of event tickets, 
and the provision of information on the team and 
players.

Similarly, an entertainer, whether a singer, a 
musician, or a comedian, needs a website that con-
tains information about the artist, any forthcoming 
events, and any products fans can purchase online. 

Moreover, from an entertainment standpoint, the 
internet is an invaluable tool to connect with fans 
and establish a fan base.

As part of this course, you will be managing the 
development of an entertainment website. At this 
point, the project involves uncertainty, and conse-
quently it is a good practice to divide it into several 
phases. The project life cycle is a collection of these 

  Information Systems Project Management,
Edition 2.0



References • 75

different phases. The assignment for this chapter 
requires you to develop a project life cycle for the 
website development project. For this assignment, 
provide responses to the following questions:

 1. What are the four different phases of the 
information systems development life cycle?

 2. Describe each of the phases briefly.

 3. Provide a description of which activities you 
will perform in each individual phase of the 
website development project.

 4. Compare your answers to those of your other 
team members.

 5. Create a master document for the team that is 
a compilation of your individual work.
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C H A P T E R  3

Managing Project Teams

Figure 3.1 Chapter 3 learning objectives

Opening Case: Flexible Project Teams Deliver Project on Time

Consider the difficulty of a project undertaken 
by MD Robotics to develop a special purpose 
dexterous manipulator for the Canadian Space 
Agency. Given the risky nature of spacewalks, this 
specially developed robotic arm, called “Dextre,” 
was to be developed to support the astronauts on 
the International Space Station (see Figure 3.2). To 
encourage freedom of communication as well as 
timely problem solving, the executive project team 
decided to co-locate project staff on a single floor 
of the MD Robotics facility. The Dextre project group 

was divided into smaller subproject teams, which 
in the spirit of true co-location and collaboration 
worked in an open office environment designed to 
promote communication. Project managers were 
able to freely interact with engineers, and project 
teams were able to communicate with each other 
under a “no-surprises rule” implemented by senior 
management. The no-surprises rule specified 
that project teams should communicate any 
needed design changes to other project teams as 
soon as they were identified. Although the senior 
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management team was made aware of any design 
changes, it did not have to sign off before teams 
were allowed to implement the changes.

Using this team-based project structure, com-
bined with the policy of allowing teams the auton-
omy to make developmental changes, MD Robotics 

was able to deliver Dextre to the Canadian Space 
Agency both on budget and on time. Designed for 
an active life of fifteen years, Dextre was launched in 
2008 and continues to support the astronauts on the 
space station by allowing them to focus on scientific 
projects.

Based on: Canadian Space Agency (2016a, 2016b); Carey (2005).

Introduction
People are the most important and expensive part of an information systems project. 
Project time estimates for task completion and overall system quality are significantly 
influenced by the effectiveness of the project team. Unfortunately, good information 
systems personnel are in short supply. Not only does nearly every industry rely heavily 
on information systems professionals; an increase in cloud computing and big data 
analytics is creating even more demand for skilled technology workers.

The U.S. Bureau of Labor Statistics has reported that high demand for technolo-
gy-related workers and escalating salaries could lead to inflation and lower corporate 
profits as companies scramble to offer competitive salaries to the best and brightest 
people in this industry. Given the competitiveness of this labor pool, retaining the best 
personnel is also a critical issue for many organizations. Therefore, finding ways not 
only to reward people adequately but also to create a positive work experience through 
well-managed projects, meaningful team assignments, and good interpersonal relation-
ships can not only enhance project effectiveness but also help retain employees within 
the organization. Understanding the issues related to effectively managing project teams 
is the next step in gaining a comprehensive understanding of information systems 
project management. 

Figure 3.2 The International Space Station. Source: NASA.
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In the next section, we begin by discussing what a project team is, how teams evolve, 
and the various factors that influence project team performance. This is followed by a 
discussion of several motivation theories that will help you better understand how team 
members can be influenced to achieve high work productivity and job satisfaction. Next, 
we discuss the roles of leadership, power, and conflict within project teams. Finally, we 
examine several issues related to the management of global project teams.

Developing and Managing the Project Team
In the context of organizational work, groups and teams are not necessarily the same 
thing. A group consists of two or more people who work together to achieve a com-
mon objective (Robbins and Judge, 2017). Yet a group may be formed for a temporary 
purpose, and its members may not necessarily share the same goals. A project team, 
however, is much more than a group. A project team is mutually accountable to the 
organization and to its own individual team members; the team members are also highly 
interdependent, having both shared goals and complementary skills (see Figure 3.3). 
When project teams are formed, the group of people typically takes some time to evolve 
into a high-performing project team, which is crucial to successful project completion. 

Teams do not automatically become highly interdependent and productive. 
Researchers have found that teams develop and evolve through various stages as they 
work together over time (Robbins and Judge, 2017). During project team development, 
the project team moves through five stages—forming, storming, norming, performing, 
and adjourning—to reach optimal performance (Tuckman, 1965).

During forming, team members get to know each other and establish team goals 
and work assignments. This stage is completed when a majority of the members feel 
that they are part of the team. At this stage, leaders should coordinate team behav-
iors; picking the right team members and setting team goals can contribute to success 
at this stage. During storming, team members struggle to establish goals, power, and 

Project team 
Two or more people 
who share the 
same goals, are 
interdependent, have 
complementary skills, 
and are mutually 
accountable to the 
organization and to 
each member of the 
team.

Figure 3.3 Comparing work groups and project teams. Adapted from: Robbins and Judge (2017).
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leadership roles. At this stage, leaders should coach team members; developing mutual 
trust and acting as a resource to the team can contribute to success at this stage. This 
stage is completed when a majority of the members have a relatively clear understand-
ing of each member’s role within the team. During norming, teams develop a sense of 
common purpose and specify normal operating procedures. Additionally, during this 
stage, high levels of team collegiality are typically present, and close friendships are 
formed. This stage ends with members having a strong sense of proper team behavior. 
During performing, the team undertakes the actual project work. This stage ends with 
the completion of the project. During norming and performing, leaders should focus on 
empowering team members, obtain feedback from the team members, and engage with 
the team. For permanent, ongoing project teams, performing is the last stage in their 
evolution. For temporary teams established to complete a single project, there is also an 
adjourning stage. During adjourning, team members wrap up the project’s final activ-
ities and engage in activities related to subsequent team assignments or jobs. During 
this stage, individuals often respond differently to adjournment—some members will 
delight in the team’s accomplishments, whereas others will feel a sense of sadness or 
loss. Leaders should focus on supporting behaviors and facilitate the transition of high 
performing team members into future leadership roles. As a project manager, you need 
to understand where your team is in regard to its development, in order to better under-
stand its challenges and its potential.

Recognizing the importance of project teams to project success, PMBOK includes 
two key processes related to project teams, both of which are part of the project execu-
tion process group: Develop Team and Manage Team.

One of the main goals of the Develop Team process is to transform the project team 
members into a functioning team. Often, this includes various team building activities 
and other social integration mechanisms (von Briel, Schneider, and Lowry, 2018) to 
develop trust and build a team spirit. In addition, it is during this stage that needed skills 
are developed using various forms of formal or informal training. Whereas collocating 
team members is very effective in developing teams, virtual teams can use communi-
cation technologies (discussed in Chapter 4) to compensate for spatial or temporal 
distance. To decide on the activities needed to bring the team from the forming to the 
performing stage, the project management plan, as well as various project documents 
(such as the project schedule, team assignments, or the team charter), are used to deter-
mine the needed roles and resources; likewise, enterprise environmental factors provide 
a background on team members’ skills, performance, as well as geographic distribution, 
and organizational process assets provide information about teams and team perfor-
mance on past projects. In addition to helping build a team, the activities conducted 
to develop the project team may affect the project schedule or team assignments, and 
team performance assessments can give guidance on areas for improvement, so as to 
maximize team performance. 

The Manage Team process uses various conflict management, decision-making, and 
leadership techniques to maximize team performance during the execution of a project 
phase; in addition, the project management information system can help in optimizing 
the assignment of team members to tasks. Often, you will see project team members 
receiving team apparel to help keep up the team spirit, as well as certificates of appre-
ciation to reward and recognize outstanding contributors to the team. In assessing 
the necessary activities during the Manage Team process, the project manager uses 
inputs such as the project management plan, the issue log, project team assignments, 
in addition to work performance reports, team performance assessments, and enter-
prise environmental factors and organizational process assets. Depending on the team’s 
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performance and necessary changes, various outputs result from the Manage Team pro-
cess. For example, the departure of team members may impact the project schedule 
or budget, or may result in the need to outsource certain tasks. Thus outputs from the 
Manage Team process can range from change requests to team assignments to updates 
to the project management plan or other project documents, as well as enterprise envi-
ronmental factors (such as performance assessments). 

Contrary to popular views of teams and teamwork, teams are almost never static. 
Projects add people when needed. Similarly, they lose people when team members are 
relocated within the organization or quit to take new jobs or for some other reason. This 
ebb and flow of people on and off a project can be disruptive, and it is rarely anticipated 
in the project plan. Experienced project managers who have developed the management 
skills have learned how to deal with the disruptions caused by the flow of people in and 
out of projects. Less experienced project managers will develop these skills over time. 
In either case, it is important to recognize that project team membership is fluid and 
dynamic, and project managers should anticipate and plan for changes in personnel to 
whatever extent they can.

Factors That Influence Project Team Performance
Researchers have identified four primary factors that lead to effective teams: work 
design, composition, context, and process (see Figure 3.4). While the mere presence of 
these factors does not guarantee a productive project team, the presence makes higher 
performance much more likely. Numerous work design factors can be configured to 

Figure 3.4 Project team performance factors. Adapted from: Robbins and Judge (2017).
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influence team member performance. For instance, work design that provides team 
members with autonomy, skill variety, task identity, and significance has been found to 
be highly motivating. Likewise, team composition can also play a major role in project 
team performance. Factors that have been found to be important include member abil-
ity, personality, role diversity, size, flexibility, and preference for teamwork. Of these, per-
sonality and team size have been found to play a significant role in many project teams. 
For example, research has found that it can be very difficult to blend some personality 
types into an effective team. Because of this, many organizations give potential team 
members personality tests like the Myers-Briggs Type Indicator (MBTI) to more 
effectively match team members, identify leadership and interpersonal communication 
preferences, and help them learn more about each other. 

Nonetheless, there is no universal agreement that such personality tests are accurate 
or even helpful. Likewise, team size can also significantly influence team performance. 
As the size of the team increases, it becomes increasingly difficult to effectively com-
municate and coordinate project activities. The rule of thumb is to use the fewest people 
possible; the most effective teams rarely have more than ten members (see Figure 3.5). 
If more than ten members are needed for a very large project, smaller subteams should 
be used to minimize communication and coordination problems. Getting the right 
people, and the right number of people, on your project team can make it easier for the 
group to perform.

All good sports teams have players with clearly defined roles and abilities. Like-
wise, a good project team needs members with a diversity of skills and abilities. It is 
also important to select members who are flexible—in regard to task activities and 
roles—and who clearly want to belong to the team. To be effective, project teams must 

Myers-Briggs Type 
Indicator (MBTI)
A widely used 
personality test.

Figure 3.5 Team communication and management complexity increase rapidly with group size
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agree on a broad range of member roles and must design work processes that ensure 
that all members contribute equally to the team’s performance. An experienced project 
manager has a deep understanding of the variety of roles and skills needed to build a 
successful team. Researchers have found that people can also have different types of 
work personalities within software development teams, including the following (How-
ard, 2001; see Figure 3.6):

 1. Deliverer. A person who is good at getting things done quickly and is good in 
emergency situations such as repairing a system failure.

 2. Prototyper. A person who is useful for projects where the system requirements are 
initially unclear or in situations where building the right system is more import-
ant than building something quickly.

 3. Perfector. A person whose work is meticulous and who is useful when everything 
must be done correctly, such as a system that could impact human safety.

 4. Producer. A person who is good at getting a lot of work accomplished but may 
ignore standard conventions such as structured methods and documentation.

 5. Fixer. A person who has a deep understanding of a system and can quickly exam-
ine a problem and make a needed repair.

 6. Finisher. A person who is good at meeting deadlines but may ignore rules or 
procedures in order to do so.

Four contextual factors—adequate resources, leadership, trust, and performance eval-
uation and rewards—have also been found to be important for achieving high team 
performance. It is obvious that teams must have adequate resources or will feel it is 
impossible to succeed. High-performing project teams must also have clear leadership 
and structure so that members will know who is responsible for completing various 
tasks, as well as how schedules, tasks, and roles will be assigned. High-performing teams 
must also trust each other because doing so allows members to work independently 
and cooperatively. Lastly, a team-oriented performance evaluation and reward system 
is needed to achieve maximum team effort, commitment, and performance.

Figure 3.6 Information systems project teams need members with differing work personalities
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Finally, three process factors also have been found to significantly shape the perfor-
mance of project teams. Teams that share a common purpose and goals, have confidence 
in their ability to be successful, and have low-to-moderate levels of conflict typically 
perform better than teams that don’t. In sum, many factors influence a team’s per-
formance. Understanding how various factors shape team performance will help you 
design a more effective team and achieve higher performance.

Tips from the Pros: How to Pick a Project Team

Experienced project managers become experts in 
how to best select the right members for a team. 
According to Bill Hagerup, a project management 
specialist at Ouellette & Associates Inc., a consulting 
firm in Bedford, New Hampshire, building a successful 
team takes the right mix of “soft” skills, personalities, 
and attitudes. Picking people exclusively for their 
technical skills is often a mistake. Some other tips 
include:
• Keep teams small and manageable. You often have 

to balance departmental representation with over-
all team effectiveness, but teams bigger than five 
members are typically difficult to manage.

• Get the right personalities. Look for people with 
strong work ethics and positive, upbeat personali-
ties. One cynic can spoil the entire team’s outlook, 
whereas positive upbeat personalities can lift the 
team’s spirit.

• Embrace	 diversity. Because technology profes-
sions tend to attract similar types of people, work 
hard to build diversity on your teams so that they 
will not be as susceptible to groupthink and narrow 
solutions.

• Reuse successful teams. It takes a lot of work to 
build and nurture a successful team, so reuse suc-
cessful teams whenever possible.

• Plan ahead to get the right people. The best people 
for a team are often very busy, so it is important to 
plan ahead to line up key people well in advance.

• Use	your	network. Getting the best people to join a 
team often requires that you convince their boss 
or others that it is in the organization’s best inter-
est for this person to be on your team. Use your 
friends and close colleagues to identify and recruit 
the right people.
When choosing project team members, there 

are a few other things to keep in mind. Given the 
importance of communication to project success, 
team members should be excellent communicators. 
Likewise, even though the project team members 
are often not involved in the project management 
aspects, they should still have a basic understanding 
of project management principles. Further, project 
team members should be highly organized, have an 
ability to “read” and motivate people, have accurate 
estimating skills, and be self-assured and willing to 
stand up for the project when needed. 

Based on: Jones (2017); Melymuka (2004).

Motivating Team Members
One of the keys to project success is having a project team with motivated members. 
Motivation refers to an individual’s intensity, direction, and persistence of effort toward 
attaining a goal (Robbins and Judge, 2017). Intensity refers to how hard someone tries 
to attain the goal. However, intensity alone may not result in favorable results, unless 
the Direction of that intensity is channeled toward attaining the appropriate goal. Direc-
tion thus is focused on the quality of the effort. Persistence refers to how long someone 
maintains an effort toward the goal. To be ultimately successful, a person needs all three 
traits. For example, a person can work hard, but if this effort is not directed correctly or 
is not sustained, success may not be possible. Motivating team members is thus critical 
to reaching optimum team performance.

Over the years, a lot of research has been conducted to identify why and how people 
are motivated. From this research, it has been found that different people are motivated 
by different things and in different ways. For example, some people are primarily moti-
vated by external factors such as financial rewards, whereas others are motivated by 

Motivation 
An individual’s 
intensity, direction, 
and persistence of 
effort toward attaining 
a goal.

  Information Systems Project Management,
Edition 2.0



84 • Chapter 3 / Managing Project Teams

internal factors such as a sense of accomplishment. Also, different theories of motivation 
are useful for understanding work productivity as well as job satisfaction, absenteeism, 
and turnover. Job satisfaction refers to the general attitude a person has toward his or 
her job, absenteeism refers to the failure to report to work, and turnover refers to the 
rate at which people voluntarily or involuntarily leave an organization. Some theories 
have been good for understanding job satisfaction, whereas others have been useful 
for understanding work productivity. In sum, understanding why and how people are 
satisfied and how they are motivated to come to work, to stay with the organization, 
or to work hard is important for all project managers. Consequently, we briefly review 
various motivational theories to help you better understand motivation. More in-depth 
discussions of motivation can be found in Robbins and Judge (2017) or Verma (1996).

Need Theories of Motivation
For more than fifty years, researchers have examined various theories of how different 
personal factors can shape a person’s motivation. Although support for these theories 
has been mixed when examined in controlled research settings, they are nonetheless 
widely used within organizations when designing work practices and reward systems. 
In this section, we briefly examine the most popular need theories of motivation.

Hierarchy of Needs
One of the most famous motivational theories is Maslow’s hierarchy of needs (Maslow, 
1954), which states that people have five basic needs, which differ in importance: phys-
iological, safety, social, esteem, and self-actualization (see Figure 3.7). As each low-
er-level need is met (or substantially met), the next higher-level need becomes the 
individual’s motivating focus. This means that if you want to motivate people, you need 
to understand where they are in this hierarchy and use mechanisms to help them satisfy 
needs at the next higher level. However, research has found that unsatisfied needs do 
not necessarily motivate, that satisfied needs do not always activate movement to higher 
levels in the hierarchy, and that more than one need from different levels may be desired 
simultaneously. As a result, researchers have continued to look for a more sophisticated 
understanding of motivation.

ERG Theory
A related theory, ERG theory, refined the hierarchy of needs theory, and argues that 
there are three core needs—existence, relatedness, and growth—of which more than one 
may be operating at the same time. Additionally, if the fulfillment of a higher-level need 
is unrealized, the desire to satisfy a lower-level need increases (Alderfer, 1969). Within 
ERG theory, existence focuses on satisfying our basic material needs and most closely 
relates to Maslow’s physiological and safety needs. Relatedness focuses on maintaining 
interpersonal relationships and most closely relates to Maslow’s social needs. Lastly, 
growth focuses on personal development and most closely relates to Maslow’s esteem 
and self-actualization categories. Researchers have found ERG theory to be more valid 
than Maslow’s hierarchy of needs because it more closely reflects our knowledge of how 
the importance of various factors can simultaneously motivate an individual.

Job satisfaction 
The general attitude a 
person has toward his 
or her job.

Absenteeism 
The failure to report 
to work.

Turnover 
The rate at which 
people voluntarily or 
involuntarily leave an 
organization.

Hierarchy of needs 
A hierarchy of needs— 
physiological, safety, 
social, esteem, and 
self-actualization— 
where as each need 
is met, the next higher 
level need becomes 
the motivating focus.

ERG theory 
Three core needs—
existence, relatedness, 
and growth—of 
which more than one 
may be operative 
at the same time; if 
the fulfillment of a 
higher-level need is 
unrealized, the desire 
to satisfy a lower-level 
need becomes the 
motivating focus.
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Two-Factor Theory

Another need theory, the motivational-hygiene theory, or simply the two-factor theory 
(Herzberg, Mausner, and Snyderman, 1959), predicts that the factors that lead to job 
satisfaction are separate and distinct from those that lead to dissatisfaction (see Figure 
3.8). In particular, intrinsic factors (i.e., motivational factors), like achievement, recog-
nition, advancement, and responsibility, are related to job satisfaction, while extrinsic 
factors (i.e., hygiene factors), like salary, relationships with colleagues, and work condi-
tions, are associated with job dissatisfaction (see Table 3.1). In other words, people will 
not be dissatisfied if extrinsic factors are adequate, but they won’t necessarily be satisfied 
either. For a person to be satisfied, intrinsic factors must also be adequately met. As with 
Maslow’s hierarchy of needs, the two-factor theory is not universally accepted, but due 
to its intuitive appeal, many managers and organizations have embraced its concepts.

Theory of Needs

One last needs theory is the theory of needs, which proposes that individuals’ motiva-
tion can be explained by their need for achievement, power, and affiliation (McClelland, 
1961). The need for achievement refers to having a drive to excel beyond a set of stan-
dards. The need for power refers to having a drive to control the behavior of others. The 
need for affiliation refers to having the desire for close and friendly interpersonal rela-
tionships. Researchers have shown that high achievers are not necessarily good manag-
ers, but that good managers have a high need for power and a low need for affiliation. Of 

Figure 3.7 Maslow’s hierarchy of needs

Two-factor theory 
Intrinsic factors 
(motivational factors)
are related to job 
satisfaction, whereas 
extrinsic factors 
(hygiene	factors) are 
associated with job 
dissatisfaction.

Theory of needs 
Individuals’ motivation 
can be explained 
by their need for 
achievement, power, 
and affiliation.

  Information Systems Project Management,
Edition 2.0



86 • Chapter 3 / Managing Project Teams

all need theories, this theory has been found to best predict work productivity, whereas 
the others have had the most success in explaining a person’s job satisfaction.

Process Theories of Motivation
Process theories attempt to understand a person’s behavior based on intrinsic or personal 
factors used to motivate specific behavior. In general, this perspective on motivation 
suggests that project managers need to create a proper environment, work processes, 
and rewards to inspire the greatest motivation in people. Several of the most notable 
process theories of motivation are described next.

Theory X and Theory Y
Theory X and Theory Y reflect contrasting views of human behavior, management, and 
motivation (McGregor, 1960). Whereas Theory X assumes that people dislike work, 

Figure 3.8 Contrasting views of job satisfaction in Herzberg’s two-factor theory. Adapted from: Verma (1997).

Table 3.1 Common Hygiene and Motivational Factors

Hygiene Factors Motivational Factors
• Company policies and administration
• Relationship with supervisors, peers, and subordinates
• Working conditions
• Salary and benefits
• Status
• Security

• Opportunity for achievement
• Opportunity for recognition
• Challenges and variety of the work itself
• Sense of responsibility
• Opportunity for advancement
• Opportunity for personal growth
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are lazy, dislike responsibility, and must be coerced to work hard, Theory Y assumes 
that people like work, are creative, like autonomy, and seek responsibility. A project 
manager who believes in Theory X will typically be autocratic, leave no doubt with 
others about who is in charge, and have little concern about the feelings of others. A 
Theory Y manager will be participative and encourage a high level of involvement by 
team members in their assignments, work processes, and decisions. Theory Y has been 
found to be a much better management philosophy for motivating professionals and 
highly educated individuals.

Theory Z
An extension to Theory X and Theory Y is Theory Z (Ouchi, 1981), which reflects the 
Japanese work philosophy that includes a belief in lifetime employment, strong com-
pany loyalty, and group consensus. A Theory Z management philosophy views workers 
as long-term partners who are capable of working without close supervision; decisions 
are made by the entire team with high levels of group consensus. 

Goal-Setting Theory
Goal-setting theory offers another perspective on understanding a person’s motivation 
(Locke, 1968) by suggesting that specific and difficult goals, with clear feedback on how 
well a person is meeting them, can enhance a person’s work productivity. This means 
that telling someone to “do their best” will likely result in them not doing their best! 
However, giving people higher, specific job performance goals (“Please complete the 
new user interface by Friday noon”) will most often lead to higher levels of performance, 
especially when clear feedback is given.

Equity Theory
Equity theory suggests that individuals compare their work inputs and outcomes with 
those of others and then respond to eliminate inequities (Adams, 1965). For example, 
if individuals feel they are not being treated fairly, they will work less, reduce their 
outputs, change their perceptions, or quit. In contrast, individuals who believe they are 
being treated fairly will remain relatively satisfied and motivated to perform. Although 
equity theory has demonstrated that making relative comparisons to others influences 
motivation, it is most powerful in predicting absenteeism and turnover, not levels of 
work productivity (Robbins and Judge, 2017).

Reinforcement Theory
Reinforcement theory argues that both positive and negative feedback, or rein-
forcement, conditions behavior (Komaki, Coombs, and Schepman, 1996). In other 
words, reinforcement theory proposes that if desirable behavior is rewarded—with pay 
increases, incentives, or other valued items—it will be repeated. Likewise, undesirable 
behavior can be discouraged by punishment. This theory has a very broad following 
and has become the basis of the reward systems within many modern organizations.

Expectancy Theory
Lastly, expectancy theory, one of the most widely accepted and supported motivational 
theories, predicts that people will be motivated to exert a high level of effort when 
they believe that effort will lead to a good performance appraisal, a good appraisal will 
lead to rewards, and these rewards will satisfy their needs (Vroom, 1964). Figure 3.9 

Theory X 
Motivational theory 
that assumes people 
dislike work, are lazy, 
dislike responsibility, 
and must be coerced 
to work hard.

Theory Y 
Motivational theory 
that assumes people 
like work, are creative, 
like autonomy, and 
seek responsibility.

Theory Z 
Motivational theory 
reflecting the 
Japanese work 
philosophy that 
includes a belief in 
lifetime employment, 
strong company 
loyalty, and group 
consensus.

Goal-setting theory 
Specific and difficult 
goals, with clear 
feedback on how well 
a person is meeting 
the goals, can enhance 
a person’s work 
productivity.

Equity theory 
Individuals compare 
their work inputs and 
outcomes with those 
of others and then 
respond to eliminate 
any inequities.

Reinforcement theory 
A motivation theory 
that argues that both 
positive and negative 
feedback condition 
behavior.

Expectancy theory 
People exert a high 
level of effort when 
they believe that (1) 
effort will lead to a 
good performance 
appraisal, (2) a good 
appraisal will lead to 
rewards, and (3) these 
rewards will satisfy 
their needs.
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shows each of these three relationships. The effort-performance relationship reflects 
the belief that increased individual effort leads to higher work performance. The per-
formance-rewards relationship reflects the belief that work performance at a particular 
level will lead to specific outcomes such as a bonus, a salary increase, or promotion. 
Finally, the rewards-personal goals relationship reflects the belief that organizational 
rewards will satisfy a person’s goals or needs. Expectancy theory has been very useful 
for understanding why many workers are, or are not, motivated to do their jobs well. 
To adequately motivate employees to perform their best, the organization must design 
job evaluation and reward systems that accurately measure effort and performance, and 
it must design reward systems that meet each employee’s specific needs. If employees 
believe that effort will lead to the rewards that meet their personal needs, then optimal 
work performance can be achieved.

General Guidelines for Motivating Team Members

As can be seen from this discussion of employee motivation, there is no single 
approach to optimally motivating people. Over the years, researchers have examined 
many approaches for enhancing motivation (see Table 3.2). From this work, several 
general recommendations can be made for managing your project team (Robbins and 
Judge, 2017):

 1. Recognize individual differences. Because your team members will have different 
needs and goals, it is essential that you learn what is important to each person.

 2. Use specific goals and feedback. Teams should set specific goals, with specific feed-
back on how each member is doing, in order to achieve optimal performance.

 3. Allow team members to participate in decisions that affect them. Team members 
should be allowed to participate in most decisions that affect them in order to 
increase productivity, commitment, motivation, and job satisfaction.

 4. Link rewards to performance. Rewards should be clearly tied to performance in 
order to optimally motivate team members.

 5. Check the system for equity. Monitor team members for perceptions of inequality 
to make sure that any differences in experiences, skills, abilities, and effort lead to 
clear differences in pay, job assignments, and other rewards.

Figure 3.9 Expectancy theory links a person’s effort to their performance, their performance to rewards, and 
their rewards to goals.
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Understanding why and how people are motivated is an important skill for all proj-
ect managers. Subtle changes in work processes, evaluation systems, and rewards can 
have a tremendous influence on a person’s motivation. Next, we examine how leadership 
and power can also be used to influence the performance of project teams.

Common Problems: Managing Einsteins

An “Einstein”—sometimes called high-maintenance 
high-performance (or HMHP) employee—is an 
intelligent, curious, and technologically proficient 
knowledge worker who has the know-how to 
keep everything operating without costly delays, 
breakdowns, and crashes, and the ability to drive 
managers insane.

Information systems project teams often con-
sist of extremely intelligent individuals who possess 
extraordinary skills but also sometimes abhor man-
agement authority. Researchers have identified six 
types of Einsteins that are common on technical 
project teams:

 1. Arrogant Einsteins
 2. Know-It-All Einsteins
 3. Impatient Einsteins
 4. Eccentric Einsteins
 5. Disorganized Einsteins
 6. Withdrawn Einsteins

Researchers point out how every type of Einstein 
can be troublesome to a project team in one way or 
another. However, with careful management, these 
team members can be nurtured to perform their 
best. To be successful, project managers must be 
skilled at profiling, recruiting, rewarding, leading, and 
even disciplining Einsteins.

Based on: Fisher (2012); Ivancevich and Duening (2002); Kerr (2014); Ryan (2018).

Table 3.2 Various Theories That Have Been Developed to Explain Motivation

Need Theories of Motivation
Hierarchy of needs A hierarchy of needs—physiological, safety, social, esteem, and self-actualization—in which 

as each need is met the next-higher-level need becomes the motivating focus
ERG theory Three core needs—existence, relatedness, and growth—in which more than one need may 

be operative at the same time; if the fulfillment of a higher-level need is unrealized, the 
desire to satisfy a lower-level need becomes the motivating focus.

Two-factor theory Intrinsic factors (motivational factors), such as achievement, recognition, advancement, 
and responsibility, are related to job satisfaction, whereas extrinsic factors (hygiene factors), 
such as salary, relationships with colleagues, and work conditions, are associated with 
dissatisfaction.

Theory of needs Individuals’ motivation can be explained by their need for achievement, power, and 
affiliation.

Process Theories of Motivation
Theory X Assumes that people dislike work, are lazy, dislike responsibilities, and must be coerced to 

work hard
Theory Y Assumes that people like work, are creative, like autonomy, and seek responsibility.
Theory Z Reflects the Japanese work philosophy that includes a belief in lifetime employment, strong 

company loyalty, and group consensus
Goal-setting theory Specific and difficult goals, with clear feedback related to how well a person is meeting the 

goals, can be used to understand a person’s work productivity.

Equity theory Individuals compare their work inputs and outcomes with those of others and then respond 
to eliminate any inequities.

Reinforcement theory Both positive and negative feedback condition behavior.
Expectancy theory People’s effort leads to their performance; their performance leads to rewards; and their 

rewards lead to the fulfillment of personal goals.
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Leadership, Power, and Conflict in Project Teams
The exercise of leadership and power is a natural part of project teams. Over the life of a 
project, project managers and team members will interact with a broad range of people 
both from within the team and from outside. Some of these people may hold a higher 
rank within the organization, whereas others may be customers or contractors outside 
the organization. How you use your leadership abilities and power to influence the 
behavior of others can have a tremendous impact on the success or failure of a project.

Leadership and Project Team Effectiveness
The terms management and leadership are often used interchangeably but are really quite 
different. A manager is typically someone who has a formal position of authority and 
is responsible for planning, organizing, directing, monitoring, and controlling project 
activities. A leader is someone, who, by virtue of his or her personal attributes, can influ-
ence others. Therefore, leadership is defined as the ability to influence people toward 
the achievement of goals. Note that leaders may or may not be managers. Likewise, 
some managers may not be effective leaders. Effective project managers have the right 
mix of both management and leadership abilities (see Table 3.3). Experience has shown 
that successful project teams have great management and great leadership. Managers 
are essential for keeping the team on track. Leaders are critical for inspiring the team 
to define its vision and the steps needed to reach success. It has been said that good 
managers focus on “doing things right,” whereas good leaders focus on “doing the right 
things.” Successful projects need both!

Trait Theories of Leadership
As you might expect, there are different views on what makes a good leader and whether 
people are “born leaders” or can be “made” leaders through training and education. One 
body of research focused on identifying the traits, or personal attributes, of leaders. 

Manager 
A formal position 
of authority in an 
organization that 
is responsible for 
planning, organizing, 
directing, monitoring, 
and controlling the 
activities of others.

Leader 
A person, who, by 
virtue of his or her 
personal attributes, 
can exert influence on 
others.

Leadership 
The ability to influence 
people toward the 
achievement of goals.

Table 3.3 Characteristics of Managers versus Leaders

Managers Focus On: Leaders Focus On:
Objectives Vision
Telling how and when Selling what and why
Shorter range Longer range
Organization and structure People
Autocracy Democracy
Restraining Enabling
Maintaining Developing
Conforming Challenging
Imitating Originating
Administrating Innovating
Controlling Directing
Procedures Policy
Consistency Flexibility
Risk avoidance Risk opportunity
Bottom line Top line
Adapted	from: Verma (1996).
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These trait theories of leadership argue that personality, appearance, competency, and 
other personal characteristics differentiate leaders from nonleaders. This research has 
found that successful leaders often share some similar personal attributes, including:

 • Intelligence and competency in task and organizational activities
 • Maturity and a broad range of interests
 • Considerate interpersonal skills and respect for the needs and differences of 

others
 • Goal-oriented focus and a strong motivation to achieve success

Although trait-focused research has been useful for identifying characteristics of 
leaders, it has failed to determine why people become leaders or how people can be bet-
ter leaders. Additionally, it has been found that people can possess the traits of leaders, 
but this alone does not guarantee success. 

Behavioral Theories of Leadership
A second view of leadership can be found in the behavioral theories of leadership, 
which share the common view that people’s actions, rather than personal traits, deter-
mine their potential to be successful leaders. In this work, two general types of leaders—
task-oriented and relationship-oriented—have been identified. On the one hand, 
leaders who are relationship-oriented emphasize interpersonal relationships with team 
members in order to gain the greatest influence. For example, relationship-oriented 
leaders take a personal interest in team members and accept individual differences 
among them as being a positive team characteristic. In contrast, task-oriented leaders 
use their influence to get tasks completed as effectively as possible, with much less 
concern for the relationships among team members. There is no consensus on which 
type of leader is most effective. In some situations, task-oriented leaders have been 
most effective, whereas in others, relationship-oriented leaders have been most effective.

Contingency Theories of Leadership
A third and final general group of leadership theories, referred to as contingency  
theories of leadership, consider the situation the most critical element for identifying 
leadership success, and suggest that no particular leadership style or approach is always 
best. For example, the Fiedler Contingency Model examines the contexts in which 
task-oriented versus relationship-oriented leaders would be most successful (Fiedler, 
1967), finding that the interplay of the leader-member relationships, the task structure, 
and the amount of power the leader possesses determines whether a task- or relation-
ship-oriented leader would be most successful in a given situation (see Figure 3.10).

The Situational Leadership Model (SLM) focuses on characteristics of followers 
to determine the best leadership style (Blanchard, Fowler, and Hawkins, 2005). Spe-
cifically, followers can be competent (able) and committed (willing) to perform a task 
or can be incompetent and/or reluctant. Depending on a follower’s competence and 
commitment, the leader should choose a different approach, focusing more on directive 
behavior (e.g., guiding a follower who lacks ability) or supportive behavior (e.g., coach-
ing the unwilling; see Figure 3.11). Although the SLM is widely used in management 
training, research efforts to test its predictive power have been disappointing. Never-
theless, it remains a popular leadership approach for many organizations.

There are several other contingency-based models of leadership, each with its own 
strengths and weaknesses. Each variation attempts to refine certain aspects of the 

Trait theories of 
leadership 
A set of leadership 
theories that 
argue personality, 
appearance, 
competency, and 
other personal 
characteristics 
differentiate leaders 
from nonleaders.

Behavioral theories of 
leadership 
A set of leadership 
theories that 
suggest people’s 
actions determine 
their potential to be 
successful leaders.

Contingency theories 
of leadership 
A set of leadership 
theories that suggest 
the situation is most 
critical for identifying 
leadership success.
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Figure 3.10 The influence of leader-member relations, task structure, and power on leadership performance. 
Adapted from: Robbins and Judge (2017).

Figure 3.11 How the commitment and competency of a follower influences leadership style
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context to better explain how leaders emerge and when they will be successful. Clearly, 
there is the potential for many types of successful leaders.

General Leadership Guidelines
Today, most leadership researchers believe that effective leadership can be taught and 
that the key to effective leadership can be summarized in five essential practices (Tucker, 
McCarthy, and Benton, 2002):

 1. Challenging the process. Effective leaders search for opportunities to change the 
status quo and, by doing so, experiment and take risks.

 2. Inspiring a shared vision. Effective leaders passionately believe they can make a 
difference and envision the future, enlisting other team members to see the same 
future.

 3. Enabling others to act. Effective leaders cultivate collaboration and build spirited 
teams, strengthening others in the process by creating trust and fostering human 
dignity.

 4. Modeling the way. Effective leaders create standards of excellence, set an example 
for others, and help others achieve success.

 5. Encouraging the heart. Effective leaders recognize the contributions of others and 
celebrate their accomplishments, making team members feel like heroes.

With organizations becoming increasingly global and with the increasing use of 
global project teams within information systems projects, effective leadership has never 
been more important for achieving project team success. Achieving the right balance 
between being a manager and a leader is a significant challenge, but having the proper 
balance will help your project team reach its greatest potential.

Power within Project Teams
Closely related to leadership is power. Power refers to the absolute capacity of a person 
to influence the behavior or attitudes of one or more target persons at a given point in 
time (Yukl, 2006). Leaders use power to influence team members to achieve the team’s 
goals. Power can be thought of as the ability to force people to do something they would 
not normally do. This makes power seem like a bad thing, but it isn’t necessarily; the 
use of power to influence the behavior of others is a natural part of all project teams 
and organizations. Researchers have identified two different types of power: positional 
power (sometimes referred to as formal power) and personal power (French and Raven, 
1959; Robbins and Judge, 2017). Positional power is based on an individual’s position 
in an organization and can be one of five types:

 1. Legitimate power. Being able to influence people based on being in a position of 
authority

 2. Reward power. Being able to influence people based on being in a position to 
distribute rewards

 3. Coercive power. Being able to influence people based on being in a position to 
punish

 4. Information power. Being able to influence people based on their dependency on 
controlled information

Power  
The absolute capacity 
of a person to 
influence the behavior 
or attitudes of one or 
more target persons at 
a given point in time.

Positional power 
Power derived from an 
individual’s position in 
an organization.
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 5. Ecological power. Being able to influence people based on controlling physical 
resources such as equipment and space

In contrast, personal power is an outcome of an individual’s unique characteristics 
and can be one of three types:

 1. Expert power. Being able to influence people based on having expertise, special 
skills, or knowledge (e.g., financial guru Warren Buffett)

 2. Referent power. Being able to influence people based on their strong affection, 
admiration, or loyalty (e.g., former U.S. Secretary of State Colin Powell)

 3. Charismatic power. Being able to influence people based on having a favorable 
personality and interpersonal style (e.g., entertainment mogul Oprah Winfrey)

In sum, each individual on a project team will possess different amounts of power, 
and this power will be derived from various sources, both positional and personal.

Understanding what power is, where it comes from, and why people possess it in 
differing amounts helps us to better understand various team roles and why and how 
some teams perform better than others. Of course, when power is exercised to influence 
people, it sometimes causes conflict. This topic is discussed next.

Managing and Resolving Project Team Conflict
Conflict is the opposition of people in an organization who have incompatible or 
opposing needs, drives, wishes, or external or internal demands (Verma, 1996). Like 
leadership and power, conflict is a natural part of project teams and organizations, 
and some functional conflict is necessary for a team to perform effectively. Whereas 
functional conflict helps support the goals of the team and improve its performance, 
dysfunctional conflict hinders group performance and interferes with team per-
formance. So when we say that some conflict is good, we mean that some functional 
conflict is good (see Figure 3.12).

Among project teams, conflict can arise from tasks, work processes, or relationships 
(see Table 3.4). Task conflict relates to the content and goals of the work itself. Relation-
ship conflict relates to interpersonal relationships among team members. Process conflict 
relates to how the work gets done within a team. Whereas low-to-moderate levels of 
task conflict, as well as low levels of process conflict, can help a team’s performance, high 
levels of task conflict—not agreeing on what should be done and what the objective 
is—will never lead to enhanced performance. Likewise, moderate-to-high levels of 
process conflict—not agreeing on how work will be performed or who will do it—does 
not lead to enhanced performance. Further, relationship conflicts—personality conflicts 
and relationship problems—will always hinder team performance (Robbins and Judge, 
2017). This means that functional conflict is always related to task and process issues, 
whereas dysfunctional conflict can be rooted in tasks, processes, or relationships. In 
sum, conflict can be thought of as varying in intensity from none to extreme (see Fig-
ure 3.13). Functional conflict is typically at the lower end of this continuum, whereas 
dysfunctional conflict can span its entire range.

Within project teams, researchers have identified the primary causes of conflict to 
be as follows (Thamhain and Wilemon, 1975):

 1. Schedule. Disagreements on task duration and sequencing
 2. Project priorities. Disagreements on project vision and scope

Personal power 
Power derived from 
an individual’s unique 
characteristics.

Conflict 
The opposition 
of people in an 
organization arising 
from incompatible 
or opposing needs, 
drives, wishes, or 
external or internal 
demands.

Functional conflict 
Conflict that supports 
the goals of the team 
and improves its 
performance.

Dysfunctional conflict 
Conflict that hinders 
group performance 
and interferes with 
team performance.
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Figure 3.12 Conflict and team performance. Adapted from: Robbins and Judge (2017).

Table 3.4 Conditions That Can Lead to Project Conflict

Condition Description
Ambiguous roles, work boundaries, 
responsibility, and authority

Project teams often have members with different reporting structures and 
overlapping or conflicting responsibilities that can lead to conflict.

Inconsistent or incompatible goals Team members may perceive others to have different or conflicting goals that 
can lead to conflict.

Communication problems Task, process, or relationship ambiguity can result in reduced or ineffective 
communication that can lead to conflict.

Dependence on another party Team members depend on others to complete tasks or provide resources; 
delays or work quality issues can lead to conflict. 

Specialization or differentiation Team members from different professional backgrounds often have different 
viewpoints, languages, and goals that can lead to conflict.

Need for joint decision-making and 
consensus

Teams with a diverse mix of members may feel pressure to conform to the 
majority opinion, which can lead to conflict.

Behavior regulations Project teams have norms for working together that may conflict with an 
individual’s preferred work processes.

Unresolved prior conflicts Past unresolved issues between team members can lead to conflict.

Adapted	from: Verma (1995).

 3. Manpower. Disagreements on the utilization of people, especially those simulta-
neously involved in multiple projects

 4. Technical. Disagreements over system design elegance and resource limitations
 5. Administration. Disagreements due to authority over key resources
 6. Personality. Disagreements due to dysfunctional interpersonal interactions
 7. Cost. Disagreements arising from increasing resource constraints as a project 

evolves
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In most cases, effective project management can minimize these causes of conflict. 
For example, an incomplete work breakdown schedule can lead to conflict related to 
the project schedule, or a vague project scope statement can lead to conflict related to 
project priorities. Additionally, as a project evolves, different sources of conflict may 
be more likely (e.g., conflicts over project priorities will likely occur early within the 
project). In addition to effective project management techniques, many good conflict 
management approaches can be utilized. These are discussed next.

Although there is no single best way to manage all types of conflict, some 
approaches have been found to be better than others. Approaches for resolving conflict 
can range from completely autocratic to more cooperative. Situational factors, such 
as time pressure, the intensity of the conflict, the importance of the problem, and the 
level of cooperation among parties, can influence which approach is most appropriate. 
Likewise, because low-to-moderate levels of conflict have been found to benefit team 
performance, some techniques can be used to purposefully stimulate functional conflict 
within a team. Conflict management, the use of resolution and stimulation techniques 
to achieve a desired level of team conflict, is a valuable skill for all project managers. 
Table 3.5 summarizes many of the most widely used techniques. By using these tech-
niques, you should be able to better sustain the desired level of conflict within your team.

Managing Project Politics
Politics are a natural part of all organizations and reflect the use of covert mechanisms 
to obtain power and control. Within the context of information systems projects, poli-
tics are the art of getting things done. Although some view politics as a somewhat evil or 
distasteful part of organizational life, they are not necessarily a bad thing or something 
to avoid. There are, of course, good and bad politicians; the good politicians look for 
win–win opportunities, while the bad look for opportunities to win at any cost. Being 
a successful project manager in modern organizations requires that you also become a 
savvy politician. Some advice for improving your political skills includes the following 
(Choo, 2003):

Figure 3.13 Conflict intensity can range from no conflict to extreme. Adapted from: Robbins and Judge 
(2017).

Conflict management 
The use of resolution 
and stimulation 
techniques to achieve 
a desired level of team 
conflict.
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 1. Understand what your organization values. To be a good organizational politician, 
you need to understand what the organization values (e.g., its mission, goals, and 
strategy) and align your personal goals and behavior to best help the organization 
achieve its objectives. By aligning your objectives with those of the organization, 
you are more likely to gain the support of powerful decision makers within the 
organization.

 2. Understand how decisions are made in your organization. In most organizations, 
decisions are not necessarily made based on the formal organizational structure 
chart. Understanding how decisions are made and who truly has influence on 
those decisions is necessary for building successful alliances.

 3. Expand and strengthen your network. To get complex development projects com-
pleted on time often requires that you are able to gain access to scarce resources 
and expertise. These valuable resources are often controlled by other managers 
who may or may not want to help you to be successful. Being a valued colleague 
to others by giving your time, expertise, and support is a great way to get a favor 
returned when one is critically needed.

 4. Develop a clear and easy-to-communicate story. Being a successful politician requires 
having the right story, for the right audience, at the right time. Hearing the right 
story motivates team members, sponsors, and other critical stakeholders. Much like 
a successful coach, you must inspire confidence to get the most from you team.

 5. Lead by example. If you are to be a great leader, your team must respect your values, 
judgment, work ethic, and competency to deliver a successful project. Successful 

Table 3.5 Conflict Management Techniques for Resolving and Stimulating Team Conflict

Conflict Resolution Techniques
Problem solving Face-to-face meetings can be used to identify and resolve conflicts through open 

and candid discussions.
Shared goals Create shared goals that can only be achieved through the cooperation of the 

conflicting parties
Resource expansion When conflict is caused by resource scarcity—say, money, opportunities, space, 

equipment—additional resources can be used to resolve discrepancies.
Avoidance Withdrawal from, or suppression of, the conflict 
Smoothing Playing down differences while emphasizing common interests between the 

conflicting parties
Compromise Each party to the conflict gives up something of value.
Authoritative command A person of power mandates an outcome and communicates it to the conflicting 

parties. 
Altering team member behavior Using some type of training or intervention to alter the attitudes or behaviors that 

are causing conflict 
Altering the team structure Changing the formal team structure so that conflicting members limit their 

interaction; a more extreme solution is to remove members from the team.
Conflict Stimulation Techniques
Communication Using ambiguous or threatening messages to increase conflict levels
Bringing in outsiders Adding new members to the team who have different backgrounds, attitudes, 

values, or managerial styles
Restructuring the team Realigning the tasks, work, or communication processes to disrupt the status quo

Appointing a devil’s advocate Having an assigned critic to argue against the team’s majority position

Adapted	from: Robbins and Judge (2017).
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project managers understand that leading by example is a great way to inspire 
others to go beyond the call of duty to make the project a success.

In sum, project politics is not about winning at any cost. It is about finding common 
ground and building alliances to achieve organizational objectives. Being a successful 
project manager requires that you also be a skilled organizational politician.

Managing Global Project Teams
One important trend that most organizations are facing in the development of infor-
mation systems is the increased use of global project teams, often referred to as virtual 
teams, with members located throughout the world. In this section, we first examine 
several catalysts for this trend. Next, we examine various challenges related to managing 
these teams. The section concludes with advice for developing stronger global informa-
tion systems project teams.

Growing Numbers of Global Information Systems Projects
The use of global teams for information systems projects has become extremely popular. 
This growth can be attributed to three primary factors (see Figure 3.14):

 1. Advances in telecommunications
 2. Increased globalization
 3. Increased outsourcing

All these factors are related. For example, advances in telecommunications have 
enabled organizations to more easily outsource part of their information systems oper-
ations, such as data entry, user support, or application programming, to locations that 

Global project team
A project team whose 
members are located 
throughout the world.

Figure 3.14 Factors that affected the growth in international information systems projects
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offer cheaper labor. Yet without a high-quality network connection between sites, this 
would be much more difficult. In the remainder of this section, we briefly examine each 
of these factors.

Advances in Telecommunications
In the past decades, there have been tremendous advances in telecommunications. The 
proliferation of the internet and the web is the most significant example of how the 
connectivity across the globe has increased. Today more than 3.5 billion people have 
access to the internet. Advances in telecommunications—for example, twenty-four-
hour global news, the internet, smartphones, instant messaging, and blogs—have led 
to vast increases in globalization and have also spurred the use of global project teams. 
A variety of communication technologies—ranging from mobile devices to electronic 
meeting systems—can enable teams located across the world to collaborate. (We will 
discuss communication and collaboration technologies in Chapter 4.)

Increased Globalization
Globalization refers to the integration of economies throughout the world, enabled by 
innovation and technological progress (IMF, 2002). Today organizations are increas-
ingly moving away from focusing exclusively on local markets. For example, Asian 
businesses such as Foxconn and Creative Technology are focusing on global markets by 
attempting to become serious competitors in the PC, telecommunications equipment, 
computer parts, and digital services industries. The Thai subsidiary of Texas Instruments 
is also increasing its global customer base, becoming one of the world’s largest producers 
of microchips. PricewaterhouseCoopers is focusing on forming overseas partnerships to 
increase its client base and better serve regions away from its U.S. home. Today, more 
and more organizations are operating throughout the world; this, too, has led to an 
increased use of global project teams.

Changes in political systems have also opened new markets, most notably in Asia 
and Latin America. For instance, Hong Kong, with its sophisticated fiber-optic–based 
telecommunications infrastructure and multinational banks, has become a center for 
organizations focusing on internet-enabled business. Many Latin American countries 
have also liberalized and expanded their global trade, most notably Brazil, which is 
home to more than half of the internet users in Latin America. Likewise, China has 
been rapidly evolving, though market entry for international players remains severely 
limited, and intellectual property issues and censorship continue to be a challenge. In 
sum, the globalization of the world’s markets is another important factor contributing 
to the growth of global information-systems project teams.

Increased Outsourcing
The advances in telecommunications and increased globalization have enabled orga-
nizations to seek partners with inexpensive yet high-quality labor. Much like a firm 
would outsource the manufacturing of some component of a physical product, firms 
are also now outsourcing information system development, support, and management. 
In 2015, the global market of outsourcing services was almost US$90 billion (Statista, 
2017). Companies are choosing to outsource some or all of their information systems 
development, support, or management for a variety of reasons, including (King, 2003)

 • To reduce or control costs
 • To free up internal resources

Globalization
The integration of 
economies throughout 
the world, enabled 
by innovation and 
technological 
progress.
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 • To gain access to world-class capabilities
 • To increase revenue potential of the organization
 • To reduce time to market
 • To increase process efficiencies
 • To outsource noncore activities
 • To compensate for a lack of specific capabilities or skills

In addition to these factors, a “buy-versus-build” mentality is becoming more perva-
sive with increases in cloud computing. Additionally, with better low-level support and 
more programming tasks being outsourced, organizational IT groups increasingly are 
being used to integrate off-the-shelf modules with applications developed by outsourc-
ing partners. Increased system integration and the use of global outsourcing providers 
make effective project planning and management extremely important. Next, we will 
examine some of the challenges associated with managing global information systems 
project teams.

Ethical Dilemma: Implications of Global Outsourcing

From software development to call centers, many 
companies have used outsourcing to gain access to 
highly skilled but inexpensive labor in foreign countries, 
mainly India and China. Often, companies choose to 
outsource certain jobs because they have a hard time 
finding the right workers in the United States; in many 
cases, however, outsourcing is done to decrease 
costs, which increases a company’s bottom line.

Although outsourcing can be beneficial for com-
panies, it often results in domestic job cuts. For the 
displaced worker, the outsourcing is not beneficial. 
However, recent studies claim that offshore out-
sourcing is not a zero-sum game; companies often 
use the cost reductions from outsourcing to move 
into new business segments or to invest in new prod-
ucts, thereby creating new jobs domestically.

More importantly, global outsourcing can come at 
a cost for the overseas workers. In many developed 
countries, workers have fought for decades over their 
working conditions and, as a result, are treated well 
and are paid fair wages. For the overseas workers, 
this is often not the case. While global outsourcing 
creates jobs and provides additional ways of generat-
ing income, factors such as equitable pay, workplace 
safety, or respectful treatment are often lacking. As a 
project manager, you may find yourself in a quandary. 
On the one hand, you may struggle to find qualified 
team members domestically or you may be forced to 
reduce labor costs. On the other hand, you may not 
be sure if the overseas team members are treated as 
they would be in your home country.

Discussion Questions
 1. Although you suspect that the overseas team members might not be treated as well as your domestic 

team members, you know that their work ultimately helps them provide for their families. Should this 
consideration outweigh other ethical issues? Why or why not?

 2. As a project manager, how can you ensure the ethical treatment of overseas team members? Explain.

Based on: Welinder (2017).

Challenges for Managing Global Information Systems Project Teams
Whether or not a firm is trying to integrate information systems across countries, 
develop a system in one country for use in another, or outsource parts of its systems 
development abroad, it faces many challenges when it seeks to operate across national 
boundaries. Challenges for managing global information systems project teams can be 
categorized into four broad categories (see Figure 3.15):
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 1. Technology-related challenges
 2. Cultural challenges
 3. Human-resource challenges
 4. Environmental challenges

Technology-Related Challenges

The primary technological challenge faced by organizations operating across national 
boundaries is related to the telecommunications infrastructure. The quality and speed 
of telecommunications can vary from country to country. For example, the quality of 
the telecommunications infrastructure can vary significantly, causing problems in data 
transfer and connectivity. Likewise, the sophistication and geographic coverage of a 
country’s telecommunications infrastructure can also vary. In less developed countries, 
such as those in Asia or Africa, large areas can exist where no network access is available. 
Such gaps act as a significant barrier to developing global partnerships. 

Cultural Challenges

Culture can be defined as the “collective programming of the mind that distinguishes 
the members of one group or category of people from another” (Hofstede, 2001, p. 9). 
According to Hofstede, cultures differ in a number of dimensions—namely, power dis-
tance, uncertainty avoidance, individualism/collectivism, masculinity/femininity, long-
term orientation versus short term orientation, and indulgence versus restraint (see 
Table 3.6). As different nations have their own cultures and differ in these dimensions, 
it is essential to understand these differences when managing global project teams.

The first dimension, power distance, describes that different societies have different 
views on hierarchies and power structures in organizations and teams. Whereas cultures 
high in power distance prefer hierarchical structures, cultures lower in power distance 

Figure 3.15 Challenges of managing global information systems project teams

Culture 
The collective 
programming 
of the mind that 
distinguishes the 
members of one group 
or category of people 
from another.

Power distance 
A cultural 
characteristic that 
describes how 
different societies 
handle the issue of 
human inequality.
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view individuals as equals. As a result, this is likely to influence leadership styles and 
collaborative behavior.

For instance, an information systems development project was undertaken by a 
Jamaican insurance company to improve its claims processing (Walsham, 2001). For 
this project, Indian software developers were hired to jointly develop the new infor-
mation system with their Jamaican counterparts. In the initial project stages, the group 
worked effectively together. Over time, however, there was significant and ongoing 
conflict between the two groups. One of the major causes of this conflict related to 
differences in power distance between the Indian and Jamaican cultures. The Indian 
software developers, originating from a country with a relatively high power-distance 
culture, were viewed as being highly autocratic and were not used to being contradicted 
or questioned. In contrast, the Jamaican developers came from a relatively low pow-
er-distance culture, believing in consensual and democratic management styles. For 
them, it was most natural to sit down as a group and talk through issues when making 
decisions. The difference in power distance for these teams led to extensive clashes, 
delaying the actual development process and hurting the overall project quality.

Cultures also differ in terms or uncertainty avoidance, or people’s willingness to 
take risks. Whereas team members from cultures high in uncertainty avoidance tend to 
be more cautious, people from cultures low in uncertainty avoidance are more willing 
to try new techniques or technologies. Relatedly, individualism/collectivism describes 
whether a culture values the individual over groups or vice versa. Whereas in individ-
ualistic societies, people tend to value personal achievement, the focus in collectivist 
cultures is on group goals. Consequently, this can cause conflicts within global project 
teams. The masculinity/femininity dimension explains in how much a culture values 
masculine qualities such as strength or dominance, or is characterized by feminine qual-
ities such as modesty. As the other dimensions, this can have important consequences 
for not only user preferences, but also for team collaboration.

Table 3.6 Critical Cultural Dimensions for Various Countries

Countries
Critical Cultural Dimensions Group 1: 

United States, 
Canada, 
Australia

Group 2: 
Germany, 
Austria, 
Switzerland

Group 3: 
Mexico, 
Venezuela, 
Peru

Group 4: Japan Group 5: China, 
Hong Kong, 
Singapore

Power Distance Moderately 
low

Moderately 
low

Moderately 
high

Moderately 
high

High

Individualism/Collectivism Highly 
individualistic

Moderately 
individualistic

Moderately 
to highly 
collectivistic

Moderately 
collectivistic

Moderately 
to highly 
collectivistic

Masculinity/Femininity Moderately 
masculine

Moderately 
masculine

Moderately 
to highly 
masculine

Highly 
masculine

Moderately 
masculine

Uncertainty Avoidance Moderately 
weak

Moderately 
strong

Moderately 
strong

Strong Moderately 
weak

Long-Term Orientation 
versus Short-Term 
Orientation

Short term / 
normative

Long term / 
pragmatic

Short term / 
normative

Long term / 
pragmatic

Long term / 
pragmatic

Indulgence versus Restraint Indulgence Indulgence Indulgence Restraint More on 
restraint

Based on: Hofstede (2018).

Uncertainty avoidance  
A cultural 
characteristic that 
helps in understanding 
the risk-taking nature 
of a culture.

Individualism/
collectivism  
A cultural 
characteristic that 
reflects the extent to 
which a society values 
the position of an 
individual versus the 
position of a group.

Masculinity/femininity  
A cultural 
characteristic that 
refers to the degree 
to which a society 
is characterized by 
masculine or feminine 
qualities.
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In addition, cultures can have a longer-term orientation or a short-term orienta-
tion, as implied by a culture’s long-term orientation versus short-term orientation. 
In particular, cultures with a long-term orientation are willing to forego short-term 
gratifications (such as material or social success) for the promise of future rewards. 
Finally, cultures can differ in indulgence versus restraint, or their focus on quantity 
of life versus quality of life. Whereas in cultures with a focus on quantity of life, the 
acquisition of material goods and competition is valued highly, cultures focusing on 
quality of life tend to value relationships and concern for others. In sum, global project 
teams composed of people with differing cultural values will be much more difficult to 
manage. Effective project teams will require members who are sensitive and respectful 
to the differences of others; it is crucial that project managers employ differing and 
flexible management techniques in order to help a team reach its optimal performance.

Other factors influencing global project team interaction include the following:

 • Language, including accents, regional idioms, or colloquialisms
 • Work culture, including habits and attitudes about work
 • Aesthetics, such as different views about visual design
 • Education, including literacy and attitudes about formal versus informal education
 • Religion, beliefs, and attitudes about the role of spirituality in society as well as 

moral values
 • Social organizations, such as the role of the family in society
 • Political life and stability

As outlined in Table 3.7, these different factors can have tremendous effects on 
team interaction and performance. For instance, differences in language proficiency can 
lead to misunderstandings, which can have grave consequences when communicating 
crucial project information, such as technical specifications. Further, team members 
of global project teams have to adjust to different work cultures; for example, whereas 
Americans tend to first focus on a project’s outcome, Europeans tend to use a more 
linear, incremental approach (Heichler, 2000). Clearly, managers of global project teams 
need to take a number of factors into account, so as to build a well-functioning team 
and achieve a successful project outcome.

Expertise Related Challenges

Apart from the cultural issues, the nature of the IS workforce can also pose significant 
challenges for global project teams. The level of workers’ education and skills often 
widely varies, as does the cost for employing workers. Whereas companies operating 
in developed nations can draw on a large pool of skilled information systems person-
nel, these employees tend to be paid higher than in developing countries. In addition, 
different countries have historically focused on different industries, leading to different 
types of skills prevalent in different countries.

For instance, a cross-cultural software development project involving analysts and 
developers from both Norway and the United States led to conflict regarding the pre-
ferred development methodology and programming environment (Sarker and Sahay, 
2004). This conflict hindered workload sharing and team cohesiveness.

Long-term orientation 
versus short-term 
orientation  
A cultural 
characteristic that 
reflects the extent to 
which a culture has a 
longer- or shorter-term 
orientation.

Indulgence versus 
restraint  
A cultural 
characteristic that 
contrasts the extent 
to which a culture 
focuses on quantity 
of life versus quality 
of life.
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Regulatory and Geoeconomic Challenges
Regulatory and geoeconomic issues can also pose significant challenges for managing 
global IS projects and teams due to differing rules and regulations. One example is the 
European Union General Data Protection Regulation of 2018, which regulates various 
ways in which data can be collected, stored, or transferred. For example, personal data 
collected in Europe can only be used for the purposes for which it was collected and 
cannot be easily transferred across national borders. This has caused significant chal-
lenges for U.S. organizations that employ European project team members.

Legal policies can also differ, which is often an outgrowth of the inherent culture of 
the country. For example, the copyright laws in China are fairly relaxed because copy-
ing is seen as a compliment to the originator of the work. The concept of ownership 
of intellectual property goes against the Chinese notion that the value of the society 
is greater than the value of the individual. The political environment can also play an 
important role in global project team management. A stable, political government that 
is keen on investing in information systems infrastructure is always more attractive to 
potential partners. Likewise, currency fluctuations can have significant implications for 
global operations and teams where changes in the exchange rate can quickly transform 
a low-cost geographical area to a high-cost area and vice versa.

In sum, various challenges can influence the difficulty of managing global project 
teams. In addition to these challenges, relatively minor issues such as differences in time 
zones or how intellectual property is viewed can pose formidable challenges to global 
project teams.

Developing Global Information Systems Project Teams
One of the keys to creating successful global project teams is to have members who 
can work together effectively. This means that effective project team members will not 
only have strong technical skills but will also be effective at working in cross-cultural 
teams. Unfortunately, people with good cross-cultural team training are in short supply. 
Nevertheless, there are several effective strategies for developing stronger global project 
teams, and these are discussed next (see Figure 3.16).

Table 3.7 How Various Cultural Elements Can Affect Project Team Interaction and Performance

Cultural Element How It Can Impact the Project
Language Communication problems can influence project team efficiency, understanding, and 

performance.
Work Culture Different skills, work habits, and attitudes can influence project performance and 

manpower constraints.
Aesthetics Art, music, and dance reflect nonwork interests that can be used to enrich team 

communication and cohesiveness.
Education Education levels limit skill levels, technological sophistication, and infrastructure.

Religion, Beliefs, and Attitudes Basic values and beliefs can influence attitudes toward work, promptness, 
punctuality, mutual trust, respect, and cooperation.

Social Organization Social norms can influence formal and informal communication, including 
negotiations and job assignments.

Political Life Differing political systems can influence the delivery of supplies and equipment, 
human rights, the legal system, and overall stability.

Adapted	from: Verma (1997).
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Hire Individuals Experienced in Working across Cultures
The first strategy is very straightforward. Simply put, hiring individuals who are expe-
rienced in working on cross-cultural project teams and possess the necessary cultural 
sensitivity to empathize with other cultures will greatly enhance global project team 
performance. Pat Zilvitis, the CIO of Gillette, has repeatedly found that people who 
have “technical astuteness, business understanding, cultural sensitivity, and ability to 
communicate well” are perfect candidates for global project team assignments (Heichler, 
2000). Given that it is often difficult to find people with global project team experi-
ence, another strategy is to develop the skills of existing employees. For example, many 
companies are rotating staff into global project teams or assigning staff to locations 
throughout the world.

Hire Individuals Who Can Speak Multiple Languages
A second strategy is to hire individuals who can speak different languages. Language 
problems within global project teams are often hidden beneath the surface. Many peo-
ple are embarrassed to admit when they don’t completely understand a foreign col-
league. Unfortunately, the miscommunication of important design information can 
have disastrous effects on a project. Having at least one person at each remote location 
who is fluent in the host country’s language can help alleviate this problem.

Make the Organizational Culture More Flexible
A third strategy is to design a flexible organizational culture that best reflects the cul-
tural values of the local employees. For example, Fujitsu has been making strong gains 
in its international markets, especially in internet and multimedia products, after years 
of overseas failure. To gain flexibility, Fujitsu changed its culture significantly to fit the 
needs of local environments, such as the relaxation of strict Japanese standards of dress 
and the introduction of flexible working hours. This flexibility has led to enhanced 
organizational and project team performance.

Figure 3.16 Strategies for developing global information systems project teams
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Sensitize Teams to Global Cultural and Political Issues
A fourth strategy focuses on the development of mechanisms to help global project 
teams be more sensitive to the various cultural and political differences of their mem-
bers. Such sensitivity and awareness can be developed through careful and in-depth 
training and by having a diverse mix of employees representing different cultures within 
the organization and team. Project team members who understand current events and 
the political climate of a global project team member’s country will enhance project 
communication, team cohesiveness, and performance.

Globalization is a reality within the information systems departments of most large 
organizations. In the not too distant future, it will be a reality in virtually all organiza-
tions, both large and small. For better or worse, it appears that global outsourcing is here 
to stay. Thus, to be an effective project manager in this increasingly global environment, 
you must become skilled in understanding and working with cross-cultural teams.

Global Implications: Managing International Projects 

Project managers who are successful in managing 
projects within their home countries are not always 
successful when assigned to manage a project in an 
international location. To increase your chances of 
success, prior to your assignment do the following:

 1. Inform yourself about the country from books, 
newspapers, magazines, and websites.

 2. Learn from others who’ve already experienced 
the country and culture.

 3. Never assume that literal translations convey 
the spirit of a text.

 4. Stay on top of current events by watching 
locally produced television and monitoring the 
local news.

 5. Familiarize yourself with your host country by 
touring local parks, monuments, museums, 

entertainment locations, and other cultural 
venues.

 6. Share meals and breaks with local workers and 
discuss more than just work-related issues, 
such as current local events and topics.

 7. Know which sensitive topics to avoid during 
conversations.

 8. Learn several words and phrases in the local 
language.

 9. Download a translation app.
To create a successful project team environment, 

you need to build trust. Trust is built by showing sen-
sitivity to and awareness of local issues, language, 
and culture. By following these steps, you will not 
only increase the project’s likelihood of success; you 
will also make your project experience much more 
enjoyable. 

Based on: Treitel (2000); Valacich and Schneider (2018).

Managing Project Teams and PMBOK
In this chapter, we have focused on an important part of Knowledge Area 9, Project 
Resource Management, of the Project Management Institute Body of Knowledge (PMBOK, 
2017; see Figure 3.17). Specifically, we have discussed topics related to the processes 
Develop Team and Manage Team. Additionally, we have discussed issues related to 
Knowledge Area 2, the Project Management Context, by examining various organi-
zational influences on projects and project managers, as well as several key general 
management skills for project managers. Together, this information provides a solid 
foundation for managing project teams.
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Figure 3.17 Chapter 3 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ⚫                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        
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7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ⚫           ��  

9.5 Manage Team ⚫ ��
9.6 Control Resources �� ��
10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ��
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Running Case: Managing Project Teams

James Cheung, the assistant director of information 
technology at Jackie’s, a Bay Area–based electronics 
retail store chain, walked into his building’s conference 
room. It was early in the morning for James, but the 
meeting was important to him. He was going to 
put together his team for the customer-relationship 
project he had just been named to manage. It was 
James’s first big project to manage at Jackie’s, and 
he was excited about getting started.

“Hi, James,” said Sarah Codey, the chief opera-
tions officer. Sarah sat next to a guy James did not 
know. “This is Trey Lyman, James. I’ve asked that he 
be on your project team to represent me.” 

James and Trey shook hands. “Nice to meet you, 
James. I’m looking forward to working with you on 
this project.”

“Trey knows how important this project is to me,” 
Sarah said, “so I expect him to keep me informed 
about your progress.” She smiled.

Great, James thought, more pressure. That’s all I 
need. Just then, Nick Baldwin, the head of marketing, 
walked into the conference room. With him was a 
young woman James recognized, but he wasn’t sure 
where he had seen her.

“James,” Nick said, “let me introduce you to Cindy 
Kobayashi. She is the assistant director of market-
ing. She will be representing marketing and me on 
your No Customer Escapes project.”

“Hi, James,” Cindy said. “I have a lot of ideas about 
what we can do. Even though I still have my regular 
job to worry about, I’m excited about working on this 
project.”

“Who else will be on your team?” Sarah asked.
“I am bringing Kevin Woodfield from IT,” James 

said. “He is in charge of systems integration in the 
IT department and reports to me. In addition to me 
and Kevin and Cindy and Trey, we will also have a 
store manager on the team. I’m trying to get Maria 
Gutierrez, the manager of the store in Riverside. Like 
the rest of us, she is really busy, but I think we have 
to have a store manager on the team.”

“Riverside?” Sarah asked. “That’s one of our top 
stores. Maria should have a lot of insight into the 
issues related to keeping customers if she is man-
aging the Riverside store. And you are right, she is 
going to be very busy.”

“So,” Nick asked, “when is your first meeting?”

Adapted	from: Valacich and George (2017).

Chapter Summary
Describe the characteristics of a project team and 
the factors that influence team performance. A 
project team consists of two or more people who are 
mutually accountable to the organization and to each 
member of the team; they are also highly interdepen-
dent, having both shared goals and complementary 
skills. Project teams do not automatically become 
highly interdependent and productive but must 
develop and evolve through various stages as they 
work together over time. When teams develop, they 
pass through five stages: forming, storming, norming, 
performing, and adjourning. Work design, composi-
tion, context, and process factors are just some of the 
many factors that influence team performance. The 
tools and techniques of two key processes, Develop 
Team and Manage Team, can help managers and their 
teams achieve successful projects.

Explain how to motivate team members. Motiva-
tion refers to an individual’s intensity, direction, and 
persistence of effort toward attaining a goal. There 
have been contrasting views of how, why, and when 

people are motivated. Need theories of motivation 
deal with factors within a person that act to ener-
gize, direct, or stop various behaviors. For example, 
good working conditions may energize a person to 
work hard on a project. Process theories of motivation 
attempt to understand a person’s behavior based on 
intrinsic or personal factors that are used to motivate 
specific behavior. In general, this perspective suggests 
that project managers need to create a proper envi-
ronment, work processes, and rewards to inspire the 
greatest levels of motivation in people.

Explain the sources and effects of leadership, power, 
and conflict in a project team. Leadership is the 
ability to influence people toward the achievement 
of goals. There are three primary schools of thought 
regarding why certain people are great leaders. First, 
trait theories of leadership posit that personality, 
appearance, competency, and other personal charac-
teristics differentiate leaders from nonleaders. Second, 
behavioral theories of leadership propose that people’s 
actions, rather than personal traits, determine their 

  Information Systems Project Management,
Edition 2.0



110 • Chapter 3 / Managing Project Teams

potential to be successful leaders. Third, contingency 
theories of leadership propose that the situation is the 
most critical element for successful leadership. Power 
refers to the absolute capacity of a person to influence 
the behavior or attitudes of one or more target persons 
at a given point in time. Researchers have identified 
two general types of power that can be used to influ-
ence the behavior and attitudes of others: positional 
power and personal power. Positional power is based 
on an individual’s position in an organization and 
can be one of five types: legitimate, reward, coercive, 
informational, and ecological. Personal power is based 
on an individual’s unique characteristics and can be 
one of three types: expert, referent, and charismatic. 
Conflict is the opposition of people in an organization 
arising from incompatible or opposing needs, drives, 
wishes, or external or internal demands. There are two 
general types of conflict within project teams: func-
tional and dysfunctional. Functional conflict helps 

support the goals of the team and improve its perfor-
mance, whereas dysfunctional conflict hinders group 
performance and is destructive to team performance.

Explain why global project teams are increasing and 
describe the challenges of managing these teams. 
The use of global teams for information systems 
projects has become increasingly popular due to three 
primary factors: (1) advances in telecommunications, 
(2) increased globalization, and (3) increased out-
sourcing. Although global project teams have become 
widespread, there are many challenges for managing 
these teams, including (1) technology-related chal-
lenges, (2) cultural challenges, (3) human-resource 
challenges, and (4) regulatory and geoeconomic chal-
lenges. Because of this, you must become skilled in 
understanding and working with cross-cultural teams 
to be an effective project manager.

Key Terms Review
A. Absenteeism
B. Behavioral theories of leadership
C. Conflict
D. Conflict management 
E. Contingency theories of leadership
F. Culture
G. Dysfunctional conflict
H. Equity theory
I. ERG theory
J. Expectancy theory
K. Functional conflict
L. Global project team 
M. Globalization
N. Goal-setting theory
O. Hierarchy of needs
P. Individualism/collectivism
Q. Indulgence versus restraint
R. Job satisfaction
S. Leader
T. Leadership

U.  Long-term orientation versus short-term 
orientation

V. Manager
W. Masculinity/femininity
X. Motivation
Y. Myers-Briggs Type Indicator (MBTI)
Z. Personal power
AA. Positional power
BB. Power
CC. Power distance
DD. Project team
EE. Reinforcement theory
FF. Theory of needs
GG. Theory X
HH. Theory Y
II. Theory Z
JJ. Trait theories of leadership
KK. Turnover
LL. Two-factor theory
MM. Uncertainty avoidance

Match each of the key terms with the definition that best fits it.

 1. A cultural characteristic that contrasts the extent to which a culture focuses on quantity of life versus 
quality of life.

 2. A cultural characteristic that describes how different societies handle the issue of human inequality.
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 3. A cultural characteristic that helps in understanding the risk-taking nature of a culture.
 4. A cultural characteristic that refers to the degree to which a society is characterized by masculine or 

feminine qualities.
 5. A cultural characteristic that reflects the extent to which a culture has a longer- or shorter-term 

orientation.
 6. A cultural characteristic that reflects the extent to which a society values the position of an individual 

versus the position of a group.
 7. A formal position of authority in an organization that is responsible for planning, organizing, directing, 

monitoring, and controlling the activities of others.
 8. A hierarchy of needs—physiological, safety, social, esteem, and self-actualization—where as each need 

is met, the next higher-level need becomes the motivating focus.
 9. A motivation theory that argues that both positive and negative feedback condition behavior.
10. A person, who, by virtue of his or her personal attributes, can exert influence on others.
11. A project team whose members are located throughout the world.
12. A set of leadership theories that argue people’s actions determine their potential to be successful leaders.
13. A set of leadership theories that suggest personality, appearance, competency, and other personal char-

acteristics differentiate leaders from nonleaders.
14. A set of leadership theories that suggest that the situation is most critical for identifying leadership 

success.
15. A widely used personality test.
16. An individual’s intensity, direction, and persistence of effort toward attaining a goal.
17. Conflict that hinders group performance and interferes with team performance.
18. Conflict that supports the goals of the team and improves its performance.
19. Individuals compare their work inputs and outcomes with those of others and then respond to eliminate 

any inequities.
20. Individuals’ motivation can be explained by their need for achievement, power, and affiliation.
21. Intrinsic factors (motivational factors) are related to job satisfaction, whereas extrinsic factors (hygiene 

factors) are associated with dissatisfaction.
22. Motivational theory reflecting the Japanese work philosophy that includes a belief in lifetime employ-

ment, strong company loyalty, and group consensus.
23. Motivational theory that assumes people dislike work, are lazy, dislike responsibilities, and must be 

coerced to work hard.
24. Motivational theory that assumes people like work, are creative, like autonomy, and seek responsibility.
25. People exert a high level of effort when they believe that (1) effort will lead to a good performance 

appraisal, (2) a good appraisal will lead to rewards, and (3) these rewards will satisfy their needs.
26. Power derived from an individual’s position in an organization.
27. Power derived from an individual’s unique characteristics.
28. Specific and difficult goals, with clear feedback on how well a person is meeting the goals, can enhance 

a person’s work productivity.
29. The ability to influence people toward the achievement of goals.
30. The absolute capacity of a person to influence the behavior or attitudes of one or more target persons 

at a given point in time.
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31. The collective programming of the mind that distinguishes the members of one group or category of 
people from another.

32. The failure to report to work.
33. The general attitude a person has toward his or her job.
34. The integration of economies throughout the world, enabled by innovation and technological progress.
35. The opposition of people in an organization arising from incompatible or opposing needs, drives, 

wishes, or external or internal demands.
36. The rate at which people voluntarily or involuntarily leave an organization.
37. The use of resolution and stimulation techniques to achieve a desired level of team conflict.
38. Three core needs—existence, relatedness, and growth—of which more than one need may be operative 

at the same time; if the fulfillment of a higher-level need is unrealized, the desire to satisfy a lower-level 
need becomes the motivating focus.

39. Two or more people who share the same goals, are interdependent, have complementary skills, and are 
mutually accountable to the organization and to each member of the team.

Review Questions
 1. How is a project team different from a group?
 2. Describe the five stages of project team development.
 3. Discuss how work design, composition, context, and process influence project team performance.
 4. What is motivation, and why is it important for project managers to understand why and how people 

are motivated?
 5. Describe and contrast the hierarchy of needs, the ERG theory, and the two-factor theory.
 6. What are process theories of motivation?
 7. Contrast what is meant by hygiene factors versus motivational factors in the two-factor theory of 

motivation. Which is more important? Why?
 8. Describe how leadership and power can be used to influence project team members.
 9. Explain and contrast trait, behavioral, and contingency theories of leadership.
10. Describe various types of positional power and personal power.
11. Describe and contrast functional versus dysfunctional conflict and how conflict management tech-

niques can be used to manage conflict within a team.
12. What factors have led to the increased use of global project teams?
13. Explain and contrast various technological, cultural, human-resource, and geoeconomic challenges of 

managing global project teams.

Chapter Exercises
 1. Do you prefer to work as part of a team or alone? Why? How do you think your answer compares with 

others in your class? Does this preference depend on what type of task you are working on?
 2. What types of problems might occur at each stage in the five-stage team development model?
 3. Can a person be too motivated? Why or why not?
 4. What motivates professional employees? What motivates hourly workers?
 5. Do you think you have the traits and skills to be a leader? Why or why not?
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 6. Distinguish between leadership and management. Do you think you would be a better leader or a better 
manager? Why?

 7. Which type of power—positional or personal—has the greatest influence on other team members 
within an information systems project team? Why?

 8. Some conflict is good for a project team, whereas other types of conflict are bad. Which type of conflict 
causes the greatest problems in project teams? Why?

 9. Global outsourcing appears to be here to stay. Use the web to identify a company that is providing low-
cost labor from some less-developed part of the world. Provide a short report that explains who they 
are, where they are located, who their customers are, what services and capabilities they provide, how 
long they have been in business, and any other interesting information you can find in your research.

10. Examine Table 3.6 and rate yourself for each of the critical cultural dimensions. Do your ratings match 
those of your country in every instance? If they do, why do you think this is so? If not, why not?

11. Contrast the pros and cons of managing diverse project teams.
12. What are the implications of new forms of technology-mediated communication for managing project 

teams?
13. Leaders can come from all backgrounds, genders, and races. Meet with a team of three to five students 

and identify what makes the following individuals more effective (or less effective) leaders: Mark 
Zuckerberg, Harry Welch, Elon Musk, Bill Gates, and Oprah Winfrey. Write a one-page summary of 
your results.

14. Throughout your life—at school, work, or socially—you have undoubtedly participated on a team. Meet 
with a team of three to five students and identify, without naming names, the “worst team member I 
have ever worked with.” During this discussion, identify the key factors as to why each nominated worst 
team member was chosen, and summarize this in a one-page report to your instructor.

Chapter Case: Sedona Management Group and Managing Project Teams

The Sedona Management Group (SMG) recognizes 
the importance of teamwork in the successful 
completion of projects. Tim Turnpaugh also believes 
in building a project team based on both the skills 
and diversity in background of the project team 
members. To Turnpaugh, diversity in background 
adds fresh ideas that can enhance the quality 
of SMG’s products. As an example, the chief 
programmer at SMG not only has the expected skills 
in PHP, Ajax, and MySQL, but he is also a professional 
jazz musician. Another member of SMG’s team, a 
graphic designer, was a physical therapist and an 
artist prior to joining the team. Turnpaugh believes 
that such diverse backgrounds allow people to 
approach problems differently, see issues from 
different perspectives, and in many ways, enhance 
the quality of the work environment. All these factors 
not only result in enhanced project quality but also 
help the team learn to “think outside the box” and 
build new products and services that enhance 
customer satisfaction and loyalty.

What does it take to be an employee at SMG? 
The Sedona team looks for intrinsically motivated 

individuals, people who enjoy their work, whether it 
be building applications or interacting with SMG’s 
diverse client base.

While these individuals should have the neces-
sary technical expertise, such as skills in PHP, Ajax, 
and MySQL, their ability to work as members of the 
Sedona team and create a fun work environment 
are also highly valued. SMG looks for people who 
strive for perfection in what they do. Turnpaugh 
believes that these characteristics—while they can 
be developed to some extent—are highly dependent 
on the person’s basic personality and attitudes. Indi-
viduals who enjoy their work and pay attention to 
details make great employees for a self-managed 
work team environment, such as that at SMG. While 
compensation and other forms of extrinsic motiva-
tion are always important for any work environment, 
Turnpaugh seeks employees who are self-motivated 
to succeed and have fun while working.

In several situations, Turnpaugh has trained 
unskilled employees—what he calls rookies. He 
emphasizes that if an individual comes from a dif-
ferent background, the focus is not on stripping the 
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employee’s knowledge and starting over again but 
rather on finding ways to complement that existing 
knowledge with the knowledge that will be gained 
working with the team. In the case of the graphic 
designer turned web interface designer, the employ-
ee’s knowledge as an artist augments her ability in 
designing the interface for the system. As these skills 
are merged, Turnpaugh calls these people Ninjas, in 
that they become experts in their areas—beyond the 
normal black belt. He adds that he would rather have 
a few Ninjas on his team than a bunch of non-Nin-
jas. Central to SMG’s personnel philosophy is that 
recruitment is key. A smart, personable, hard-working 
individual can, in many instances, acquire the appro-
priate skills for his position. The reverse, however, is 
not true. While skilled, a person who isn’t motivated 
to work hard and cannot enjoy the work environment 
may never acquire these attributes.

SMG’s reward and recognition system is set up 
to reward both individual behavior and teamwork. 
While Turnpaugh recognizes individual members of 

the Sedona team who have done something extra 
to ensure customer satisfaction, rewards are also 
given for group-level performance to ensure people 
are pulling together as a team. To further enhance 
the social fabric and teamwork aspects of his organi-
zation, social events are frequently planned after the 
team has successfully completed a project. Many 
members of the Sedona team genuinely like each 
other and share common hobbies and time together 
after work.

Finally, Turnpaugh stresses the importance of 
smaller teams with three to seven members. Larger 
teams frequently suffer from problems associated 
with managing schedules and interteam communi-
cation. The Sedona team has found that communi-
cation is vital to the management and success of 
any project and that members of a smaller team tend 
to be in constant communication with each other. 
Consequently, these smaller teams can work more 
effectively toward fulfilling the customer’s needs.

Chapter 3 Project Assignment
As you have learned from this chapter, it takes 
teamwork to successfully complete most projects. 
The members of your entertainment website 
development team must work together to achieve 
the project objectives. For this assignment, you will 
find out what you need to work as a successful team.

 1. As an individual-level assignment, determine 
at least five things that really work well, and 
five that do not, when managing teams.

 2. Get together with your team members and 
discuss what each of you has written in 
response to Question 1.

 3. Establish a set of ground rules that you 
will use during the project to manage team 
interactions.

 4. Also determine a responsibility assignment 
matrix that defines who will perform what 
work at a very general level.

 5. Identify the skills that are most important for 
the project manager.
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Opening Case: Microsoft Broadcasts Channel 9 to 
Enhance Developer Communication

For any company, communicating and interacting 
with the larger stakeholder community is essential. 
In an attempt to improve communication with its 
developer community, Microsoft launched Channel 9, 
a website promoting dialogue between internal 

software evangelists (Microsoft programming and 
application experts) and its external developer 
community (see Figure 4.2). Channel 9 provides 
up-to-date collections of video interviews with 
members of various Microsoft product groups so 

C H A P T E R  4

Managing Project Stakeholders 
and Communication

Figure 4.1 Chapter 4 learning objectives
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that the developer community can be the first to 
learn about changing plans, new developments, 
or potential problems. The site provides an online 
forum, allowing developers to create profiles for 
themselves and to post comments and questions 
about videos and other content. Channel 9 also 
incorporates blogs, wikis, and user-editable web 
pages to better reach out to the Microsoft developer 
community.

Visitors can gain an insider’s view of current 
and future developments. The site was named 
after the United Airlines in-flight audio channel that 

broadcasts cockpit communications. Similarly, Mic-
rosoft envisions enhanced communication that will 
enable the organization to learn how to best serve 
its developer community by allowing developers to 
listen in on internal Microsoft communication. The 
welcome page on the site makes this point by stat-
ing, “We think developers need their own Channel 
9, a way to listen in to the cockpit at Microsoft, an 
opportunity to learn how we fly, a chance to get to 
know our pilots.” Microsoft is convinced that better 
communication is fundamental to better serving its 
customers through dialogue and learning.

Based on: Evers (2004); Microsoft (2016, 2018).

Introduction
In the previous chapter, we discussed how critical people are to the success of a project. 
We examined various aspects of project team composition and management, includ-
ing motivation, leadership, power, conflict, and a variety of other issues. In addition, a 
project’s stakeholders can positively or negatively affect a project. Thus effective com-
munication within a project team as well as with a project’s stakeholders is essential 
to project success. In information systems project teams, effective communication is 
particularly important because there is often a broad communication gap between tech-
nical development team members and nontechnical individuals, both inside and outside 
the team. This gap is the result of at least three factors: First, some individuals with 

Figure 4.2 Channel 9 is improving Microsoft’s communication with its developer community.
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technical training might not have adequate communication skills. Second, the nature 
of information technology is constantly changing, with new devices and jargon. Third, 
nontechnical stakeholders may not be able to effectively communicate their needs to 
the technical development team members. Together these factors can create formidable 
communication barriers between technical and nontechnical people. Likewise, identi-
fying and effectively engaging stakeholders can help shape their expectations and align 
them with the project’s objectives. In this chapter, therefore, we focus on managing 
stakeholders and project team communication. In the next section, we examine the key 
processes of project stakeholder management: Identify Stakeholders, Plan Stakeholder 
Engagement, Manage Stakeholder Engagement, and Monitor Stakeholder Engagement. We 
then examine three key communication processes for project teams: Plan Communica-
tions Management, Manage Communications, and Monitor Communications. We conclude 
by discussing several methods or techniques for enhancing project communication and 
describe various collaboration technologies that project teams can utilize to enhance 
communication.

Project Stakeholder Management
As defined in Chapter 1, stakeholders are individuals, groups, and organizations that 
are actively involved in the project, who have a vested interest in its success, and/or 
who have influence over the project and its results. As their influence can be positive 
or negative, the project management team must identify the project stakeholders in 
order to manage their expectations. If stakeholders expect too much from a project or 
if their expectations are not realistic, then they are unlikely to be satisfied with the proj-
ect’s progress or its end product. Failure to identify a key stakeholder can cause major 
problems for a project. Many different individuals can be stakeholders for a particular 
project. Key stakeholders include

 • Project manager
 • Customer
 • Performing organization—those doing the work of the project
 • Project team members
 • Influencers—those who may not buy or use the project’s product but who can 

have a positive or negative influence on the project 
 • Project management office
 • Sponsor

The sponsor is the individual in the organization who has ultimate responsibility 
for the project and its success, and who may also have financial responsibility for it. 
Many others both inside and outside the project organization may be stakeholders. 
These include sellers, owners, government agencies, media, lobbying organizations, and 
so on. For example, stakeholders of a data center project that uses the water of a nearby 
river for cooling purposes include not only project team members and the performing 
organization, but also entities external to the organization, such as the data center’s 
customers, neighbors, or even anglers who regularly fish downstream from the new 
data center. While the latter may not seem to be important at first, they may be highly 
concerned about the project’s impact on recreational (or commercial) activities and may 
have a strong voice in the local community. As you can see, the types of stakeholders, 
their level of interest, and their potential influence are quite diverse, and it is critical 
to continuously engage stakeholders so as to resolve potential issues and steer their 
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expectations into the intended direction. Many different individuals and groups with 
a stake in a project can contribute to different and conflicting expectations. The more 
expectations there are, and the more they contradict each other, the more difficult it will 
be to manage them. How does a project manager decide whom to try to keep happy? 
This is a big challenge. One rule of thumb is to try to meet the customer’s requirements, 
but that does not mean everyone else can be safely ignored. Project stakeholder man-
agement thus includes four key processes (PMBOK, 2017):

 1. Identify Stakeholders. The process involved in identifying stakeholders and analyz-
ing and classifying their levels of interest, expectations, and potential influence

 2. Plan Stakeholder Engagement. The processes for developing a stakeholder manage-
ment plan, which specifies how to engage stakeholders at various phases of the 
project and how to maintain relationships with key stakeholders

 3. Manage Stakeholder Engagement. The processes of communicating with stakehold-
ers to increase support and/or minimize resistance

 4. Monitor Stakeholder Engagement. The processes of monitoring the effectiveness 
of the stakeholder engagement processes and adjusting processes to maximize 
effectiveness

Next, we will discuss each of these processes individually.

Identify Stakeholders
The Identify Stakeholders process is critical to successful stakeholder engagement, as it 
helps managers understand the nature of the stakeholders, their interests, and potential 
influence they may have on project success. Consequently, identifying and classifying 
stakeholders helps guide the communication efforts throughout the different stages of 
a project. A key technique in the Identify Stakeholders process is stakeholder analysis, 
which involves identifying the different stakeholders, assessing their potential impact, 
as well as assessing possible stakeholder responses. Importantly, as the interest and 
influence of stakeholders may change, the project manager should conduct this analysis 
not only at the beginning of a project but also over the different stages of a project. In 
addition to having an interest in the project or its outcomes, stakeholders may have 
rights or ownership, or promote the project through the contribution of resources or 
knowledge. To help with the classification of stakeholders, project managers use tools 
such as power/interest grids, power/influence grids, or influence/impact grids, which 
are used to classify stakeholders based on their interest, influence, level of authority, or 
potential impact on a project’s outcome (see Figure 4.3). Similarly, a salience model 
(typically in the form of a Venn diagram) classifies stakeholders based on the three 
dimensions: power, legitimacy, and urgency. A stakeholder’s position in the diagram 
determines the level of needed engagement, based on the ability to influence the proj-
ect outcome (power), legitimacy of their involvement, and urgency of communication 
needs (see Figure 4.4). The stakeholder register is created as an output of the Identify 
Stakeholders process. The stakeholder register contains not only names, addresses, and 
other pertinent information about stakeholders, but also assessments of their expecta-
tions of and influence on the various phases, as well as each stakeholder’s classification.
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Figure 4.3 Power/influence grid

Figure 4.4 Salience model
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Plan Stakeholder Engagement
Once the stakeholders and their interests, influence, and expectations have been iden-
tified, the next step is to plan how to effectively maintain relationships with the various 
stakeholders, so as to harness positive influences and minimize any potential negative 
impacts. Typically, this process includes classifying stakeholders based on their level 
of support and their level of awareness of the project and its impacts (see Figure 4.5). 
A stakeholder engagement assessment matrix is used to indicate current and desired 
engagement levels for each stakeholder (see Figure 4.6). This matrix can be shared 
easily among team members and stakeholders outside the project team, to ensure that 
the right people are getting the right information in the right format at the right time.

The stakeholder engagement plan details the outputs of the stakeholder classifica-
tion, as well as the methods of how and when information needs to be distributed, so 
as maximize the effectiveness of stakeholder engagement. Needless to say, analysis and 
assessment of stakeholders may contain sensitive information, and project managers 
should ensure that only information should be included or distributed that would not 
hurt the project if it were made public.

Manage Stakeholder Engagement
The Manage Stakeholder Engagement process puts the previous process in motion; during 
this ongoing process, communication activities are conducted to engage stakeholders, 
manage their expectations, and address concerns and resolve issues that may arise as the 
project progresses through the different phases. Typical outputs are the communications 
(such as reports or presentations), but also change requests arising from interactions 
with stakeholders, updates to other project documents (such as the stakeholder register), 
or lessons learned for future projects.

Figure 4.5 Project stakeholders can range from being unaware of the project and its impact to being actively 
engaged in ensuring the success of a project.

Figure 4.6. A stakeholder engagement assessment matrix is used to indicate the current (“C”) and desired 
(“D”) level of each stakeholder’s engagement.
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Monitor Stakeholder Engagement
Just as the Monitor Communications process involves continuously assessing the effec-
tiveness of communication processes, the Monitor Stakeholder Engagement process 
entails assessing the effectiveness of the strategies for engaging stakeholders and man-
aging their relationships. For example, if the activities performed in the Manage Stake-
holder Engagement process are ineffective in bringing a particular stakeholder from 
the current to the desired engagement level, communication activities may have to be 
adjusted, or changes to the project will need to be made to account for this.

Project Communications Management
Communication—a process by which information is exchanged between individuals 
through a common system of symbols, signs, or behavior (Verma, 1997)—is the life-
blood of a project team. Without effective communication, a team cannot be successful. 
Likewise, communication is key to engaging the project’s stakeholders. In order for 
communication to be successful, the communication receiver must understand the mes-
sage that the communication sender intended to send, and both the sender and receiver 
must agree that the receiver has understood the message (see Figure 4.7). After the 
sender encodes and transmits a message, the receiver decodes the message, acknowledges 
receipt, and sends feedback to ensure that the message was understood and provides 
a response. Within the communication process, noise can affect the transmission and 
reception of the message, either consciously or unconsciously, through audio, visual, or 
environmental interference. Communication noise can be as simple as an open window 
with a warm breeze, the smell of food when hungry, or the sight or sounds of people 
outside an open office door. The aforementioned example is an example of interactive 
communication, in which two or more parties exchange information. Another form of 
communication is push communication, such as emails or letters, where information 
is distributed by the sender to specific recipients or general audiences, but receipt of 
the information is not ensured, and the recipient may or may not acknowledge receipt 
or provide feedback. In contrast, pull communication takes place when the receiver 
accesses or retrieves information, such as from books or online repositories. Given the 
importance of communication for project success, the Project Management Institute 
has identified three key project communication processes (PMBOK, 2017):

Figure 4.7 Successful communication requires that both the sender and receiver agree 
that the receiver has understood the message.

Communication 
A process by which 
information is 
exchanged between 
individuals through 
a common system 
of symbols, signs, or 
behavior.

Feedback 
The response process 
by a receiver to a 
sender within the 
communication 
process.

Noise 
Audio, visual, or 
environmental 
interference within 
the communication 
process.

Interactive 
communication 
A form of 
communication in 
which two or more 
parties exchange 
information.

Push communication 
A form of 
communication 
where information 
is distributed by the 
sender to specific 
recipients or general 
audiences, but receipt 
of the information is 
not ensured.

Pull communication 
A form of 
communication 
where the receiver 
must retrieve the 
information.
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 1. Plan Communications Management. A process for developing a comprehensive 
communications management that describes how project information will be 
communicated to meet stakeholders’ information needs

 2. Manage Communications. The processes involved in providing project information 
to all relevant stakeholders in a timely manner

 3. Monitor Communications. The processes of monitoring the effectiveness of 
the communication processes and, if needed, adjusting processes to maximize 
effectiveness

In the remainder of this section, we examine each of these three key communication 
processes.

Tips from the Pros: Defining a Secure Communications Policy

Misuse of corporate email, instant messaging, and 
other communication resources has become a 
source of substantial liability in many organizations. 
Because of this, organizations are defining policies 
to better ensure that government regulations are 
met, sensitive data are secure, and customer privacy 
is protected.

Ken Beer, product line manager of Tumbleweed 
Communications, outlined ten steps to establishing 
a secure email policy.

 1. Clearly	outline	all	personal	use	restrictions.	Make 
sure employees understand whether personal 
use is permitted and, if so, what types of 
correspondence and content are acceptable 
and unacceptable.

 2. Strictly	 prohibit	 unauthorized	 transmission	 of	
company	trade	secrets,	confidential	information,	
or privileged communication. Because the 
majority of a company’s intellectual capital is 
now stored digitally, it is crucial that employees 
do not transmit these valuable assets without 
consent.

 3. Be	 aware	 of	 industry-specific	 government	
regulations. Various industries such as 
health care and financial services have 
differing standards for privacy of information; 
policies should reflect each industry’s unique 
restrictions.

 4. Inform	 employees	 that	 their	 email	 and	 other	
computing	 activities	 may	 be	 monitored.	 It is 
the organization’s right to monitor electronic 
transmission, but employees should be notified 
and asked to sign a waiver acknowledging the 
acceptance of this policy.

 5. Implement tools to enforce polices. Firewalls, 
spam filters, virtual private networks (VPNs), 
and other emerging tools should be utilized 

by the organization to better implement the 
policy.

 6. Carefully	 define	what	 content	 can	 and	 cannot	
enter	 or	 leave	 your	 organization.	 To limit 
corporate liability, firewall filters should look 
for profane, sexually explicit, racist, or other 
potentially litigious content, as well as for 
keywords that might refer to confidential 
product or customer information.

 7. Employ	 “intelligent”	 policy	 enforcement.	 Not 
everyone in the organization should be treated 
equally. Different job functions and seniority 
may require different levels of restrictiveness.

 8. Protect sensitive business data from the 
vulnerability	 of	 plain-text	 email.	 Use VPN, 
encryption, passwords, and other data 
securing technologies when transmitting 
sensitive information on public networks.

 9. Establish a secure public network. Use capabilities 
of the existing messaging infrastructure to 
create secure and trusted communications 
channels between key members of the 
organization (e.g., CEO and CFO).

10. Ensure	 the	 privacy	 of	 your	 customers’	 data.	
Secure customer data as if it were critical 
organizational intellectual property. 

Especially as the use of mobile devices has 
increased dramatically over the past years, email 
policies and standards should not be restricted to 
users’ desktops. Rather, companies need to ensure 
that any devices used to access company-related 
emails need to be encrypted, password protected, 
and secured using company-approved security apps. 
This can be achieved using dedicated mobile device 
management (MDM) software, or by using MDM 
tools provide by services such as Office 365.

Based on: Beer (2003); Microsoft Office (2018).
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Plan Communications Management
For a project to run smoothly, all project stakeholders need various types of information 
throughout the life of the project. Plan Communications Management is the process 
of developing a comprehensive plan for informing project stakeholders of all relevant 
information on a timely basis, so as to ensure effective and efficient communication. In 
short, this process focuses on identifying how information will be communicated; the 
resulting communications management plan should include how project information 
is stored, retrieved, and discarded at the end of the project. 

Part of determining the communication requirements is not only analyzing who 
needs what information, but also how much effort should be expended to communicate 
particular information, so as to avoid wasting effort on unnecessary communication. 
Other considerations include the choice of communication medium, which include 
how urgently the information needs to be communicated, whether or not technology 
is available and sufficiently easy to use, whether the communication technology is suf-
ficiently secure to guarantee the confidentiality of information, as well as other factors, 
such as team culture or dispersion across time and space. Because effective communi-
cation is fundamental to project success, planning communications is done very early in 
the life of the project. Normally, a communications management plan includes answers 
to various questions, including

 • Who are the project’s stakeholders / stakeholder groups?
 • What are the information needs of each stakeholder or stakeholder group?
 • When does this information need to be produced, and at what intervals?
 • Where will this information be generated from?
 • Who will be responsible for collecting, storing, and verifying the accuracy of this 

information?
 • Who will be responsible for organizing, packaging, and disseminating this 

information?
 • Who will be the contact person for each stakeholder or stakeholder group?
 • In what format will this information be packaged and disseminated?
 • What communication medium will be preferred for each stakeholder or stake-

holder group?
 • What resources (in terms of time and budget) are available for communication?

Once these questions are answered for each stakeholder, a comprehensive commu-
nications management plan can be developed. Typically, project teams use the proj-
ect management plan, the stakeholder register, enterprise environmental factors, and 
organizational process assets as inputs to developing this plan. This plan will outline a 
summary of communication documents, work assignments, schedules, and distribution 
methods. 

Manage Communications
Manage Communications focuses on getting needed project information to project 
stakeholders in a timely manner. In other words, the ongoing Manage Communications 
process is the execution of the Plan Communications Management process and includes 
responding to any ad hoc information requests by stakeholders. Thus Manage Com-
munications is concerned with ensuring that project information is properly created, 

Plan Communications 
Management 
The process of 
developing a 
comprehensive plan 
for informing project 
stakeholders of all 
relevant information 
on a timely basis.

Communications 
management plan
The plan for informing 
project stakeholders of 
all relevant information 
on a timely basis, 
including how 
project information is 
stored, retrieved, and 
discarded at the end of 
the project.

Manage 
Communications 
The process of 
ensuring that project 
information is properly 
created, collected, 
stored, retrieved, 
distributed, monitored, 
and discarded.
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collected, stored, retrieved, distributed, monitored, and discarded. Normally, informa-
tion can be distributed using a broad variety of methods, each with its own strengths 
and weaknesses. Some methods are easier for the information sender but more difficult 
or less convenient for the receiver. Apart from face-to-face meetings, most information 
today is exchanged digitally. One key purpose of many communication activities—espe-
cially within teams, but also between the project team and external stakeholders—is 
performance reporting. Project teams communicate in a variety of ways: written versus 
oral versus nonverbal, informal versus formal, vertical versus horizontal, or internal 
versus external to the team. Next, we briefly review the strengths and weaknesses of 
these various communication options. Given the importance of managing commu-
nications, we will devote the following section to different topics related to effective 
communication.

Common Problems: Communication in a Crisis

Internet of Things (IoT) devices such as the Nest 
Thermostat (by a company owned by Google) are 
becoming increasingly popular. Made possible by 
advances in hardware and software, IoT devices, as 
other digital devices, need continuous maintenance 
to improve performance, add features, or fix bugs 
in the software. In December 2015, Nest released a 
software update, which, unfortunately, introduced a 
new bug. This software bug caused the battery to 
drain, such that in an unusually cold night in mid-
January 2016, many users woke up in the cold, 
leading Nest to scramble to fix the bug. In addition 
to fixing the bug, key to handling such incidents is 
communication, with the users, the general public, 
as well as Google’s shareholders. As the Nest 
software update, any IS project carries risks that may 
necessitate emergency communication. 

While not every issue results in widespread public 
attention, such issues can result in negative publicity, 
lack of consumer confidence, as well as have nega-
tive effects on share prices. Consequently, compa-
nies need to be prepared to deal with such crises, and 

an important step is to manage communication with 
the different stakeholders. Members of the Forbes 
Agency Council have proposed various rules to han-
dle communication in such crises. Some of the most 
pertinent rules include

 1. Take responsibility, rather than trying to cover 
up.

 2. Be proactive, transparent, and accountable.
 3. Be fast; don’t wait until the situation spins out 

of control.
 4. Be prepared for what might happen on social 

media.
 5. Respond like a human, not like a lawyer.
 6. Monitor social media and react fast.
 7. Try to get an understanding of the situation.
 8. Engage your PR team.
 9. Put yourself in the affected stakeholders’ 

shoes.
10. Be prepared and have a good communications 

plan.

Based on: Bilton (2016); Forbes Agency Council (2018).

Performance Reporting
Performance reporting involves the collection and distribution of project performance 
information to stakeholders so that they understand the status of the project at any given 
time. Performance reporting involves three general types of reports: status, progress, and 
forecasting. Status reports describe current information about the project, such as proj-
ect schedule or budget information. Progress reports describe what the project team 
has accomplished. Finally, forecasting reports make predictions about future status and 
progress. In general, performance reporting analyzes baseline versus actual data on proj-
ect scope, schedule, cost, risk, and quality (PMBOK, 2017). Numerous standard tools 

Performance reporting 
The collection 
and distribution of 
project performance 
information to 
stakeholders so that 
they understand the 
status of the project at 
any given time.
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and techniques for performance reporting will be described throughout the remainder 
of this book, including variance analysis, trend analysis, and earned value analysis. 

Written, Oral, and Nonverbal Communication
Written communication—the exchange of memos, reports, letters, email, instant 
messaging, and so on through the use of standard symbols—provides a record of the 
communication and is particularly useful for formal and complex communication. Of 
course, written communication is relatively time-consuming to produce, and no matter 
what medium is chosen, key to effective communication is using the appropriate writ-
ing style for the audience. Oral communication—the exchange of spoken words—is 
fast, requires little effort to produce, and is less formal than written communication. 
One major drawback of oral communication is the ease with which messages can be 
distorted as they are passed along to others. Oral communication, especially presenta-
tions, can often be enhanced, however, through the use of visual aids, such as flip charts, 
handouts, or computer-based presentations (we will examine the factors that influence 
the quality of a presentation later in the chapter). 

Nonverbal communication—information that is conveyed by body language 
through our posture, hands, facial expressions, eye contact, and personal space—can 
play an important role in transmitting and decoding oral communication. Research 
studies have found that up to 70 percent of what is really being communicated between 
individuals is done nonverbally (Barnum and Wolniansky, 1989). Table 4.1 summarizes 
whether oral or written communication is more effective for different types of proj-
ect-related communication (see also Robbins and Judge, 2017; Verma, 1996).

Informal versus Formal Communication
Informal communication grows out of people’s social interactions and is bound by 
convention, custom, and culture (Tucker, McCarthy, and Benton, 2003). Every project 
team has one or more informal communication methods, whether it is hallway conver-
sations or instant messaging using technology such as WhatsApp, Google Hangouts, 
or Skype for Business. Different people with different relationships will have different 
ways of exchanging informal information. Sometimes informal information is very 
accurate, and sometimes it is not. It is often used to exchange rumors or gossip, but also 
serves some important uses for a project team. For example, informal communication 

Status reports 
Reports designed to 
disseminate current 
information about the 
project.

Progress reports 
Reports designed to 
disseminate what 
the project team has 
accomplished.

Forecasting reports 
Reports designed 
to disseminate 
predictions about 
future status and 
progress.

Written 
communication 
The exchange of 
memos, reports, 
letters, email, instant 
messaging, and so 
on through the use of 
standard symbols.

Oral communication 
The exchange of 
spoken words.

Nonverbal 
communication 
The exchange of 
communication 
through body 
language, posture, 
hands, facial 
expressions, eye 
contact, and personal 
space.

Informal 
communication 
The exchange of 
ad hoc, casual 
communications, 
usually taking place 
outside official 
communication 
channels.

Table 4.1 How and When to Use Oral and Written Communication

Communication Method (Level of Effectiveness)
Purpose of Communication Oral Written Oral + Written
General overview Medium Medium High
Immediate action required Medium Low High
Future action required Low High Medium
Directive, order, or policy change Low Medium High
Progress report to supervisor Low Medium High
Awareness campaign Low Low High
Commendation for quality work Low Low High
Reprimand a team member High Low Medium
Settle a dispute High Low Medium
Adapted	from: Verma (1996).
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is useful for having personal and collegial conversations, and it can be used to quickly 
exchange information when clarifying communications related to work activities.

In contrast, formal communication comprises the routine methods for commu-
nicating official information within organizations. Formal communication often fol-
lows customs and norms with regard to authority, rank, and the type of information. 
Formal communication is typically in writing and often follows a standard format so 
that formal documents can be easily identified and stored. Project teams use a variety 
of settings and communication technologies when exchanging formal versus informal 
communication, as shown in Figure 4.8. 

Vertical versus Horizontal Communication.

Vertical communication refers to communication that flows between higher and lower 
levels within an organization. Upward communication typically flows to a single indi-
vidual such as a superior, while downward communication can flow to one or many 
individuals. Of course, there are exceptions, but vertical communication tends to be 
more formal.

In contrast, horizontal communication refers to communication that flows among 
team members or across functional areas within the same level of an organization. 
Within-team communication is typically viewed as horizontal communication—even 
when cross-functional—and is typically less formal. External team communication is 
often viewed as being vertical and is more formal (see Figure 4.9).

There are a broad range of options to choose from, with each communication method 
having strengths and weaknesses for exchanging different types of information. In the 
past, the general rule for communication was that formal communication was written 
and informal communication was oral. However, in addition to the actual information 
being distributed and updates to the project management plan, an important output of 
the Manage Communications process is ensuring that the communication and lessons 
learned will be available for future projects. Thus, given the need for having an effective 
team memory and the capability of modern web-based project management solutions, 
more and more information is being distributed digitally. In Chapter 5 we discuss the 
project management information system, a repository that contains all project-related 
documents, both paper and electronic.

Formal 
communication
The exchange of 
official information 
communicated 
through formal 
channels within 
organizations.

Vertical 
communication 
The exchange of 
information between 
higher and lower levels 
within an organization.

Horizontal 
communication 
The exchange of 
information among 
team members or 
across functional 
areas within the 
same level of an 
organization.

Figure 4.8 How project teams exchange formal and informal communication
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Internal versus External Communication
Teams can draw on a variety of communication and collaboration tools—ranging from 
email to electronic meeting systems—to exchange information or to communicate with 
internal stakeholders (discussed later). However, for projects involving external stake-
holders, a variety of tools suited for push communication are needed. Given the per-
vasiveness of social media, organizations communicate with external stakeholders and 
the general public not only via press releases but are using a wide variety of social media 
tools, ranging from Facebook to Twitter. These tools are especially useful when urgent 
information needs to be disseminated. While push communication is generally used to 
distribute project-related information, social media users are increasingly engaging in 
conversations with companies. Thus, especially for projects of wider public concern, the 
project manager needs to ensure that posts, tweets, and conversations are monitored 
and social media users’ messages and concerns are responded to. 

Monitor Communications
Given the importance of communications, it is necessary to monitor the effective-
ness of the communication activities. Consequently, the Monitor Communications pro-
cess involves assessing how well the communication reached the intended audiences, 
whether the communication had the intended impact, and what actions need to be 
taken to resolve any issues that may arise. Likewise, social media monitoring can help 
assess public sentiment on social media toward particular issues surrounding a project 

Figure 4.9 Horizontal communication is typically less formal than vertical communication.
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and can enable the project manager to formulate appropriate responses. Consequently, 
the Monitor Communications process may lead to renewed activities related to the Plan 
Communications Management and Manage Communications processes, so as to maintain 
the effectiveness of communication-related activities.

In this section, we discussed a variety of processes and techniques for better man-
aging communication with project stakeholders. By actively managing the communi-
cation with stakeholders, you will more likely keep the project on track and head off 
problems due to ineffective communication. Making sure that all stakeholders clearly 
understand the project status as well as all outstanding issues that might impact the 
project is fundamental to success. Next, we examine several ways to enhance project 
communication.

Enhancing Project Communication
Although many people are natural communicators, nearly everyone can improve their 
communication skills. Being an effective communicator is likely the single biggest fac-
tor in determining how successful you will become in your career. In other words, if 
you cannot effectively use oral and written communication, the likelihood of great 
career success is quite low. Fortunately, there are many options for helping you improve 
your communication skills. For example, some organizations provide training semi-
nars within the human resource management department to help employees develop 
these valuable skills. Another option that many students pursue is to join Toastmasters 
International (www.toastmasters.org), a worldwide organization dedicated to helping 
people become better communicators. Likewise, software tools such as Grammarly 
can be used to instantly provide feedback on grammatical errors in written communi-
cation, helping improve clarity and reduce the potential for misunderstandings. In the 
remainder of this section, we examine several techniques for improving your project 
communication skills.

Running Effective Project Meetings

Meetings are an important part of project team interaction. They are used for a broad 
variety of purposes, including planning actions, reviewing status, providing briefings 
and presentations, solving problems, and negotiating contracts. Unfortunately, most 
meetings are not as effective as they could be. Researchers have identified numerous 
potential problems that make meetings less effective than they could be. Among the 
most important problems are the following:

 • Lack of adequate notification and preparation
 • No agenda
 • Wrong people or too many people in attendance
 • Lack of control
 • Political pressure and hidden agendas
 • No conclusions or follow-up
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Nonetheless, meetings need to occur and can provide many benefits to the team. 
Meetings that are well planned and executed can have a big positive impact on the 
team’s performance. For example, well-planned meetings can help (Verma, 1996)

 • Define the project, team members, and key stakeholders.
 • Provide a forum for revising, updating, modifying, and clarifying key aspects of 

the project.
 • Provide an opportunity for team members to better understand how their con-

tribution fits within the scope of the overall project.
 • Increase team member commitment to the project and the team through shared 

decision-making and collaboration.
 • Increase work productivity and job satisfaction by clarifying task assignments and 

other project details.
 • Provide an opportunity for the project manager to demonstrate leadership and 

vision.
 • Provide an opportunity for project members to demonstrate their creativity, skills, 

and commitment to the project and team.

To run an effective meeting, you need to conduct several activities before, during, 
and after the meeting. For instance, prior to the meeting, you must carefully plan what 
should be accomplished; during the meeting, you must carefully control the agenda; 
and after the meeting, you must carefully document its outcomes and communicate 
them to all relevant parties. Figure 4.10 provides clear pre-, during, and post-meeting 
guidelines. Given that meetings are so valuable and important to project success, all 
project managers need to be skilled at running an effective meeting. In fact, to enable 
more effective meetings, many organizations develop a set of ground rules that are 
widely distributed to and agreed on by all organizational members (see Figure 4.11).

Making Effective Presentations
Presentations are used throughout the duration of the project for briefing team mem-
bers and external stakeholders. Like meetings, presentations can provide many benefits 
to the team. Also, like meetings, presentations are often not well prepared or exe-
cuted. Today, almost every presenter uses computer-based presentation software, such 
as Microsoft PowerPoint, Apple Keynote, or the online presentation software Prezi. 
One of the key benefits of such software is its ease of use—anyone can easily create a 
well-designed presentation and incorporate a variety of professional-looking anima-
tions, transitions, or other visual effects. Unfortunately, however, many tend to overuse 
these features, which distracts from the content of the presentation.

Thus any presentation needs to be well planned and designed. The planning and 
design of a presentation also includes organizing the content and ensuring a consis-
tent design and readable fonts. In addition, effective delivery is a skill that is crucial in 
getting one’s message across. As an effective presenter, you should help the audience 
focus on the content, rather than on the delivery, by making use of a clear voice, body 
language, eye contact, and so on. In sum, planning, design, and delivery are essential for 
an effective presentation, as highlighted in Table 4.2.
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Figure 4.11 Meeting ground rules.

Being a Better Listener
Most people believe that they are good listeners; however, research has repeatedly 
shown that most people are relatively poor listeners (Kramer, 2001). Listening is an 
active activity that consists of hearing, understanding, remembering, and acting. Most 
people speak at a rate of around 120–140 words per minute, whereas people can listen 
to up to 600 words per minute. This gap between the speeds at which people talk and 
listen will sometimes allow our minds to wander to a point where we fail to listen—hear, 
understand, remember, and act on what is being said. The difference between a good 
and bad listener is usually easy to spot (see Table 4.3). Fortunately, a few simple rules 
can help you be a better listener (Tucker, McCarthy, and Benton, 2002):

 1. Listen without evaluating. Don’t judge or guess what is being said.
 2. Do not anticipate. Don’t assume you know what someone is going to say.
 3. Note taking. Take detailed notes because we forget one-third to one half of what 

we hear within eight hours.
 4. Listen for themes and facts. Try to organize what is being said into larger concepts.
 5. Do not fake attention. Really paying attention is actually easier than faking it.
 6. Review. Review what is being said and restate it back to the speaker as you under-

stand it.

Listening 
An active activity that 
consists of hearing, 
understanding, 
remembering, and 
acting.
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Table 4.2 Guidelines for Making an Effective Presentation

Presentation Planning

Consider the audience To design the most effective presentation, you need to consider the audience 
(e.g., What do they know about your topic? What is their education level?).

Focus on the message Your presentation should be designed with a particular objective in mind.

Consider the presentation 
environment

Knowledge of the room size, shape, and lighting is valuable for designing an 
optimal presentation.

Presentation Design

Organize the sequence Organize your presentation so that like elements or topics are found in one place 
instead of randomly scattered throughout the material.

Keep it simple Make sure that you don’t pack too much information onto a slide so that it is 
difficult to read. Also, work to have as few slides as possible; in other words, only 
include information that you absolutely need.

Be consistent Make sure that you use consistent types of fonts, font sizes, colors, design 
approach, and backgrounds.

Use variety Use both textual and graphical slides to convey information in the most 
meaningful format.

Don’t rely on the spellchecker 
alone

Make sure you carefully review your presentation for typographical and wording 
errors. 

Use bells and whistles sparingly Make sure that you use familiar graphical icons to guide and enhance slides; 
don’t lose sight of your message as you add bells and whistles. Also, take great 
care when making transitions between slides and elements so that special 
effects don’t take away from your message.

Handle supplemental materials 
carefully

Take care when using supplemental materials so that they don’t distract the 
audience. For example, don’t provide handouts until you want the audience to 
actually read them.

Have a clear beginning and end At the beginning, introduce yourself and your teammates (if any), thank your 
audience for being there, and provide a clear outline of what will be covered 
during the presentation. At the conclusion, have an ending slide so that the 
audience clearly sees that the presentation is over.

Presentation Delivery

Practice the presentation Make sure that you thoroughly test your completed work on yourself and others 
to be certain it covers your points and presents them in an effective manner 
within the time allowed.

Arrive early and cue up your 
presentation

It is good practice when feasible to have your presentation ready to go before 
the arrival of the audience.

Learn to use the special software 
keys

Using special keys to navigate the presentation will allow you to focus on your 
message and not on the software.

Have a backup plan Have a backup plan in case technology fails or your presentation is lost when 
traveling.

Speak confidently To make an effective presentation, you must become an effective public speaker 
through practice.

Pay attention to your personal 
appearance

Your appearance and demeanor can greatly enhance how the audience receives 
your presentation.

Adapted	from:	Valacich and George (2017); Verma (1996).
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Being a better listener can pay numerous dividends when working with stakehold-
ers and your team members. You will not only have better job performance; you will 
also improve your personal relationships with others.

Using Communication Templates and Glossaries

Virtually all successful organizations have standard templates for most formal com-
munications. Communication templates ensure that all formal documents follow a 
standard layout and contain all required information. Communication templates are 
used for both internal and external communication. Many organizations also prepare 
templates for crisis communication, so as to be able to react quickly and effectively in 
case a crisis arises. With the use of the web, communication templates can be further 
enhanced. For example, using the project management information system (discussed in 
Chapter 1), organizations can quickly create online templates for most project-related 
documents in which project members only have to fill in the blanks to create a report; 
once the report is created, other team members can be automatically notified, or online 
documents can be automatically routed to other team members or stakeholders. Thus, 
not only does the use of templates enhance team productivity, it also ensures that all 
related documents follow a standard format and include all required information. Given 
these benefits, there are countless possibilities for using predefined templates within 
project teams (see Figure 4.12). Further, as discussed throughout this book, communi-
cation among team members and with stakeholders external to the team is of crucial to 
project success. However, communication between technical and nontechnical people 
is often challenging due to differences in background knowledge, vocabularies, and so 
on. Often, one term means different things to different people, or different terms are 
used to mean the same thing. Consequently, having a project glossary that provides 
explanations for project-specific terms and acronyms can help establish a common 
vocabulary and can help avoid miscommunication. 

Table 4.3 What Makes a Good Listener?

The Poor Listener . . . The Good Listener . . .

Always interrupts Does not interrupt

Is impatient Waits until the end, then asks questions

Makes hasty judgments Asks for clarification

Pays close attention Shows disinterest (poor posture, wandering eyes)

Doesn’t try to understand Verifies understanding by repeating what was said

Doesn’t respond Gives feedback: smiles, nods, or frowns

Mentally prepares an argument to “win” Avoids arguing and its negative effects on a relationship

Reacts to people and loses temper Responds to the idea, not to the person

Fidgets with pen, paper clips Gets rid of distractions

Goes off-subject Concentrates on both the words and feelings behind 
them; stays on track

Adapted	from:	Verma (1996).

Communication 
templates 
Specifications that 
enforce standards 
for the appearance 
and content of formal 
project documents.
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Making a Walk-Through Presentation

Users, management, developers, and other stakeholders attend numerous formal meet-
ings to review various aspects of the project throughout its life. These meetings are 
called walk-throughs and are widely used by most professional development organi-
zations. Walk-throughs have two primary objectives (Hoffer, George, and Valacich, 
2007): First, they are used to ensure that a deliverable being reviewed at the meeting 
conforms to organizational standards and project specifications. Second, they are used 
to ensure that all relevant stakeholders understand and agree with the correctness and 
completeness of the deliverable. Experience has shown that walk-throughs are a very 
effective way to ensure the quality of an information system, and they have become a 
common day-to-day activity for many project managers. Walk-throughs have been used 
to review virtually all aspects of projects, including

 • Project scope statements
 • Budget and schedule reviews
 • System specifications
 • Logical and physical designs
 • Code or program segments
 • Test procedures and results
 • Documentation and user training materials

Walk-throughs typically do not have to be overly formal or exceedingly long. How-
ever, to be most effective, it is important for all participants to understand the goals of 
the walk-through and when it should be completed. Typically, a walk-through should 
include participants with the following roles (Yourdon, 1989):

Figure 4.12 A project template for requesting a design change

Walk-through 
A peer-group review of 
any product created 
during the systems 
development process.
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 • Coordinator. Often the project leader or key analyst. Responsible for planning and 
facilitating the meeting. This person plans the meeting and facilitates a smooth 
meeting process.

 • Presenter. Typically an analyst involved in the work being reviewed. Responsible 
for presenting the work product to the other participants.

 • User. Participant(s) external from the project team. Responsible for ensuring that 
the work product evaluated meets the customers’ requirements.

 • Secretary. Usually a clerk assigned to the project team, or an analyst. Responsible 
for taking minutes and recording decisions or recommendations made during the 
walk-through.

 • Standards bearer. Person from an organizational group that is responsible for 
establishing standard procedures, methods, and documentation formats. Respon-
sible for adherence to technical standards established by the organization and for 
validating the work product.

 • Maintenance oracle. Responsible for ensuring that the work product will be easy 
to maintain.

Typically, a walk-through review form (see Figure 4.13) is used to inform the 
attendees of the agenda, date, time, and place of the meeting, as well as to ensure that 
each role (outlined previously) is filled by a qualified individual. During the walk-
through, the focus should be on reviewing various aspects of a project and finding 
defects, rather than finding solutions to any problems identified. As with any meeting, 
the focus should be on the work product, rather than the person or group responsible 
for creating the work product. Once the participants agree that the major weaknesses 
or defects have been identified, the coordinator polls the participants for their recom-
mendations, which can include validation, validation pending specific changes, or the 
request for major changes. In case major changes are needed, these are recorded by the 
secretary in a walk-through action list (see Figure 4.14), and another walkthrough is 
scheduled to review the revised work product.

One of the key advantages to using a structured review process like a walkthrough 
is to ensure that formal review points occur during the project. At each subsequent 
phase of the project, a formal review should be conducted (and shown on the project 
schedule) to make sure that all aspects of the project are satisfactorily accomplished 
before assigning additional resources to it. This conservative approach of reviewing 
each major project activity with continuation contingent on successful completion of 
the prior phase is called incremental commitment. It is much easier to stop or redirect a 
project at any point when using this approach.

Using Collaboration Technologies to Enhance Project Communication
To successfully complete a project, team members need to exchange various types of 
information, using a variety of communication technologies. Traditionally, the commu-
nication tools of choice were the telephone and fax machines. However, especially for 
global project teams (which are separated by geographical boundaries and time zones), 
these tools are not well suited. Likewise, these tools are not well suited for multiperson 
communication and collaboration. Email, in contrast, can be used for exchanging doc-
uments and other content, but can quickly become unmanageable, especially in large 
project teams. Next, we discuss communication tools frequently used by project teams.
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Ethical Dilemma: Is Big Brother Watching You?

If you think you are the only one reading your private 
email, we have some bad news for you. Ever since 
the inception of employer-employee relationships, 
employers have been trying to determine whether 
employees are doing their jobs effectively—if at 
all. Traditionally, offices have been equipped with 
surveillance equipment, which was mostly used for 
security purposes. Information technology, however, 

has taken employee monitoring to a whole new level. 
Using the right software, your employer can read 
your emails, monitor your web surfing, and even log 
the keystrokes on your computer.

In addition to this, technologies like radio- 
frequency identification (RFID) tags can be used to 
track employee movements throughout the com-
pany’s buildings. Global positioning system (GPS) 

Figure 4.13 Walk-through review form
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Figure 4.14 Walk-through action list

technology could track your location virtually any-
where in the world if you are using a company vehicle 
or a company-issued mobile device. In the current 
legal environment, your company has the right to 
collect almost any information about what you do. 
Often, companies use this freedom to collect sen-
sitive data under the disguise of attempting to safe-
guard their data or equipment. The Boston-based 
startup Humanize even introduced ID badges that 
are able to record biometric information, which can 
be analyzed to provide a plethora of information 
about each particular employee—for example, voice 
data can be analyzed to detect emotional states or 

communication behavior in team meetings. Likewise, 
companies have started to distribute fitness moni-
tors such as Fitbit to track employees’ behavior and 
adherence to wellness plans. Clearly, all these tech-
nologies are intrusions on the employees’ privacy.

You might think that you are not affected by this. 
But if you are using a computer in your universi-
ty’s library for private activities that are not directly 
related to your studies, you might already be violating 
your university’s appropriate use policies. Moreover, 
because you are using your university’s (organiza-
tion’s) resources, they have complete rights to mon-
itor what you are doing.

Discussion Questions
1. Do you believe that organizations have the right to monitor employees? Explain.
2. What communication monitoring policy should organizations use to best manage project teams? 

Based on: Derousseau (2017), James (2004).
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How Communication Methods Differ
All communication methods have strengths and weaknesses for supporting different 
types of project team communication (see Table 4.4). In addition, communication 
methods can differ in factors such as ease of use, urgency, and confidentiality. Likewise, 
collaboration technologies vary in their ability to structure the team-communication 
and problem-solving process. Electronic meeting software (discussed later) provides 
rigid communication and voting templates that highly structure the team’s interaction 
(see Figure 4.15). Some technologies allow simultaneous, synchronous communica-
tion, whereas others support asynchronous communication. For example, videocon-
ferencing supports synchronous communication, and voicemail and email are examples 
of asynchronous technologies (see Figure 4.16).

Communication technologies also vary in their ability to exchange rich information. 
Information richness is the extent to which a communication environment allows the 
exchange of verbal and nonverbal cues, supports interaction and feedback, and can be 
personalized to the communicator (Daft and Lengel, 1986). Rich environments support 
the exchange of verbal and nonverbal cues and rapid feedback; they are highly personal. 
Face-to-face communication is considered the richest environment. Lean environments 
allow a limited range of cues to be exchanged and limited or delayed feedback and are 
relatively impersonal. Because of their potential for information richness, various types 
of collaboration technologies are more appropriate for some communication than for 
others (see Figure 4.17). For example, when your communication is complex, difficult 
to accept, or involves a nonroutine problem, it may need a richer environment that 
provides a broad variety of cues, rapid feedback, and a personal orientation. However, 
for simple, routine, or impersonal communication, a relatively lean environment may 
be adequate.

Communication methods also differ in the number of people who can effectively 
participate in a specific communication event. For example, telephone communication 
is most effective with a low number of participants, whereas email can be used to 
communicate effectively with a large number of participants. As the quality, variety, 
and sophistication of communication methods have greatly improved, the role of these 
technologies within project teams, especially within information systems project teams, 
has continued to expand. To be a more effective communicator, you need to understand 

Table 4.4 Different Communication Methods and Technologies Can Be Configured to a Situation and Have 
Strengths and Weakness for Different Types of Information

Communication 
Method Structure Interaction Richness Number of People
Face-to-face Low-high Synchronous High Low-high
Video conference Medium-high Synchronous Medium-high Low-medium
Telephone Low-medium Synchronous Medium Low
Instant Messenger Low Synchronous Medium Low
Synchronous 
groupware

Medium-high Synchronous Medium Low-medium

Asynchronous 
groupware

Low-high Asynchronous Low-medium Low-high

Email Low-medium Asynchronous Low-medium Low-high
Written mail Medium-high Asynchronous Low Low-high

Synchronous 
communication 
A form of 
communication where 
all parties involved 
are present at the 
same time but not 
necessarily in the 
same place.

Asynchronous 
communication 
A form of 
communication where 
all parties involved 
need not be available 
or present at the same 
time or the same 
place.

Information richness 
The extent to which 
a communication 
environment allows 
the exchange of verbal 
and nonverbal cues, 
supports interaction 
and feedback, and can 
be personalized to the 
communicator.
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the strengths and weaknesses of the various methods available, and select those that 
are most appropriate for the message and the audience. Next we examine various col-
laboration technologies that are being utilized by project teams and conclude with a 
description of enterprise-wide project management environments.

Collaboration Technologies
To build the best project teams, organizations constantly need to bring together the 
right combinations of people who as a group have the appropriate set of knowledge, 

Figure 4.15 Electronic meeting software provides highly structured communication and voting templates.

Figure 4.16 Videoconferencing supports synchronous communication, and voicemail and email are examples 
of asynchronous technologies.
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skills, information, and authority to solve problems quickly and easily. Often, teams can 
consist of members from different locations or from around the world. Consequently, 
organizations need technologies that enable team members to interact either at the 
same place and time or at different times and in different locations, with structure to 
aid in interactive problem solving and access to software tools and information. Various 
technologies can fit the bill, as described in the following sections.

Videoconferencing
Videoconferencing has become an essential tool for person-to-person as well as multi-
person team collaboration. Desktop videoconferencing, enabled by high-speed internet 
connections and applications such as Skype, Apple FaceTime, or Cisco WebEx, can 
facilitate various collaborative activities (see Figure 4.18). Likewise, people can use 
their mobile devices to conduct videoconferences on the go. In addition to enabling 
video calls, some videoconferencing applications (such as Skype for Business) also offer 
the possibility to share a participant’s desktop, programs, or presentations with others 
during online meetings (see Figure 4.19). Whereas desktop videoconferencing is fre-
quently used by smaller groups, large organizations use dedicated videoconferencing 
systems that can cost thousands of dollars.

Global Implications: Managing Effective Global Development Teams

Many high-technology organizations have home 
locations near other technology firms in order to 
leverage the local talent pool and other resources; 
within the United States, for example, such cities 
include Austin, Cambridge, San Jose, and Seattle. 
Being located near other related firms can provide 
many advantages but can also make hiring the 
best developers extremely competitive. Given this 
competitive hiring environment, the possibility of 
adding a second or third development shift is not 
likely (not to mention the fact that many talented 
developers only want “normal” working hours). To 
address this problem, many organizations have 

moved to global development teams with members 
throughout the world. These global teams can 
provide a clear strategic advantage to organizations 
by enabling them to work on mission-critical 
applications literally around the clock.

Although there are cost advantages to moving 
toward global development teams, these savings are 
often offset at least somewhat by additional travel 
and communication costs. For example, Colum 
Joyce, a global e-business strategy manager for the 
shipping giant DHL Worldwide Express Inc., stresses 
the importance of effective team communication. 
“A mastery of English is a key skill set, as it is the 

Figure 4.17 Communication can range from relatively lean to relatively rich. Adapted from: Kramer (2001).

Videoconferencing 
The use of integrated 
telephone, video 
recording, and 
playback technologies 
by two or more people 
to interact with each 
other from remote 
sites.
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operating language of all cross-group communica-
tion for all development, whether it be verbal, hard 
copy, or electronic communication.” Likewise, Stacy 
Kenworthy, president of ApplianceWare of Fremont, 
California, states that “you need to make substantial 
investments in communications . . . there is no get-
ting away from face-to-face contact, so there’s air-
fare, investments in process creation, investments 
in learning curve, and other frontend work. You’re 
basically changing your organizational structure.”

Some recommendations for managing global 
development teams include having a face-to-face 

kickoff meetings to conduct team-building activities, 
training team members on intercultural issues, and 
building trust by encouraging informal communica-
tion, in addition to establishing a communications 
management plan that accommodates for cultural, 
temporal, and spatial separation of team members.

It is clear that global teams can be an effective 
strategy for handling labor shortages, reducing 
costs, and shortening the development cycle for 
mission-critical applications. However, it is also clear 
that effective team communication processes are 
paramount to realizing the benefits of this strategy.

Based on: Gilhooly (2001); Wagner (2017).

Figure 4.18 Desktop videoconferencing is used for various collaborative activities.

Figure 4.19 Skype for Business offers the possibility to share a participant’s screen with others.
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Groupware

Groupware refers to a variety of different tools that aim to facilitate group collabora-
tion. Group interactions can be distinguished based on time and space:

 1. Time: Synchronous (coordinated in time) versus asynchronous (not coordinated 
in time)

 2. Space: Face-to-face/collocated versus distributed

Different groupware tools offer different support for the resulting four types of 
interactions, as shown in Figure 4.20. Given the increasing use of global project teams, 
choosing the right groupware system can significantly increase team productivity, ulti-
mately contributing to project success. Table 4.5 highlights the benefits of using group-
ware systems.

Asynchronous Groupware

While real-time (synchronous) communication (as enabled by conference calls or video 
conferences) is important for team collaboration, asynchronous collaboration tools are 
widely used when no immediate response from the communication partner is needed. 
Likewise, in globally distributed project teams, asynchronous collaboration is typically 
the norm, as the team members are distributed over different time zones.

Groupware 
Software that 
enables people to 
work together more 
effectively.

Figure 4.20 Groupware supports same and different time, as well as same and different place group interaction.
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The internet has enabled a variety of asynchronous groupware systems, the most 
common being email. Other asynchronous tools commonly used in organizations 
include newsgroups and mailing lists for disseminating project information, workflow 
management systems to reduce paperwork and set up and monitor tasks, group cal-
endars to facilitate scheduling, or collaborative writing tools to enable joint editing of 
documents. Wikis, made famous by the online encyclopedia Wikipedia, are one widely 
used class of collaborative writing tools. A wiki site consists of a web-based document 
that is linked to a database that records all edits made to that document. As all edits 
are recorded, any changes made to a document can be viewed and, if needed, easily 
reverted (see Figure 4.21).

Various solutions incorporate different functionalities of stand-alone tools. This 
integration can be traced back to the release of Lotus Notes in 1989. Today, the suc-
cessor of Lotus Notes, IBM Notes, continues to be one of the most widely used group 
collaboration environments that facilitates various communication and collaboration 
needs. For the needs of smaller projects or organizations, there are various free web-
based communication and project management tools (such as Asana).

Synchronous Groupware
In contrast to asynchronous groupware, which supports interactions taking place that 
are not coordinated in time, synchronous groupware enables real-time interaction. 
Commonly used tools enable not only videoconferencing, but also online chat, collab-
oration using shared whiteboards or shared computer screens, or electronic meetings. 
Tools focusing on facilitating electronic meetings are referred to as electronic meeting 
systems (EMSs). Traditionally, EMSs were designed to support co-located meetings in 
dedicated facilities by providing a variety of advanced features to support group deci-
sion-making, ranging from idea generation to evaluation and voting, either identified 
or anonymous. Thus EMSs are useful for a variety of scenarios, such as brainstorming 
system requirements, conducting strategic planning sessions, or even board meetings. 
Today, EMSs are increasingly used to support real-time interactions of distributed 
teams. Most electronic meeting systems, such as the Microsoft Surface Hub, facilitate 
real-time communication by offering a virtual conference room; EMSs such as Cisco 

Table 4.5 The Benefits of Groupware

Benefits Examples
Process structuring Keeps teams on track and helps them avoid costly diversions (e.g., doesn’t allow 

people to get off topic or the agenda)
Parallelism Enables many people to speak and listen at the same time (e.g., everyone has an 

equal opportunity to participate)
Group size Enables members in larger teams to participate (e.g., brings together broader 

perspectives, expertise, and participation)
Group memory Automatically records member ideas, comments, votes (e.g., allows members to 

focus on content of discussions rather than on recording comments)
Access to external 
information

Can easily incorporate external electronic data and files (e.g., plans and proposal 
documents can be collected and easily distributed to all members)

Spanning time and space Enables members to collaborate from different places at different times (e.g., 
reduces travel costs or allows people from remote locations to participate)

Anonymity Member ideas, comments, and votes not identified to others (if desired) (e.g., 
can make it easier to discuss controversial or sensitive topics without fear of 
identification or retribution)

Electronic meeting 
system 
A collection of 
personal computers 
networked with 
sophisticated software 
tools to help group 
members solve 
problems and make 
decisions through 
interactive electronic 
idea generation, 
evaluation, and voting.
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WebEx enable virtual conferences that anyone can join using their own preferred vid-
eoconferencing software, from Skype to Polycom (see Figure 4.22). Likewise, Skype 
for business enables conference calls for up to 250 participants; other tools such as 
Convene support managing and electronically signing meeting documents or voting on 
resolutions. As a result, these tools are now commonplace in most global project teams.

Enterprise Social Networks
Enabled by the internet, many tools are converging, so that it becomes increasingly dif-
ficult to clearly differentiate synchronous and asynchronous groupware tools. Another 
class of tools that has gained popularity is enterprise social networks. Social networks 
such as Facebook offer a variety of tools that support communication and collaboration. 
For example, users can post status updates, share pictures or videos, or use online chat. 
Enterprise social networks such as Yammer are designed to offer similar functionality, 
but in a private, secure network that only authorized team members can access. Using 
such tools, team members can post updates on the completion of milestones or deliv-
erables, can post documents and manage version control, or communicate and make 
group decisions.

Many large organizations set up enterprise social networks that are only accessible 
to authorized individuals (such as members of the organization, or key stakeholders). 
Within such networks, project teams can set up a private group to discuss technical 
specifications or other project-related issues or share key documents. Enterprise social 
networks such as Yammer enable team members to edit documents and view document 
changes made by other team members (see Figure 4.23). Often, the private group can 

Figure 4.21 A wiki site consists of a web-based document that is linked to a database that records all edits 
made to that document.
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Figure 4.23 Enterprise social networks such as Microsoft Yammer offer a private, secure network that only 
authorized team members can access.

Figure 4.22 EMSs provide virtual conference rooms that anyone can access using their own preferred vid-
eoconferencing software.
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be extended to external stakeholders, such as customers, freelancers, or contractors, and 
different permissions can be assigned to different people or groups. Today’s enterprise 
social networks can be integrated with a variety of other platforms, such as the SAP 
enterprise resource planning system, the Salesforce customer relationship system, or 
Microsoft SharePoint, a platform for team collaboration (Kelly, 2013).

Enterprise Project Management Environments
In addition to utilizing collaboration technologies to improve project team communi-
cation, many organizations are deploying enterprise-wide project management envi-
ronments. These environments, such as Microsoft’s Enterprise Project Management, 
provide a variety of capabilities to enhance the management of a portfolio of projects, 
especially when project teams are composed of members who are geographically dis-
persed. These environments provide a web-based interface for accessing all relevant 
project information and provide numerous capabilities, enabling an organization to

 • Manage multiple projects as an overall portfolio for better decision-making in 
regard to resource assignment, problem identification, and trend and risk analysis

 • More closely track resource usage and workload as well as plan better for short- 
and long-term resource assignments

 • Manage stakeholders’ expectations by effectively reporting project status in regard 
to time and resources

 • Enforce organizational best practices of project methodologies and processes
 • Support improved participation by enabling team members to easily manage, 

track, and report project updates
 • Better manage project-related deliverables through the use of a central document 

repository with versioning and editing control

Given these capabilities, enterprise project management environments have become 
a powerful tool for enhancing project team communication and collaboration, especially 
for complex project environments where members are dispersed (potentially across the 
globe) and multiple projects are utilizing shared resources.

Managing Project Stakeholders and Communication and the PMBOK
In this chapter, we have focused primarily on Knowledge Area 10, Project Communi-
cations Management, and Knowledge Area 13, Project Stakeholder Management, within 
PMBOK (2017; see Figure 4.24). Specifically, three key processes of stakeholder man-
agement—Identify Stakeholders, Plan Stakeholder Engagement, Manage Stakeholder 
Engagement, and Monitor Stakeholder Engagement—and four key processes of commu-
nications management—Plan Communications Management, Manage Communications, 
and Monitor Communications—have been discussed. Together, this information provides 
a solid foundation for managing project stakeholders and communication.
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Figure 4.24 Chapter 4 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        
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7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources �� ��
10 Project Communications Management

10.1 Plan Communications Management     ⚫              

10.2 Manage Communications     ⚫             ��  

10.3 Monitor Communications     ⚫               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ⚫              

12.2 Plan Stakeholder Engagement       ⚫              

12.3 Manage Stakeholder Engagement       ⚫           ��  

12.4 Monitor Stakeholder Engagement       ⚫             ��

Running Case: Managing Stakeholders and Project Communication

It was the big project kickoff meeting. James and 
three other members of his team—Kevin, Trey, and 
Cindy—were all in the conference room down the hall 
from James’s office in IT. Also meeting with them 

was Sarah Codey, Jackie’s COO. Sarah was now the 
official executive sponsor of the project. She would 
not meet with the team on a regular basis—in fact, 
she would hardly meet with them at all—but she 
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would be a key stakeholder for the project, and she 
would be their main link to the executive team at 
Jackie’s. She had already convinced Nick Baldwin, 
the head of marketing, to free up Cindy from many of 
her daily duties as assistant director of marketing so 
Cindy could concentrate on the project. Sarah would 
be able to help the team in other ways as the project 
progressed. Sarah had just finished her “official” 
kickoff remarks to the team.

James had been successful in getting Maria Guti-
errez, the manager of the Riverside store, to be on the 
team. Due to work pressures, though, Maria was not 
able to be in San Francisco for the meeting, and she 
was also late joining the meeting by speakerphone.

Just then, Maria called into the meeting. “Hello? 
This is Maria.”

“Maria,” James said, “I just wanted to say how 
glad I am that you can join us today and that you 
can be on the team.”

“Can you hear me okay?” Maria asked. “Is that 
good? I can hear you, Jim.”

“I can hear you fine,” James replied
“This is Cindy.”
“And this is Trey.” 
“Kevin here.”
“And this is Sarah, Maria. Can you hear us all 

okay?”
“Trey, you might want to move closer to the micro-

phone,” Maria said. “Well, I’m glad to be on the team. 
I think this is going to be a really fun project. I just 
hope I have the time that I want to devote to it. Oh, 
and for future reference, Monday afternoon is a really 
bad time for me to meet.”

“Why’s that?” James asked.
“Tuesday is the release day for most new movies. 

Monday is the day we get most of the movies in, and 

we have to get ready to set up the new displays for 
what we expect to be the big sellers. Moreover, we 
have to move lots of other stuff around to get ready.”

“Of course,” Cindy said. “I should have known that.”
“Me too,” James said. “I’ll try to be better about 

that kind of thing. Which brings up a new topic—when 
can we meet? I need everyone to make sure I have 
access to their calendars, so I can set up a regular 
weekly meeting. That is part of the agenda I have for 
today’s meeting—communication planning, which 
includes meetings, and information distribution.”

“I need to leave,” Sarah said, getting up from the 
conference table. “Once again, I wish you all a lot of 
success with this.” Sarah walked toward the door.

“Thanks, Sarah,” James said. “And now about 
communication.”

“I think we should set up a SharePoint site for the 
project,” Kevin said. 

“Using SharePoint for the team is a great idea,” 
Maria said, “since I am out here in Riverside and you 
guys are all in San Francisco.”

“I’m going to be traveling a lot this quarter,” Trey 
said, “so that works for me.”

“And distribution?” James asked.
“Let’s figure out who outside the team needs to 

know about what we are doing, and what they need 
to know and when,” Kevin suggested.

“Good plan,” Cindy said.
“Well, we know that Sarah is first on that list,” 

James said. “But we also know that Trey will keep 
her informed.” Everyone laughed. “But seriously . . .”

The team worked together through the rest of the 
meeting to list the project’s key stakeholders and to 
prepare a stakeholder engagement plan.

Adapted	from:	Valacich and George (2017).

Chapter Summary
Understand the importance of stakeholders and 
how to manage stakeholder engagement. Stake-
holders are individuals, groups, and organizations 
that are actively involved in the project, who have a 
vested interest in its success, and/or who have influ-
ence over the project and its results. As their influence 
can be positive or negative, the project management 
team must identify the project stakeholders in order 
to manage their expectations. The Identify Stakehold-
ers process helps us understand the nature of the 
stakeholders, their interests, and potential influence 
they may have on project success. The stakeholder 
register contains assessments of each stakeholder’s 

expectations and influence in the various phases. 
Once the stakeholders and their interest, influence, 
and expectations have been identified, the next step 
is to plan how to effectively maintain relationships, 
so as to harness positive influences and minimize any 
potential negative impacts. A stakeholder engage-
ment assessment matrix is used to indicate current 
and desired engagement levels for each stakeholder. 
The stakeholder engagement plan details the out-
puts of the stakeholder classification, as well as the 
methods of how and when information needs to be 
distributed. In the Manage Stakeholder Engagement 
process, communication activities are conducted to 
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engage stakeholders, manage their expectations, and 
address concerns and resolve issues that may arise as 
the project progresses through the different phases. 
The Monitor Stakeholder Engagement process entails 
assessing the effectiveness of the strategies for engag-
ing stakeholders and managing their relationships. 

Describe how the three key communications 
management processes are used to enhance proj-
ect success. Communication is the process by 
which information is exchanged between individu-
als through a common system of symbols, signs, or 
behavior. Effective communication is fundamental 
to project team success. Throughout a project, three 
key communications management processes are per-
formed: Plan Communications Management, Manage 
Communications, and Monitor Communications. Plan 
Communications Management refers to the process of 
developing a comprehensive communications man-
agement plan that identifies the information needs 
of the stakeholders, when they need it, and in what 
format it should be delivered. Manage Communica-
tions includes the processes involved in providing 
project information to all relevant stakeholders in a 
timely manner. In other words, it is the execution of 
the communications management plan. The Monitor 
Communications process involves assessing in how 
far the communication reached the intended audi-
ences, whether the communication had the intended 
impact, and what actions need to be taken to resolve 
any issues that may arise.

Describe various methods for enhancing team 
communication including how to run an effective 
meeting, deliver an effective presentation, be a 
better listener, utilize communication templates, 
and make a walk-through presentation. There are 
a variety of methods for enhancing project team 

communication. Meetings can be more effective if 
they are carefully planned and executed. Additionally, 
to get the most out of a meeting, you must carefully 
document the meeting outcomes and communicate 
them to all relevant parties. Like meetings, presen-
tations are much more effective if they are carefully 
planned, designed, and delivered. Because most people 
are relatively poor listeners, improving team members’ 
listening skills can enhance project team communi-
cation and overall project performance. Project team 
communication can also be enhanced through the use 
of communication templates by helping ensure that 
many important documents follow a standard layout 
and contain all required information. Walk-throughs 
are a special type of team meeting that utilizes both 
presentations and templates to assess a broad variety 
of project team deliverables. During walk-throughs, 
team members play various important roles to ensure 
project quality and meeting effectiveness.

Describe various collaboration technologies and 
how they can be utilized to enhance team commu-
nication. With the advent of the internet and other 
advanced communication technologies, project teams 
have many options to choose from when deciding 
how to communicate. All communication methods 
have strengths and weaknesses; not all methods are 
effective for all types of communication. Commu-
nication methods differ in how much structure they 
impose on the communication, in how far rich infor-
mation can be conveyed, whether they allow synchro-
nous or asynchronous exchanges, and how many team 
members can effectively communicate. A variety of 
collaboration technologies has become commonplace 
in organizations for supporting project teams, includ-
ing videoconferencing, asynchronous groupware, syn-
chronous groupware, and enterprise social networks.

Key Terms Review
A. Asynchronous communication
B. Communication
C. Communication templates
D. Communications management plan 
E. Electronic meeting system (EMS)
F. Feedback
G. Forecasting reports
H. Formal communication

I. Groupware
J. Horizontal communication
K. Informal communication
L. Information richness
M. Interactive communication 
N. Listening
O. Manage Communications 
P. Noise
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Q. Nonverbal communication
R. Oral communication
S. Performance reporting
T. Plan Communications Management
U. Progress reports
V. Pull communication 
W. Push communication 

X. Status reports
Y. Synchronous communication
Z. Vertical communication
AA. Videoconferencing
BB. Walk-through
CC. Written communication

Match each of the key terms with the definition that best fits it.

 1. A collection of personal computers networked with sophisticated software tools to help group mem-
bers solve problems and make decisions through interactive electronic idea generation, evaluation, and 
voting.

 2. A form of communication in which two or more parties exchange information.
 3. A form of communication where all parties involved are present at the same time but not necessarily 

at the same place.
 4. A form of communication where all parties involved need not be available or present at the same time 

or the same place.
 5. A form of communication where information is distributed by the sender to specific recipients or 

general audiences, but receipt of the information is not ensured.
 6. A form of communication where the receiver must retrieve the information.
 7. A peer-group review of any product created during the systems development process.
 8. A process by which information is exchanged between individuals through a common system of sym-

bols, signs, or behavior.
 9. An active activity that consists of hearing, understanding, remembering, and acting.
10. Audio, visual, or environmental interference within the communication process.
11. Reports designed to disseminate current information about the project.
12. Reports designed to disseminate predictions about future status and progress.
13. Reports designed to disseminate what the project team has accomplished.
14. Software that enables people to work together more effectively.
15. Specifications that enforce standards for the appearance and content of formal project documents.
16. The collection and distribution of project performance information to stakeholders so that they under-

stand the status of the project at any given time.
17. The exchange of ad hoc, casual communications, usually taking place outside official communication 

channels.
18. The exchange of communication through body language, posture, hands, facial expressions, eye contact, 

and personal space.
19. The exchange of information among team members or across functional areas within the same level of 

an organization.
20. The exchange of information between higher and lower levels within an organization.
21. The exchange of memos, reports, letters, email, instant messaging, and so on through the use of stan-

dard symbols.
22. The exchange of official information communicated through formal channels within organizations.
23. The exchange of spoken words.
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24. The process of ensuring that project information is properly created, collected, stored, retrieved, dis-
tributed, monitored, and discarded.

25. The extent to which a communication environment allows the exchange of verbal and nonverbal cues, 
supports interaction and feedback, and can be personalized to the communicator.

26. The plan for informing project stakeholders of all relevant information on a timely basis, including 
how project information is stored, retrieved, and discarded at the end of the project

27. The process of developing a comprehensive plan for informing project stakeholders of all relevant 
information on a timely basis.

28. The response process by a receiver to a sender within the communication process.
29. The use of integrated telephone, video recording, and playback technologies by two or more people to 

interact with each other from remote sites.

Review Questions
 1. What are the major processes involved in managing project communication?
 2. Describe a stakeholder engagement matrix.
 3. What are the major processes involved in managing project stakeholders?
 4. What information do you need in order to develop a communications management plan?
 5. Describe and contrast written versus oral versus nonverbal, informal versus formal, and vertical versus 

horizontal communication in a project team setting.
 6. What is project performance reporting, and what reports are typically contained in a performance 

report?
 7. Why are many project meetings less effective than they could be?
 8. What benefits can meetings bring to project teams?
 9. Describe how to run an effective meeting.
10. Describe how to make an effective presentation.
11. What steps can you take to be a better listener?
12. What is a communication template, and why does it enhance project team communication?
13. Describe the walk-through process. What roles need to be performed during a walk-through?
14. Describe various communication methods and how they differ.

Chapter Exercises
 1. Find a project (IS-related or non-IS-related) on campus. Identify the stakeholders, classify the stake-

holders using one of the techniques discussed, and prepare a three-minute briefing for your class to 
present your findings.

 2. “Ineffective communication is the fault of the sender.” Do you agree or disagree? Why?
 3. Construct a communication matrix for a project you have previously worked on or are currently working 

on.
 4. What is nonverbal communication? Does it help or hinder verbal communication?
 5. Why do project teams need a broad variety of methods for distributing information?
 6. Plan a project team meeting and write a memo that clearly defines the purpose of the meeting, iden-

tifies participants, and outlines the meeting agenda.
 7. What problems can occur if a project team’s members fail to effectively listen to one another?
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 8. Design a project communication template for sharing some type of project information with a project 
team.

 9. Using the concept of information richness, give examples of project-related messages best conveyed 
face-to-face or using telephone, instant messaging, and email.

10. In what project situations would the richness of face-to-face communication be a drawback rather than 
an advantage? Which communication method would be preferable in those situations, and why?

11. Design a template that allows you to collect answers to at least ten different questions regarding a 
particular type of collaboration technology (e.g., email, instant messaging, videoconferencing, and so 
on) from family members, friends, or work colleagues who are not in your class and are regular users 
of this technology. Your goal is to find out how they use the technology, what they feel it is useful for, 
their likes, dislikes, and so on. Using email, send your template to these people and have them reply via 
email. Once you have your results, write a memo to your instructor reporting your findings; make sure 
you include your survey template.

12. Collect the same type of information requested in Exercise 11 from at least six people using interviews 
rather than an email survey. Once you have your results, write a memo reporting them to your instruc-
tor; make sure you include your interview questions.

13. Using the findings from your survey or interviews on collaboration technologies from Exercise 11 or 
12, prepare a three-minute briefing for your class. Make sure you follow the guidelines presented in 
the chapter on making effective presentations.

14. Attend a staff meeting of an organization on your campus. Obtain permission first if the meeting is 
not open to the public, explaining that your purpose for attending the meeting is to study meeting 
dynamics for a class project. Evaluate the meeting according to the guidelines presented in the chapter. 
Specifically, identify any problems that made the meeting less effective than it could have been; also 
identify things that were done well. Prepare an evaluation of the meeting in the form of a memo to 
your instructor.

15. Most organizations, including universities, have policies concerning acceptable computer/network use 
(see https://it.eller.arizona.edu/acceptable-use-policy for an example). Assume you work for a for-profit 
organization and are assigned by your boss to develop a policy statement regarding acceptable use of 
instant messaging. Make sure your policy differentiates between internal and external use, work-related 
and personal use, and so on.

Chapter Case: Sedona Management Group and Managing Project Communication

Communication is one of the more important factors 
for success in project management, and the team 
at Sedona Management Group (SMG) recognizes 
this. Traditionally, computer professionals have 
been viewed as people who like to work in isolation. 
Communication between these IT professionals and 
the users for whom systems are being developed 
has typically been difficult. IT professionals 
have been viewed as individuals who can only 
communicate things in technical terms, frequently 
beyond the understanding of the everyday system 
user. Fortunately, this state of affairs has changed 
over the years, and now computer professionals 
need a combination of both strong technical and 
“soft” skills. These soft skills include interpersonal 
abilities—such as those required to lead teams, 
understand user needs, and educate users—and 

overall the ability to communicate effectively with all 
project stakeholders.

Two-way communication is critical to the Sedona 
team’s business model. At the start of any project 
at SMG, communication between the customer and 
the team is very crucial. Tim Turnpaugh indicates 
that most of the time the customers do not have a 
clear idea of what they want in the initiating phase 
of a project. Therefore, it is important for the team 
to spend time with customers to determine their 
needs. For such meetings, the Sedona team usually 
favors face-to-face meetings, not only because of 
the importance and sensitivity of the information 
being shared, but also because face-to-face meet-
ings often provide a richer context for interactions 
when people are unfamiliar with each other. These 
early meetings are important for helping develop and 
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nurture the relationship between the customer and 
the Sedona team.

Over the life of the project, the predominant form 
of communication the Sedona team uses to commu-
nicate with the customer is verbal communication. 
This does not necessarily mean that face-to-face 
meetings are used all of the time. Instead, phone 
conversations are used occasionally for updates and 
any inquiries that the Sedona team or the customer 
may have when working on the project. Interest-
ingly, Turnpaugh prefers that members of his team 
do not use voicemail for communication because 
he believes it creates a bad impression of inacces-
sibility to the customer. Answering the phone and 
being accessible during business hours are critical 
components of SMG’s customer service and image 
management.

The company also makes extensive use of email 
to communicate with customers. Turnpaugh was a 
codeveloper of Continental Bank’s initial email sys-
tem and has been an advocate of email use for more 
than thirty-three years. Although it may not be a good 
medium for early meetings employed to assess user 
needs, email, according to Turnpaugh, is very helpful 
for disseminating status reports to the customer, as 
well as to other uses. Over time, the Sedona team 
has become sensitive to the communication prefer-
ences of their regular customers. For example, no 
one on the project team has ever personally seen one 
of SMG’s long-term customers, but instead phone 
conversations and email have been the predominant 
modes of communicating with her.

In addition to SMG’s need to communicate effec-
tively with customers and other external stakehold-
ers, the members of the Sedona team also must 
communicate with each other. Several forms of com-
munication are used for this purpose. During a typi-
cal working day, Turnpaugh has formal and informal 
face-to-face meetings with coworkers to determine 
progress on various projects. For example, team 
members may update each other on the status of a 
project during a coffee break. In addition, it is typical 
for a project status meeting to occur at the start of 
every business day. During the planning phase of the 
projects undertaken at SMG, milestones are estab-
lished, and through frequent informal and formal 
meetings, Turnpaugh and his team members can 
ensure that these milestones are being met. SMG 
strives to complete projects in a timely fashion—in 
many instances around three to six weeks—and 
frequent team communication is essential to keep 
projects on track and decrease the risk of project 
failure. In addition to these face-to-face meetings, 
SMG also uses email and instant messaging to facil-
itate team communication. The popularity of instant 
messaging as a form of communication has rapidly 
been increasing, and the Sedona team considers it 
a great way to keep each other updated on the sta-
tus of a project and to collaborate. While such online 
communication is useful, Turnpaugh recognizes that 
it is not a replacement for face-to-face meetings or 
phone conversations.

Chapter 4 Project Assignment
During the life cycle of the entertainment website 
development project, you will need to communicate 
with other project team members as well as various 
other stakeholders. The purpose of this assignment is 
to create a communications management plan. You 
will need to determine who the project stakeholders 
are, what type of communications they need to 
receive and how often, and the most effective media 
necessary for those communications.

 1. Identify the stakeholders of your project.
 2. Create a stakeholder register that documents 

information such as key stakeholders’ names 
and organizations, their roles on the project, 
and their influence on the project.

 3. Identify the different types of information 
needed by stakeholders throughout the 
project.

 4. Indicate when you will use each type of 
communication.

 5. Create a communications management 
plan, which is a document that guides 
communication throughout the life of the 
project. This communications management 
plan will be a table with columns identifying 
stakeholders, type of information to provide to 
stakeholders, communication frequency, and 
communication media.
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Agile Project Management 
Foundations

Agile Project Management Introduction
As highlighted in Chapter 1, ever more dynamic competitive environments, the increas-
ing pace of technological change, and increasing uncertainty necessitate organizations 
to be highly adaptive. Instead of competing with well-known, predictable competitors, 
large and small organizations are facing competition from startups and small, nimble 
companies. Further, the requirements of many systems are not easily definable upfront 
and can change quickly. 

Traditional organizations and project management approaches are not well suited 
for operating in such environments. In particular, approaches where most of the work is 
determined upfront and plans are difficult to adjust do not work well with unclear and 
frequently changing requirements. In contrast, agile approaches allow for such flexibility 
by incorporating frequent iterations and obtaining rapid and frequent feedback from 
customers. Above all, the agile mind-set places the customer at the center and aims to 
deliver valuable products. 

Traditional approaches emphasize processes and tools, comprehensive documen-
tation, contract negotiation, and following plans. In contrast, the Manifesto for Agile 
Software Development (often simply referred to as the agile manifesto), proposed in 
the early 2000s, emphasizes a focus on individuals and interactions, working software, 
customer collaboration, and responding to change (see Figure A1.1). Often seen as 
a subset of lean methods, agile methodologies focus on value, attempt to eliminate 
waste, and use small batch sizes. Note that agile itself is a philosophy, rather than a 
methodology that puts forth a set of principles; various methodologies (such as Crystal, 
Kanban, Scrum, and eXtreme Programming) implement the principles set out in the 
agile manifesto. Further, organizations are increasingly managing IS projects by using a 
DevOps approach, where, based on agile principles, engineers from both development 
and operations collaborate throughout the system’s life cycle from design to develop-
ment to operations and support. By using DevOps teams, organizations can optimize 
the reliability of the software as well as productivity, helping the organization gain the 
agility needed for innovation.

The signatories to the agile manifesto further agreed on the following principles 
(presented verbatim from Beck et al., 2001):

Agile manifesto 
Declaration 
specifying the aims 
of agile approaches, 
emphasizing a focus 
on individuals and 
interactions, working 
software, customer 
collaboration, and 
responding to change, 
over processes and 
tools, comprehensive 
documentation, 
contract negotiation, 
and following plans.

DevOps 
Approach to 
managing IS projects, 
where, based on 
agile principles, 
engineers from both 
development and 
operations collaborate 
throughout the 
system’s life cycle.
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 1. Our highest priority is to satisfy the customer through early and continuous 
delivery of valuable software.

 2. Welcome changing requirements, even late in development. Agile processes har-
ness change for the customer’s competitive advantage.

 3. Deliver working software frequently, from a couple of weeks to a couple of months, 
with a preference to the shorter timescale.

 4. Business people and developers must work together daily throughout the project.
 5. Build projects around motivated individuals. Give them the environment and 

support they need, and trust them to get the job done.
 6. The most efficient and effective method of conveying information to and within 

a development team is face-to-face conversation.
 7. Working software is the primary measure of progress.
 8. Agile processes promote sustainable development. The sponsors, developers, and 

users should be able to maintain a constant pace indefinitely.
 9. Continuous attention to technical excellence and good design enhances agility.
 10. Simplicity—the art of maximizing the amount of work not done—is essential.
 11. The best architectures, requirements, and designs emerge from self-organizing 

teams.
 12. At regular intervals, the team reflects on how to become more effective, then tunes 

and adjusts its behavior accordingly.

The Agile Project Life Cycle
Any project needs to balance time, costs, and scope to deliver a product with a specified 
performance or quality. In predictive life cycles, requirements are fixed at the start of 

Figure A1.1 The agile manifesto. Source: Beck et al. (2001).
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the project, and the project team then moves through the different stages of analyzing, 
designing, building, testing, and deploying the system based on the requirements. As a 
result of defining the scope early in the project, the requirements drive time and costs, as 
well as the resulting quality. In contrast, agile approaches focus on quality, which delivers 
value to the customer; thus time, schedule, and scope are seen as mere constrains over-
shadowed by this larger goal of quality. Further, in agile approaches, requirements are 
assumed to vary or change. In other words, agile life cycles focus on delivering valuable 
products early and continuous delivery. Typically, the intended features of the finished 
product are prioritized; the team then starts working on the most important feature; 
once the work on this feature is finished, the team begins working on the second most 
important feature, and so on. Thus, in each iteration, the team performs processes 
related to planning, executing, and controlling: the team gathers the requirements, per-
forms the necessary analyses, and designs, builds, tests, and deploys the feature, before 
moving onto the item with the next highest priority (see Figure A1.2). Typically, the 
iterations take the form of timeboxes of equal duration (such as thirty days), with the 
goal of each iteration being the delivery of a working feature.

Depending on the project, hybrid approaches may be used. For example, some teams 
may choose to use agile approaches for building the software, but then use predictive 
approaches for later phases. At other times, agile approaches may be incorporated into 
predictive approaches, such as when new components or technologies are introduced 
into a well-known project. Conversely, some projects may necessitate incorporating 
external components, and an overall agile approach may include components that are 
built using predictive approaches. In any case, the choice of life cycle should depend on 
the needs of the particular project, such as the size or scope of the IS project, the time-
line or duration of the project, and the number of people involved in the project. Like-
wise, there are a variety of sets of processes under the agile umbrella, including Crystal, 
Kanban, Scrum, and eXtreme Programming; thus the specific methodology chosen will 
depend on the nature of the project, the team composition, and so on. In the following, 

Figure A1.2 Predictive versus agile life cycles

Iteration 
Development phase 
(typically timeboxed) 
in which all work 
pertaining to a specific 
deliverable is 
performed.
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we will provide a high-level overview of Scrum, a widely used agile methodology, as an 
illustration to guide later discussions of topics related to agile methodologies.

Scrum
Scrum uses so-called sprints—iterations that last for one or two weeks—to deliver 
software at regular intervals. Each sprint consists of a sprint planning meeting, daily 
stand-ups, a sprint review, and a sprint retrospective. During the sprint planning 
meeting, the team jointly decides on which features to implement during the sprint; 
daily stand-ups (or Scrum meetings) are 15-minute stand-up meetings used to discuss 
issues faced during the previous day and goals for the current day; in the sprint review 
(sometimes called sprint demo), the team presents the work completed during the 
sprint; finally, the sprint retrospective is used to discuss the sprint, identify positive and 
negative aspects of the process, and agree on changes to the process for the next sprint.

Managing Agile Project Teams
Key to successfully managing agile projects is not only the use of agile methodolo-
gies, but also having a team with an agile mind-set. In particular, the focus on early 
and continuous delivery and the use of timeboxing requires minimizing distracting 
tasks and focusing on the items that currently have the highest priority. Further, agile 
teams—depending on the methodology comprised of three to nine collocated members 
dedicated to the project—are self-organizing teams that manage their own process 
and work together toward successful delivery. Also key to successful agile teams is 
having team members dedicated to the team. Given productivity losses associated with 
multitasking, agile team members should ideally be 100 percent dedicated to the team 
(which, apparently, is often infeasible in real-world projects). Agile teams normally 
have cross-functional team members who possess the skills needed to produce the 
finished product (such as designers, developers, and testers), without having to draw on 
outside people. An important role in agile teams is that of the product owner. Typically 
with a business background, the product owner is responsible for providing directions, 
interacting with stakeholders, and deciding on the feature to be delivered in the next 
iteration. Finally, agile teams have a team facilitator (see Figure A1.3). 

In Scrum, these three specific roles are the product owner, the Scrum master, and 
the Scrum team. The product owner is the key stakeholder of the project, who con-
veys the vision of the end product to the team and guides the team on the priority of 
features to deliver. The Scrum master does not have authority over the team, but acts 
as a facilitator, helping remove challenges and aiding the team in being effective. The 
Scrum team, typically consisting of five to seven cross-functional members, is jointly 
responsible for delivering the product on time and at the expected quality at the end 
of each sprint. Taken together, using sprints of short durations, with specific meetings 
that structure each sprint, and having well-defined roles, Scrum is an example of an 
effective agile methodology.

Rather than controlling, leaders of agile teams need to empower their team mem-
bers and facilitate the team’s work. In agile teams, the leader’s role shifts toward that 
of a facilitator, in that the leader practices servant leadership. Coined by Robert K. 
Greenleaf in 1970, the term servant leader refers to leaders who focus on serving the 
team and helping the team members succeed by listening, coaching, and facilitating 
collaboration within the team, between teams, and across the organization. While every 
organization can benefit from leaders adopting a servant leadership style, this style of 
leadership is key to successful agile projects, as the servant leader is critical in enabling 

Scrum 
Widely used agile 
methodology that uses 
short sprints to deliver 
software at regular 
intervals.

Sprint 
Iteration that lasts for 
one to two weeks and 
consists of a sprint 
planning meeting, daily 
stand-ups, a sprint 
demo, and a sprint 
retrospective.

Sprint planning 
meeting 
Meeting during which 
the team jointly 
decides on which 
feature to implement 
during the sprint.

Daily stand-ups 
Fifteen-minute 
stand-up meetings 
used to discuss issues 
faced during the 
previous day and goals 
for the current day.

Sprint review 
Meeting during which 
the team presents the 
work completed during 
the sprint.

Sprint retrospective 
Meeting during which 
the team discusses 
the sprint, identifies 
positive and negative 
aspects of the 
process, and agrees 
on changes to the 
process for the next 
sprint.

Product owner 
The key stakeholder 
of the project who 
conveys the vision of 
the end product to the 
team and guides the 
team on the priority of 
features to deliver.

Scrum master 
Facilitator aiding the 
Scrum team in being 
effective.

Scrum team 
Team of five to seven 
cross-functional 
members who are 
jointly responsible for 
delivering the product 
on time and at the 
expected quality at the 
end of each sprint.
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self-organizing teams to focus on feature delivery. The servant leader can interact with 
different organizational stakeholders and align their needs so as to remove organiza-
tional obstacles or provide support for activities that are beyond the skill set of the agile 
team members.

Managing Communication in Agile Projects
In agile teams, close collaboration, daily standups, and the focus on delivering features 
require a space where the team can interact, as well as spaces where the individual team 
members can complete their tasks with minimal interruption. Such a setup can be 
relatively easily established for collocated team members, and collocation is typically 
regarded as essential for teams using agile approaches. Nevertheless, various organiza-
tions have started using agile approaches with distributed teams. In these cases, it is 
essential to use communication technology to create shared spaces for team interactions. 
Commonly used tools such as videoconferencing or repositories for sharing documents 
are often used together with tools that enable spontaneous interactions. One such 
technique is an always-on videoconference, sometimes referred to as fishbowl window, 
which is live during the workday, enabling team members to meet and interact without 
having to set up dedicated meetings. Using such technologies enables distributed team 
members to collaborate as if they were collocated; however, these technologies cannot 
solve any issues associated with differences in time zones. 

Key Terms Review
A. Agile manifesto
B. Daily stand-ups 

C. DevOps 
D. Iteration

Figure A1.3 Three distinct roles in agile teams

Servant leader 
A leader who focuses 
on serving the team 
and helping the team 
members succeed by 
listening, coaching, 
and facilitating 
collaboration within 
the team, between 
teams, and across the 
organization.
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E. Product owner 
F. Scrum 
G. Scrum master 
H. Scrum team 
I. Servant leader 

J. Sprint 

K. Sprint review 

L. Sprint planning meeting 

M. Sprint retrospective 

Match each of the key terms with the definition that best fits it.

 1. Meeting during which the team discusses the sprint, identifies positive and negative aspects of the 
process, and agrees on changes to the process for the next sprint.

 2. Widely used agile methodology that uses short sprints to deliver software at regular intervals.
 3. The key stakeholder of the project who conveys the vision of the end product to the team and guides 

the team on the priority of features to deliver.
 4. A leader who focuses on serving the team and helping the team members succeed by listening, coach-

ing, and facilitating collaboration within the team, between teams, and across the organization.
 5. Meeting during which the team jointly decides on which feature to implement during the sprint.
 6. Declaration specifying the aims of agile approaches, emphasizing a focus on individuals and interac-

tions, working software, customer collaboration, and responding to change, over processes and tools, 
comprehensive documentation, contract negotiation, and following plans.

 7. Approach to managing IS projects, where, based on agile principles, engineers from both development 
and operations collaborate throughout the system’s life cycle.

 8. Facilitator aiding the Scrum team in being effective.
 9. Fifteen-minute stand-up meetings used to discuss issues faced during the previous day and goals for 

the current day.
10. Team of five to seven cross-functional members who are jointly responsible for delivering the product 

on time and at the expected quality at the end of each sprint.
11. Meeting during which the team presents the work completed during the sprint.
12. Iteration that lasts for one to two weeks and consists of a sprint planning meeting, daily stand-ups, a 

sprint demo, and a sprint retrospective.
13. Development phase (typically timeboxed) in which all work pertaining to a specific deliverable is 

performed.

Review Questions
 1. What is the agile manifesto?
 2. How do agile life cycles differ from traditional life cycles?
 3. What is a sprint and what are the key features of a sprint?
 4. Explain the three roles in a Scrum project.
 5. What is a servant leader?
 6. How can communication technology be used to facilitate distributed teams in agile projects?

Chapter Exercises
 1. Interview an IS practitioner about her experiences with agile methodologies. What were the benefits? 

What were the drawbacks?
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 2. Using the web, find information about different agile methodologies. Choose two methodologies and 
compare and contrast their key aspects.

 3. Research information about servant leadership. In what contexts is servant leadership used? Find an 
example where servant leadership has been helpful in the successful completion of a project.

 4. In a team of three to five people, brainstorm about innovative technologies that can help bridge differ-
ences in time and space to enable distributed teams to collaborate on agile projects.
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C H A P T E R  5

Managing Project Scope

Figure 5.1 Chapter 5 learning objectives

Opening Case: Betting on the Value of Information Systems at Harrah’s

Founded in 1937, Harrah’s Entertainment Inc. is 
one of the largest casinos in the United States, with 
nearly thirty locations that operate under the brand 
names of Harrah’s, Rio, Showboat, Horseshoe, 
and Harveys. Harrah’s objective is to provide great 
customer service and build customer loyalty in the 
very competitive world of casino entertainment. 
Information systems and technology investments 
have become a cornerstone of Harrah’s strategy 
for improved customer service and loyalty. To get 
the most from its technology-related investments, 
Harrah’s has developed very robust financial 
projection monitoring, measuring, and tracking 
capabilities for accurately estimating the cost and 
benefits of all information systems and technology 
projects. As projects progress, all costs and benefits 

are carefully tracked and updated so that executives 
can “raise the bets” on promising projects and 
revamp or “fold” those that are underperforming (see 
Figure 5.2). 

Evidence that Harrah’s is on a “winning streak” 
in managing its technology investment portfolio 
is its number-one ranking (of 130 Fortune 1,000 
companies) in best practices for technology port-
folio management, as determined by researchers 
at Northwestern University. The “payout” for its 
improved portfolio management has been substan-
tial; in the early 2000s project throughput had nearly 
tripled from 112 projects in 2001 to 324 in 2003, and 
more than 77 percent of all projects had been com-
pleted on time, on budget, and on target. Through 
careful planning and management, information 
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systems and technology have become a “sure thing” 
at Harrah’s. However, just like any casino operator, 
Harrah’s cannot rest on its laurels: casinos have 
always been a target of fraudsters trying to cheat the 
casinos in various ways, and are increasingly using 
innovative ways to improve their odds. In a recent 
case, fraudulent gamblers used laser scanning 

technology to predict the winning segment of a rou-
lette wheel. For casino companies, this means that 
a range of sophisticated technologies—ranging from 
license plate readers to RFID chips to biometric face 
recognition—is needed to stay ahead of the game, so 
information systems project management continues 
to be a hot topic.

Based on: Chacos (2011); Joshi (2017); Melymuka (2004).

Introduction
Acquiring, developing, and maintaining information systems consume substantial 
resources for most organizations. Thus organizations can benefit from following a for-
mal process for identifying and selecting projects. Project identification and selection 
focuses on the activities during which the need for a new or enhanced system is recog-
nized. This activity does not deal with a specific project but, rather, identifies the port-
folio of projects to be undertaken by the organization. Thus project identification and 
selection is often thought of as a preproject step to an overall project. This recognition 
of potential projects may come as part of a larger IS planning process, or from requests 
from managers and business units. Once a project has been identified and selected, the 
next step is to conduct a more detailed assessment during project initiation. This assess-
ment does not focus on how the proposed system will operate but, rather, on under-
standing the scope of a proposed project and the feasibility of its completion, given the 
available resources. It is crucial that organizations understand whether resources should 
be devoted to a project, as mistakes can be very expensive (DeGiglio, 2002). Therefore, 
the focus of this chapter is on those processes necessary for better managing project 
identification and selection.

Figure 5.2 Harrah’s uses a variety of sophisticated technologies to enhance gambling operations.
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In the next section, we describe these processes. You will learn about a general 
method for identifying and selecting projects, and the deliverables and outcomes from 
this process. We will describe two activities that are important for the project identi-
fication and selection process—namely, corporate strategic planning and information 
systems planning. In addition, we present numerous techniques for assessing project 
feasibility. We then discuss processes associated with project initiation, such as develop-
ing the project charter and the project management plan, project scope planning, as well 
as scope definition, verification, and change control processes. Together, these topics 
will provide you with a clear understanding of how projects are identified, selected, and 
documented so that all stakeholders have a clear understanding of the project’s scope.

Project Identification and Selection
Any organization faces resource limitations, and organizations have to carefully evaluate 
and prioritize the many potential projects before giving the go-ahead for any particular 
project. Typically, organizations assemble a portfolio of different programs and proj-
ects to achieve different objectives. The activities in identifying and selecting projects 
typically include:

 1. Identifying information systems projects
 2. Assessing project feasibility
 3. Comparing alternative projects

Next, we will briefly discuss each of these key activities.

Identifying Information Systems Projects
Organizations initiate information systems projects for a variety of reasons. As dis-
cussed in Chapter 2, information systems projects can result from (see Figure 5.3) 

 • Requests by stakeholders
 • Strategic opportunities
 • Needs for changing or improving business processes
 • Changing regulatory, legal, or social requirements

Different organizational members can be responsible for identifying information 
systems projects; depending on who is responsible, the foci of identified projects differ 
(see Figure 5.4). Whereas top managers or senior executives tend to focus on strategic 
considerations, IS steering committees tend to focus on projects that have benefits 
across the different business functions represented in the steering committee. Projects 
identified by user departments typically reflect tactical or immediate operational needs 
of the departments. Finally, IS managers or members of the development group tend 
to focus on the ease of developing and implementing the system, as well as integrating 
the new system with the existing information systems infrastructure. Further, different 
organizational members place differing importance on factors such as cost, schedule, 
risk, or complexity. The different foci of IS projects reflect the different uses of infor-
mation systems in running, growing, and transforming organizations. The run-grow-
transform model describes the need to balance IT budgets between operating and 
maintaining systems to support business operations (“run”), enhancing and expanding 
systems to support business growth (“grow”), and to innovate and drive the business to 
new levels (“transform”; see Figure 5.5).
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Figure 5.3 Sources for information systems projects

Figure 5.4 Different foci of IS development projects

Figure 5.5 Companies need to balance IT budgets to run, grow, and transform the organization.
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Traditionally, organizations used information systems to solve organizational 
problems or improve individual processes. In other words, organizations focused on 
developing particular systems that would help address an issue currently faced by the 
organization. However, organizations operate in increasingly uncertain environments; 
likewise, the speed of technological advances has increased tremendously. While busi-
ness processes and information systems that support these processes may have to be 
adapted, the data and information needs underlying the processes are likely to remain 
relatively stable. Thus organizations are increasingly trying to first build a solid under-
lying data model. Based on the identified information needs, the organization can then 
select projects that are integrated across the organization, enabling the organization to 
quickly respond to changes in business strategy or business processes. 

Key to identifying information systems projects is the alignment between the infor-
mation systems and business objectives (often referred to as business-IT alignment). 
Consequently, we will briefly describe the relationship between corporate strategic plan-
ning and information systems planning, which drive project identification decisions.

Corporate Strategic Planning
In order to gain and sustain competitive advantage, organizations need to analyze their 
current state, envision their desired future state, and develop a plan to achieve that 
future state, as shown in Figure 5.6. Based on the understanding of the current state and 
the envisioned future state, top management can develop a strategic plan to achieve the 
vision. The process of determining goals and defining a strategy to achieve these goals 
is often referred to as corporate strategic planning.

During these strategic planning processes, executives typically develop and refine 
the company’s mission statement, statements of corporate objectives, as well as strate-
gies designed to help the organization reach its objectives. The mission statement of a 
company typically states in very simple terms the purpose of a company. For instance, 
the mission statement for Microsoft is “to empower every person and every organiza-
tion on the planet to achieve more” (see Figure 5.7). Closely linked to their mission, 
organizations also define several objective statements that refer to broad and timeless 
goals for the organization. These objectives reflect an organization’s core values, and thus 
typically do not change substantially over time. Most objectives relate to some aspect 
of the organizational mission.

A competitive strategy is the plan of action an organization pursues to achieve 
its mission and objectives and gain or sustain a competitive advantage. Organizations’ 
competitive strategies can be broadly classified as belonging to one of three types (Por-
ter, 1980)—low-cost producer, product differentiation, and product focus or niche (see 
Table 5.1). Often, these generic strategies are used to compare the approaches of dif-
ferent companies within an industry. However, the generic strategies also influence 
information systems planning and investment decisions. For example, The Ritz-Carlton 
hotel group differentiates its hotels from the competition by offering superior quality 
and customer service. To achieve this strategy, The Ritz-Carlton invests significant 
resources in information systems that enable to company to integrate information about 
each individual guest, and make this information available at each point of contact. In 
contrast, many budget hotels and motels are implementing self-check-in kiosks that 
allow guests to get access to their rooms without the need for front office staff, thus 
substantially reducing costs. 

Corporate strategic 
planning  
An ongoing process of 
determining goals and 
defining a strategy to 
achieve these goals.

Mission statement 
A statement that 
defines a company’s 
purpose

Objective statements 
A series of statements 
that express an 
organization’s 
qualitative and 
quantitative goals for 
reaching a desired 
future position.

Competitive strategy 
The plan of action and 
organization pursues 
to achieve its mission 
and objectives.
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Figure 5.6 Corporate strategic planning is a three-step process. Adapted from: Valacich and George (2017).

Figure 5.7 Microsoft’s corporate mission statement. Source: www.microsoft.com.

Table 5.1 Generic Competitive Strategies

Strategy Description
Low-cost producer Focus on cost reductions to compete on price
Product differentiation Focus on differentiating product offerings from the competitors (e.g., in terms of features, 

quality, design, or performance)
Product focus or niche Focus on niche markets (while pursuing a low-cost or product differentiation strategy 

within that niche)
Based on: Porter (1985).

Value Chain Analysis

The organization’s generic strategy can guide the overall objectives of information 
systems investment decisions (such as cost reduction). To understand where in the 
organization information systems can help achieve the organizational strategy, the 
organization’s leadership uses value chain analysis (Porter, 1985; Shank and Govinda-
rajan, 1993). Value chain analysis is the process of analyzing an organization’s activi-
ties for making products and/or services to determine where value is added and costs 
are incurred. Having an understanding of the value chain can help determine where 
information systems can be most beneficial in reducing costs or helping differentiate 
the product or service. 

Given the flexibility and ubiquitous nature of information systems, they can be 
used throughout the value chain to add business value. An organization’s value chain 
can be regarded as a big input/output process (see Figure 5.8). The inputs—such as 

Value chain analysis 
The process of 
analyzing an 
organization’s 
activities to determine 
where value is added 
to products and/or 
services and the costs 
incurred for doing so.
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supplies and other resources—are processed to create the organization’s products or 
services, which are marketed, sold, and then distributed to customers. In addition to the 
primary activities, a variety of supporting activities are used to create value. Once you 
understand in which activities, processes, or function value is added, you can determine 
the costs within each of the areas, as well as the major factors influencing costs. This 
will help you determine where processes could be improved or systems be implemented 
to create additional value or reduce costs. Further, you can compare your organization’s 
value chain with other organizations, so as to identify other opportunities for adding 
value or reducing costs.  

Understanding the mission, objectives, and strategy, as well as where in the value 
chain information systems can be used to support the strategy, will help an organization 
determine which activities are essential when trying to reach their objectives, effectively 
deploy resources, and build the information systems that add most value to their orga-
nization. In other words, information systems development projects should be identified and 
selected through the clear understanding of the organizational mission, objectives, and strat-
egies. In the next section, we discuss how organizations conduct information systems 
planning to help them reach their objectives. 

Information Systems Planning
In addition to strategic planning, information systems planning helps an organization 
identify worthwhile information systems projects. Information systems planning is a 
structured process of assessing the information needs of an organization and defining 
the systems, databases, and technologies that will best satisfy those needs (Carlson, 
Gardner, and Ruth, 1989; Parker and Benson, 1989; Segars and Grover, 1999; Luft-
man, 2004). In other words, during information systems planning, you (or, more likely, 
senior information systems managers responsible for the planning) must understand the 
organization’s current and future needs for data and information, and develop strategies 
for utilizing existing and future information systems and technologies to meet the orga-
nization’s future needs. Information systems planning is a top-down process that takes 
into account external environmental factors—such as industry, relative organization 
size, competitors, region, and so on—that are likely to have an effect on the success 
of the firm. In short, the purpose of information systems planning is to determine 
the information systems and technologies that can help the organization achieve the 
objectives identified in the strategic planning processes.

Figure 5.8 Organizational value chain. Based on: Porter (1985).

Information systems 
planning 
A structured process 
of assessing the 
information needs 
of an organization 
and defining the 
systems, databases, 
and technologies that 
will best satisfy those 
needs.
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The three information systems planning activities parallel those of corporate strategic 
planning, as shown in Figure 5.9. Like corporate strategic planning, information systems 
planning first considers the current situation in terms of processes, data, infrastructure, 
and human resources. Next, the organization develops target blueprints representing 
the desired future states of these assets to reach its objectives. Finally, the organization 
prioritizes and schedules the projects needed to achieve the future desired state. 

Next, we will describe these three key activities:

 1. Describe the current situation. Many organizations use a top-down approach for 
understanding the current organizational situation, where the organization’s 
information needs are determined based on the organization’s mission, objec-
tives, and strategy. Thus a top-down approach takes a high-level organizational 
perspective; the advantages of top-down approaches are summarized in Table 5.2.

   In contrast to top-down approaches, planners using bottom-up approaches 
define projects based on problems and opportunities. Bottom-up approaches are 
often faster and less costly than top-down approaches, help identify pressing 
organizational problems, and help gain buy-in from all levels within the orga-
nization; however, projects identified using bottom-up approaches often neglect 
the informational needs of the entire organization and might result in disparate 
(and often redundant) information systems that are difficult to integrate.

Figure 5.9 Parallel activities of corporate strategic planning and information systems planning. Adapted from: 
Valacich and George (2017).

Table 5.2 Advantages of the Top-Down Planning Approach

Advantage Why It Is Important
Broader perspective Top-down approaches help understand the business from general management’s 

viewpoint.
Improved integration Top-down approaches help focusing on evolving existing systems and integrating 

new system with the existing infrastructure.
Improved management support Top-down approaches help gain management acceptance of the role of 

information systems to assist them in achieving business objectives.
Better understanding Top-down approaches help gain the understanding necessary to implement 

information systems across the entire business rather than simply in individual 
operating units.

Adapted from: Couger et al. (1982).
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   Either approach on its own will result in a suboptimal portfolio of projects. For 
example, using top-down approaches alone will result in an incomplete portfolio 
that misses pressing operational needs. Thus most organizations use a combi-
nation of top-down and bottom-up approaches, to ensure strategic alignment 
while being able to address the most important operational and organizational 
needs. When using a combination of approaches, team members from all levels 
of the organization are involved in gathering project ideas, analyzing the ideas, 
and prioritizing the project s within the portfolio. Together, this can result in a 
project portfolio that represents the needs of the entire organization.

   Describing the current situation involves analyzing not only the organization 
but also its competitive environment, so as to gain a detailed understanding of 
the organization, its different business functions, locations, as well as processes, 
data, and information systems (see Figure 5.10). As the planning progresses, this 
high-level information is then broken down to a more detailed level (see Figure 
5.11). Matrices—such as a data entity-to-business function matrix—are used to 
capture which data entities are used by which part of the business (see Figure 5.12 
for an example). 

 2. Describe the target situation, trends, and constraints. Next, the planning team defines 
the target situation, including the desired state of the business functions, units, 
locations, processes, data, and information systems (see Figure 5.5). As part of 
this process, the planning team updates the matrices to reflect these changes. In 
addition to organizational constraints, technological and business trends are likely 
to influence the target situation.  

 3. Develop a transition strategy and plan. Once the planning team has a thorough 
understanding of the current situation and has mapped out the target situation, 
the team can develop a comprehensive transition strategy and plan. Reflecting 
broad, long-range issues, this plan should provide sufficient information in regard 
to what needs to be done, how and when it needs to be done, and who in the 
organization will be responsible for doing it. Figure 5.13 shows the components 
of a typical information systems plan.

The short- and long-term developmental needs identified in the information sys-
tems plan result in a series of projects (see Figure 5.14). The projects derived from the 
top-down planning process and bottom-up (or needs-driven) projects submitted as sys-
tems service requests (or change requests) together form the short-term systems devel-
opment plan. A system service request (SSR; shown in Figure 5.15)—often arising 
from new data needs or changing business processes—is a formal request for correcting 
problems with an existing system, adding features to a system, or developing a new 
system. Collectively, the short- and long-term projects provide guidelines for selecting 
projects. Given the interrelationships between technologies, the projects need to take 
into account the enablers and constraints posed by other projects as well.

In this section, we discussed how organizations develop an information systems 
plan to decide how to use information systems to reach the overall strategic goals of the 
organization. Typically, the planning processes are conducted by senior executives and 
senior managers, and information systems project managers are normally not involved 
in these planning processes; yet the outcomes of the planning will play an important 
role in classifying and ranking potential projects.

System service 
request 
A formal request for 
correcting problems 
with an existing 
system, adding 
features to a system, 
or developing a new 
system.
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Figure 5.11 Functional decomposition of information systems planning information in Microsoft Word 2016
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Figure 5.12 Data entity-to-business function matrix. Adapted from: Valacich and George (2017).

Figure 5.13 Outline of an information systems plan Adapted from: Valacich and George (2017).
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Figure 5.14 Systems development projects flow from the information systems plan. Adapted from: Valacich 
and George (2017).

Ethical Dilemma: Intelligent Disobedience for Bad Project Ideas

Intelligent disobedience often refers to the behavior 
of guide dogs when working with the blind. For 
instance, at a busy intersection, if the blind person 
initiates a movement to cross the street at an unsafe 
time, the guide dog will intelligently disobey this 
command. The blind person learns to trust the guide 
dog to their mutual benefit. Within organizations, 
experienced project managers are often the guide 
dogs who must resist doing what they are told to 
do by managers and customers with ineffective 

or unwise project ideas. Intelligent disobedience 
for project managers is, therefore, the ability to 
say no to the demands of powerful managers and 
customers that will put the project, and hence the 
organization, in harm’s way. As with guide dogs, 
intelligent disobedience requires empowerment and 
trust. If a project manager does not feel that he or 
she will be supported when refusing an ill-conceived 
“command” by a powerful manager or customer, it is 
likely that many projects will be doomed to failure.

Discussion Questions
1. What steps can an organization take to encourage intelligent disobedience?
2. If you were a project manager facing a bad idea from a powerful customer or manager, how would you 

say no?

Based on: Kapur (2004); McGannon (2018).
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Figure 5.15 System service request (SSR). Adapted from: Valacich and George (2017).
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Assessing Project Feasibility
Once potential information systems projects have been identified, the next major activ-
ity focuses on classifying and ranking the identified projects based on their relative 
merits. This activity can be performed by top managers, a steering committee, business 
units, or the information systems development group. Depending on the organization’s 
priorities and the project’s initiators, different criteria (summarized in Table 5.3) are 
used for assessing the relative merit of a given project, and typically organizations base 
their assessment on multiple criteria. Once the relative ratings have been determined 
(for instance, by a steering committee), these ratings are used as inputs into the project 
selection process.

Given unlimited resources and infinite time, any project is feasible (Pressman, 
2005). However, individuals and organizations must work within various constraints. 
As discussed in Chapter 2, the time, cost, and scope triangle outlines the boundaries 
of a given project. Therefore, the feasibility of any given project should be carefully 
assessed, so as to provide a sound basis for project selection. Assessing project feasibility 
involves evaluating a wide range of factors. While not all factors are of equal importance 
for all projects, assessing project feasibility typically involves evaluating the following 
feasibility factors:

 • Economic feasibility
 • Technical feasibility
 • Operational feasibility
 • Schedule feasibility
 • Legal and contractual feasibility

 • Political feasibility

Together, the different feasibility factors are used to build the business case that 
is used to justify investing resources in the project. Next, we will examine various fea-
sibility issues.

Assessing Economic Feasibility
Given tight budgets, it is crucial to examine a project’s economic feasibility, or the 
degree to which the benefits of a development project outweigh its costs. In other 
words, economic feasibility assessment is based on a cost-benefit analysis—that is, an 

Table 5.3 Possible Evaluation Criteria When Classifying and Ranking Projects

Evaluation Criterion Description
Value chain analysis Extent to which activities add value and costs when developing products and/or services
Strategic alignment Extent to which the project is viewed as helping the organization achieve its strategic 

objectives and long-term goals
Potential benefits Extent to which the project is viewed as improving profits, customer service, and so forth, 

and the duration of these benefits
Resource availability Amount and type of resources the project requires and their availability
Project size/duration Number of individuals and the length of time needed to complete the project
Technical difficulty/risks Level of technical difficulty to successfully complete the project within given time and 

resource constraints

Business case 
The justification 
that presents the 
economic, technical, 
operational, schedule, 
legal and contractual, 
and political factors 
influencing a proposed 
project.

Economic feasibility 
The degree to which 
the benefits of a 
development project 
outweigh its costs.
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analysis of the predicted financial benefits and costs of the development project. While 
at this stage it is all but impossible to obtain exact estimates of all potential benefits 
and costs related to a particular project, the project manager should attempt to identify 
and quantify the costs and benefits as best as possible, so as to conduct an adequate 
economic feasibility assessment and make meaningful comparisons between competing 
projects. Once the potential benefits and costs are estimated, the project manager can 
draw on various techniques to determine in how far the benefits outweigh the costs. 
Typically, these analyses are conducted throughout the project’s life to decide whether 
to continue, redirect, or kill it.

Determining Project Benefits. In organizational settings, information systems are 
built to obtain various benefits, such as automation, reduction of errors, or the provision 
of innovative services; likewise, systems can be built with the aim to improve speed, 
flexibility, efficiency, or employee morale. While some of these benefits are tangible, 
others are intangible. 

Tangible benefits can quantified with relative certainty. For instance, cost reduction 
due to automatization can be measured with relative certainty. Likewise, reduction of 
errors can result in measurable cost savings. Most tangible benefits belong to one or 
more of the following categories:

 • Cost reduction and avoidance
 • Error reduction
 • Increased flexibility
 • Increased speed of activity
 • Improvement of management planning and control
 • Opening new markets and increasing sales opportunities

The tangible benefits for a proposed information system are summarized in a work-
sheet in Figure 5.16.

In contrast, intangible benefits cannot be easily quantified with relative certainty. 
Some intangible benefits, such as improved employee morale, may have direct benefits 
to an organization; other intangible benefits, such as improved accessibility of systems 
and services, may have broader societal implications. During project initiation, some 
tangible benefits are initially classified as intangible, as they cannot be assessed with 
certainty in the early stages of a project. Such intangible benefits can later be reclassi-
fied as the project manager gains a better understanding of the benefits; typically, this 
results in updates to the planning documents and budgets, to allow for monitoring and 
controlling the project’s progress. Intangible benefits include

 • Being able to stay on par with competitors
 • Increased organizational flexibility

 • Increased employee morale
 • Promotion of organizational learning and understanding
 • More timely information

In addition to determining project benefits, the project manager must identify the 
project costs.

Tangible benefit 
A benefit that can be 
quantified with relative 
certainty.

Intangible benefit 
A benefit that cannot 
be easily quantified 
with relative certainty.
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Determining Project Costs. Just as benefits can be tangible or intangible, so can costs. 
Tangible costs are those that can be quantified with relative certainty. In information 
systems development projects, tangible costs include items such as costs related to hard-
ware, software, or development, or operational costs, such as employee training, energy, 
and network connectivity. In contrast, intangible costs are those items that cannot 
easily be quantified with relative certainty. Intangible costs can include reduced cus-
tomer satisfaction during the implementation of the new system, or decreased employee 
morale due to increased restrictions or monitoring imposed by a new system. Table 5.5 
provides a summary of common costs associated with the development and operation 
of an information system. Typically, predicting the costs associated with the develop-
ment of an information system is difficult. As it is important to neither overestimate 
costs (to avoid overallocation of resources) nor underestimate costs (to reduce cost 
overruns), several guidelines have been developed to improve the process of estimating 
costs (Lederer and Prasad, 1992): 

 • Assign the initial estimating task to the final developers.
 • Only finalize the initial estimate after a thorough study.
 • Anticipate and control requirements changes.
 • Monitor the progress of the proposed project.
 • Evaluate proposed project progress by using independent auditors.
 • Use the estimate to evaluate project personnel.
 • Only approve cost estimates after careful analysis.
 • Rely on documented facts, standards, and simple arithmetic formulas rather than 

guessing, intuition, personal memory, and complex formulas. 
 • Don’t rely on cost-estimating software alone for an accurate estimate.

Figure 5.16 Microsoft Excel 2016 spreadsheet showing the tangible benefits for a proposed system. Adapted 
from: Valacich and George (2017).

Tangible cost 
A cost that can be 
quantified with relative 
certainty.

Intangible cost 
A cost that cannot be 
easily quantified with 
relative certainty.
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Another classification of costs is their recurrence (the same is true for benefits, 
although we do not discuss this difference for benefits). Costs associated with project 
initiation and development and startup of the system are only incurred once and are 
thus referred to as one-time costs; in addition to system development, such one-time 
costs comprise the acquisition of needed hard- and software, site preparation, data 
migration and system conversion, as well as user training (see Figure 5.17). These costs 
are captured in a worksheet. As for very large projects, one-time costs may be incurred 
over one or more years; separate one-time cost worksheets should be created for each 
year to facilitate present value calculations (as described later). Costs incurred from the 
ongoing evaluation and use of the system are referred to as recurring costs, and include

 • Application software maintenance
 • Incremental data storage expenses
 • Incremental communications expenses
 • New software and hardware leases
 • Supplies and other expenses (e.g., paper, forms, data center personnel)

Recurring costs for a proposed information systems project are summarized in a 
worksheet in Figure 5.18.

Both one-time and recurring costs can consist of items that are fixed or variable. 
Whereas variable costs depend on usage (such as cloud storage or processing), fixed 
costs are independent of usage (such as the lease of a data center or the purchase of a 
new web server).

Table 5.4 Possible Information Systems Costs

Types of Costs Examples

Procurement • Consulting fees 
• Equipment purchase or lease
• Equipment installation costs
• Site preparation and modifications
• Cost of capital
• Management and staff time

Project-related • Application software
• Software modifications to fit local systems
• Personnel, overhead, etc., for cloud development
• Training users in application use
• Collecting and analyzing data
• Preparing documentation
• Managing development

Start-up • Operating system software
• Networking equipment installation
• Start-up personnel
• Personnel searches and hiring activities
• Disruption to the rest of the organization
• API purchases

Operating • System maintenance (hardware, software, and facilities)
• Rental of space and equipment
• Cloud rental
• Management, operation, and planning personnel

Adapted from: King and Schrems (1978).

One-time cost 
A cost associated 
with project start-up 
and development or 
system start-up.

Recurring cost 
A cost resulting from 
the ongoing evolution 
and use of a system.
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Figure 5.17 Microsoft Excel 2016 spreadsheet showing the one-time costs for a proposed system. Adapted 
from: Valacich and George (2017).

Figure 5.18 Microsoft Excel 2016 spreadsheet showing the recurring costs for a proposed system. Adapted 
from Valacich and George (2017).
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Cost-Benefit Analysis. Organizations use a variety of cost-benefit analysis techniques 
to compare the various costs and benefits for an information systems development 
project and determine its financial viability. Especially for projects of longer duration, 
these analyses should be based on present-day values in order to allow for meaningful 
comparisons of costs and benefits. This is especially important, as projects differ in 
duration, incur both one-time and recurring costs, and involve benefits that might 
only be realized in the future; likewise, it is important to base analyses on present-day 
values when comparing different projects with different life expectancies. Thus project 
managers use the concept of the time value of money (TVM) to compare present cash 
outlays and expected future returns.

The following simple example will help explain this concept. A friend of yours offers 
you her car, asking for three payments of $1,500 for three years, beginning next year, for 
a total of $4,500. If she would accept a single lump sum payment at the time of sale, 
should the single payment be more or less than $4,500? The answer to this question lies 
in the concept of the time value of money. As money can be invested, a dollar today is 
worth more than a dollar at a time in the future. Thus most of us would gladly accept 
$4,500 today rather than three payments of $1,500. The cost of capital (i.e., the rate at 
which money can be borrowed or invested) is referred to as the discount rate in TVM 
calculations. Assuming the seller could invest the money received for the sale of the 
car for a 10 percent return, the present value of the three $1,500 payments could be 
calculated as follows:

where PVn is the present value of Y dollars n years from now and i is the discount rate.
From our example, the present value of the three payments of $1,500 can be cal-

culated as

where PV1, PV2, and PV3 reflect the present value of each $1,500 payment in years 1, 2, 
and 3, respectively.

The net present value (NPV) of the three $1,500 payments is the sum of the pres-
ent values calculated previously (NPV = PV1 + PV2 + PV3 = $1,363.65 + $1,239.60 + 
$1,126.95 = $3,730.20). In other words, assuming a discount rate of 10 percent, the 
seller could accept a lump sum payment of $3,730.20 instead of three payments of 
$1,500.

When performing economic feasibility analyses, project managers first determine 
the costs and benefits, the expected life span of the project, as well as the cost of capi-
tal. Based on these factors, the project manager can then create a summary worksheet 
showing the present values of all benefits and costs, as well as all pertinent analyses (see 
Figure 5.19). 

For example, to create the summary spreadsheet in Figure 5.18, the project manager 
assumed the project’s useful life to be five years and the cost of capital to be 12 percent. 

Cost-benefit analysis 
The use of a variety of 
analysis techniques 
for determining the 
financial feasibility of a 
project.

Discount rate 
The rate of return 
used to compute the 
present value of future 
cash flows.

Present value 
The current value of a 
future cash flow.
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The NPV of the total tangible benefits is presented in cell H11; the NPV of the total 
costs is presented in cell H19. The overall NPV of $35,003 (shown in cell H22) indi-
cates that the project has a positive return, as the overall benefits exceed the costs.

Cell H25 in the worksheet shows the overall return on investment (ROI; defined in 
Table 5.6). The overall ROI is useful in comparing projects that have different benefit 
and cost values and, possibly, different expected life-spans. While the ROI shown in 
the example is for the overall project, the ROI could be determined for each year of 
the project.

In addition to NPV and ROI, the example in Figure 5.16 shows a break-even 
analysis, which is used to determine when (if ever) the project will “break even” (i.e., 
when the benefits will equal costs). To determine the break-even point, the NPVs of the 
yearly cash flows are calculated by subtracting both the one-time costs and the present 

Figure 5.19 Microsoft Excel 2016 spreadsheet reflecting the present-value calculations of all benefits and 
costs for a proposed information systems project. Adapted from: Valacich and George (2017).

Break-even analysis 
A type of cost-benefit 
analysis used to 
identify when (if ever) 
benefits will equal 
costs.
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values of the recurring costs from the present value of the yearly benefits. The overall 
NPV of the cash flow (shown on line 30) reflects the total cash flows for all preceding 
years; as year 3 is the first in which the overall NPV cash-flow figure is nonnegative, 
breakeven occurs between years 2 and 3. The following formula can be used to deter-
mine the project’s break-even point:

Using data from Figure 5.16,

Therefore, the project breaks even at approximately 2.4 years, or about 2 years and 
5 months. Together, these different metrics can give a project review board a better 
understanding of the potential economic impact of a project and can help the review 
board make an informed decision about approving or rejecting a project. Given that 
most information systems projects have a usable life of more than one year, project man-
agers typically use techniques using the concept of the TVM (see Table 5.6). You may 
consult an introductory finance or managerial accounting textbook for a more detailed 
discussion of TVM or other cost-benefit analysis techniques.

While the benefits and costs of many projects can be determined to a reasonable 
degree, a project manager often faces situations where costs or benefits cannot be eas-
ily determined during project initiation and planning, and it may not be possible to 
demonstrate that the project may break even or have an ROI above some organizational 
threshold. In such cases, the project manager includes a thorough analysis of intangible 
costs and benefits to justify the project. Further, a project manager may use optimistic, 
pessimistic, and expected cost and benefit estimates to produce a range of possible out-
comes. Together with the list of intangible benefits and the support of the requesting 
business unit, the project manager can make a case for the project’s economic feasibility. 
Likewise, a project manager can conduct some activities that would normally be done 
during the analysis phase, such as identifying shortcomings of an existing system and 
demonstrating how a new system will address these issues. In any case, especially when 
resources (such as capital) are scarce, the analysis of a project’s economic feasibility 
must be as accurate as possible. Clearly, demonstrating a project’s economic feasibility 

Table 5.6 Commonly Used Economic Cost-Benefit Analysis Techniques

Analysis Technique Description
Net present value (NPV) NPV uses a discount rate determined from the company’s cost of capital to establish 

the present value of the project. The discount rate is used to determine the present 
value of both cash receipts and outlays.

Return on investment (ROI) ROI is the ratio of the net cash receipts of the project divided by the cash outlays of 
the project. Trade-off analysis can be made among projects competing for investment 
by comparing representative ROI ratios.

Break-even analysis (BEA) BEA finds the amount of time required for the cumulative cash flows from a project to 
equal its initial and ongoing investment.
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can be an open-ended activity; the extent and depth of these analyses depend on the 
particular project, stakeholders, and business conditions, but typically, assessing the 
economic feasibility for new types of information systems tends to be less clear-cut 
and more difficult.

Common Problems: Reducing Information Systems Development Costs

When performing economic feasibility analyses, 
project managers identify potential benefits and 
costs. For a project to be selected for development, its 
benefits typically need to exceed its costs. Therefore, 
one way to increase the potential value of a project to 
the organization is by reducing information systems 
development costs. Development costs can be 
controlled and reduced by following a few strategies, 
including

 1. Standardizing hardware platforms. Standardizing 
server and storage platforms can significantly 
reduce recurring costs; quantity purchases 
can reduce one-time costs.

 2. Standardizing application infrastructure. 
Common application environments reduce 
recurring costs by reducing system and data 
integration as well as ongoing maintenance 
costs.

 3. Improving security. Standardizing on a single 
operating system and automating updates 
can reduce the need for individual desktop 
repair and upgrades, as well as increase overall 
system security and simplify administration; 
together, these steps reduce one-time and 
recurring system costs.

 4. Managing operations. By carefully monitoring 
and proactively administering system updates 
and security repairs, operational problems can 
be dramatically reduced or eliminated, thus 
reducing recurring system costs.

As the amount of work reacting to system differ-
ences, security breaches, and update administration 
is reduced, organizational resources can be focused 
on providing organizational benefits. Looking for 
opportunities to better control one-time and recur-
ring costs will enhance both project and organiza-
tional performance.

Based on: Burry (2003).

Assessing Technical Feasibility
In addition to assessing a project’s economic feasibility, a project manager needs to 
assess the project’s technical feasibility to understand whether the organization will 
be able to construct the proposed system. This includes not only an assessment of the 
development group’s expertise in the possible hardware, software, and operating envi-
ronments to be used, but also of the size and complexity of the system and the group’s 
experience with similar projects or systems. In this section, we will discuss a framework 
for assessing the technical feasibility of a project in which the level of technical project 
risk can be determined after answering a few fundamental questions.

As all projects have risks, the assessment of a project’s technical feasibility should 
also include an assessment of the sources and types of the project’s technical risks. 
Whereas risk is not necessarily something to avoid (see Chapter 9), riskier projects 
often tend to offer higher expected returns. Identifying the potential risks as early as 
possible in the project can help manage (and, if necessary, minimize) the risks. Not 
assessing and managing risks can result in the following consequences:

 • Failure to attain expected benefits from the project
 • Inaccurate project cost estimates
 • Inaccurate project duration estimates
 • Failure to achieve adequate system performance levels

Technical feasibility 
The degree to which 
the development 
organization is able to 
construct a proposed 
system.
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 • Failure to adequately integrate the new system with existing hardware, software, 
or organizational procedures

As you will learn in Chapter 9, approaches to managing risk include modifying the 
project management plan (described later) to avoid risk factors, carefully managing the 
risky aspects, and continuously monitoring whether potential risks are materializing.

As summarized in Table 5.7, how much technical risk is associated with a project 
depends on four major factors: project size, project structure, the development group’s 
experience with the application and technology area, and the user group’s experience 
with systems development projects and the application area (see also Kirsch, 2000). 
Based on these four factors, there are four general rules (see also Table 5.7):

 1. Large projects are riskier than small projects. Typically, as the size of a project 
increases (relative to what the development group is familiar with), so does tech-
nical risk. 

 2. Projects with structured and easily obtainable requirements are less risky than projects 
in which requirements are messy, ill-structured, ill-defined, or subject to the judgment 
of an individual. For example, a human resources management system’s require-
ments are relatively easy to determine due to legal reporting requirements and 
standard accounting procedures. In contrast, a new business analytics system may 
not have clear requirements, thus making its development more risky.

 3. Projects using standard technologies are less risky than projects using novel or nonstan-
dard technologies.  If the development group lacks experience with a particular 
aspect of a project (such as novel technologies used), the project has a greater 
likelihood of experiencing difficulties; using standard tools, hardware, and soft-
ware is typically less risky. 

 4. A project is less risky when the user group is familiar with the systems development pro-
cess and application area. Users who are unfamiliar with the systems development 
process or the application area typically do not realize the effects of seemingly 
minor changes to the requirements for a system. Therefore, active involvement 

Table 5.7 Technical Project Risk Assessment Factors

Factor Examples
Project size Number of members on the project team

Project duration
Number of organizational departments involved in the project
Size of programming effort (e.g., hours, function points)

Project structure New system or overhaul of existing system(s)
Organizational, procedural, structural, or personnel changes resulting from system
User perceptions and willingness to participate in effort
Management commitment to system
Amount of user information in system development effort

Development 
group

Familiarity with target hardware, software development environment, tools, and operating 
system
Familiarity with proposed application area
Familiarity with building similar systems of similar size

User group Familiarity with information systems development process
Familiarity with proposed application area
Familiarity with using similar systems

Adapted from: Applegate, Austin, and McFarlan (2007).
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and cooperation between user and development groups can help reduce risks, as 
users familiar with the application area and the systems development process are 
more likely to understand how their involvement can influence project success. 

Risk is typically seen as a portfolio issue, where organizations do not consider proj-
ect risk in isolation, but have a mix of high-, medium-, and low-risk projects. As some 
high-risk projects may fail, an organization should not have too many of these projects. 
In contrast, avoiding high-risk projects altogether (and focusing on low-risk projects) 
prevents an organization from harnessing the opportunities of the latest innovative 
systems and technologies. Thus top management of an organization typically decides on 
the appropriate mix. Figure 5.20 shows the effects of degree of project structure, project 
size, and familiarity with application area on project implementation risk.

Global Implications: Deciding When to Offshore

Most economists and business leaders believe that 
offshore outsourcing is here to stay. As businesses 
work hard to remain competitive, most are 
examining what types of projects should or should 
not be sent offshore. To be successful, identifying 
the right projects is crucial. Unfortunately, there is 
no clear rule of thumb for selecting which projects 
to offshore. Nevertheless, organizations with long-
term success in utilizing offshoring typically do not 
offshore the following types of projects:
• Complex projects that involve multiple coordi-

nated teams

• Core-competency or core intellectual property 
related projects

• “Crash” projects to return another project back 
onto schedule

• New product development projects
• Projects initiated to produce immediate cost sav-

ings (because it typically takes time to realize proj-
ect benefits)
In contrast, projects that have been identified as 

good candidates for offshoring include those for 
the maintenance, support, or extension of legacy 

Figure 5.20 Effects of degree of project structure, project size, and familiarity with application area on project 
implementation risk. Adapted from: Applegate, Austin, and McFarlan, 2007
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systems, as well as non-mission-critical systems 
that do not involve key intellectual property or pro-
cesses. Even though organizations may choose the 
“right” type of projects for offshoring, there is still a 
great risk of failure if the project is not carefully man-
aged. Key management issues include having a local 
project manager who is experienced and skilled in 

managing an offshore team (and overcoming poten-
tial language barriers), good communication plans, 
and frequent milestones to ensure that problems are 
quickly identified. Organizations can realize many 
benefits from offshoring, however, as with all types 
of systems development projects, good project man-
agement is essential to realizing the optimal benefits. 

Based on: Patil (2017); Printer (2004); Thibodeau (2004).

Assessing Other Feasibility Concerns
For any project, economic and technical feasibility are of paramount importance, but 
ignoring other types of feasibility, such as operational feasibility, schedule feasibility, 
legal and contractual feasibility, and political feasibility, can derail any project. Next, 
we will discuss these types of feasibility that should be considered when formulating 
the business case for a system during project initiation. First, operational feasibility 
is the degree to which a proposed system will solve business problems or take advan-
tage of business opportunities, or the likelihood that the project will attain its desired 
objectives, as outlined in the systems service request (SSR) or project identification 
study. One part of assessing operational feasibility is to determine in how far the proj-
ect is consistent with or necessary for accomplishing the information systems plan. In 
fact, the business case for any project can be strengthened by demonstrating that the 
project is aligned with to the business or information systems plan. In addition, assess-
ing operational feasibility includes determining how the proposed system will affect 
organizational structures and procedures, as projects that have a large impact on an 
organization’s structure or procedures are typically riskier. Thus understanding how the 
system will fit into the organization’s current day-to-day operation will help determine 
the project’s operational feasibility.

Second, schedule feasibility is the degree to which the potential time frame and 
completion dates for all major activities within a project meet organizational deadlines 
and constraints for affecting change. The deadlines and constraints can depend on dif-
ferent factors. For example, a newly introduced regulation may necessitate an update 
of the organization’s accounting system by a certain date, or a new e-commerce web-
site may need to go live before the start of the busy holiday season. In addition, some 
resources may not be available at certain times, so completing certain project activities 
may not be possible during holiday or vacation periods, or during rushed business 
periods. Factors such as project team size, availability of key personnel, outsourcing 
activities, and changes in development environments may all be considered as having a 
possible impact on the eventual schedule; thus part of assessing schedule feasibility also 
includes evaluating scheduling trade-offs. As near-term activities can be planned with 
more certainty than long-term ones, assessing schedule feasibility during project initia-
tion can only give a rough estimate of whether the system can be completed within the 
given constraints, and schedule feasibility should be reassessed as the project proceeds.

In addition, any project is likely to have potential legal and contractual ramifica-
tions. Thus assessing legal and contractual feasibility issues is an important part of this 
stage. Depending on the system, legal considerations include copyright or intellectual 
property issues, nondisclosure agreements, as well as current or pending contractual 
obligations. Likewise, the development of a system may be constrained by current 
labor laws, antitrust legislation, foreign trade regulations or data protection directives, 
and financial reporting standards. Contractual obligations may involve ownership or 

Operational feasibility 
The degree to which 
a proposed system 
will solve business 
problems or take 
advantage of business 
opportunities.

Schedule feasibility 
The degree to 
which the potential 
time frame and 
completion dates for 
all major activities 
within a project 
meet organizational 
deadlines and 
constraints for 
affecting change.

Legal and contractual 
feasibility  
The degree to which 
potential legal 
and contractual 
ramifications due to 
the construction of 
a system influence 
project success.

  Information Systems Project Management,
Edition 2.0



Project Identification and Selection • 191

licensing of software used in joint ventures, hardware or software licenses, or elements 
of a labor agreement (such as an agreement limiting the use of certain compensation 
mechanisms). Often, new systems may also require more or different licenses for third-
party software. Finally, ownership of source code of systems that had initially been 
externally developed can have potential ramifications.

Finally, assessing political feasibility involves an evaluation of how key stakehold-
ers within the organization view the proposed system. Many newly implemented infor-
mation systems change the way information is distributed within organizations—and 
thus affect the distribution of power. Consequently, some of the affected stakeholders 
may not support the project, and may even attempt to block, disrupt, or change the 
intended focus of the project.

In sum, assessing the feasibility of a project includes the analysis of numerous issues, 
including economic, technical, operational, schedule, legal and contractual, and political 
issues related to the project. Yet project selection may be influenced by other factors. 
For example, if a project is seen as a strategic necessity and is regarded as being crucial 
for the organization’s survival, it might be selected despite high costs or risk. On the 
other hand, projects may be selected due to low projected costs and risks. Likewise, the 
power of persuasiveness of key stakeholders may be determinants of project selection. 
Thus, while it is impossible to foresee all factors that influence project selection, it is 
nevertheless important to conduct a thorough examination of all factors that can be 
assessed, so as to allow the project review committee to make an informed decision 
when selecting projects for implementation. Next, we will discuss how alternative proj-
ects can be compared.

Comparing Alternative Projects
The third activity in the project initiation process is comparing alternative projects, so 
as to select projects for further development. Typically, this process considers a portfolio 
of short- and long-term projects, so as to select those that are most likely to help the 
organization achieve its business objectives. Additionally, as business conditions change 
over time, individual projects may become more or less important. Thus, identifying and 
selecting projects is a very important and ongoing activity.

As shown in Figure 5.21, project selection decisions must consider numerous factors 
such as the perceived needs of the organization, existing systems and ongoing projects, 
resource availability, evaluation criteria, current business conditions, and perspectives 
of the decision makers. Likewise, project selection decisions can have numerous out-
comes. Of course, projects can be accepted or rejected. An accepted project typically 
receives funding to conduct the next project phase; a rejected project will no longer be 
considered for development. However, projects may also be accepted based on certain 
conditions, such as the approval or availability of needed resources, or dependent upon 
the successful development of a prototype or the demonstration that the development 
group will be able to develop a particularly difficult aspect of the system. Further, proj-
ects may be delayed until resources are available, or the requester may be asked to revise 
and resubmit their project proposal.

Multicriteria Analysis
A widely used method for deciding among different projects or among alternative 
designs for a given system is called multicriteria analysis (see Figure 5.22). Multicri-
teria analysis (sometimes called multicriteria decision analysis) uses a weighted scoring 
method for a variety of criteria to contrast alternative projects or system features. Let’s 

Political feasibility 
The degree to which 
key stakeholders 
within the organization 
can affect project 
success.

Multicriteria analysis 
A project selection 
method that uses 
weighted scoring for 
a variety of criteria to 
contrast alternative 
projects or system 
features.
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Figure 5.21 Project selection decisions must consider numerous factors and can have numerous outcomes. 
Adapted from: Valacich and George (2017).

Figure 5.22 Alternative projects and system design decisions can benefit from the use of weighted multicri-
teria analysis. Adapted from: Valacich and George (2017).

suppose that three alternative designs—A, B, and C—are possible for a given system 
that has been identified and selected; during early planning meetings, three key system 
requirements and four key constraints (as shown in the left column of Figure 5.22) have 
been identified. Typically, the requirements and constraints differ in importance, and 
are thus weighted based on their relative importance. For example, it is possible that 
requirements might be more or less important than constraints. In any case, there are 
no hard and fast rules for the weights; thus the weights should be arrived at through a 

  Information Systems Project Management,
Edition 2.0



Project Initiation • 193

process of open discussions among the analysis team, users, and sometimes managers. 
To facilitate the analysis, the total of the weights for both the requirements and con-
straints should be 100 (percent).

In the next step, each alternative is rated on each requirement and constraint (e.g., 
on a scale of 0 to 5, with 5 being the highest rating). Just as the weights, ratings are 
subjective and should thus be determined through open discussion among users, ana-
lysts, and managers. Next, each requirement’s and constraint’s rating is multiplied by 
its weight to arrive at a score. These individual scores are then summed to arrive at an 
overall score for each alternative.  As shown in Figure 5.21, each project has subtotals for 
requirements and constraints, as well as an overall score. The subtotals for the require-
ments suggest that alternatives B and C meet or exceed all requirements. However, only 
alternative A does not violate any constraints. The overall score suggests that alternative 
C might be the best option. However, decisions makers typically take all factors into 
account (rather than just the total score) in making their decision. For example, while 
alternative A does not meet two of the key requirements, it also has the lowest costs. 
Thus, while the decision of which project to implement will never be clear-cut, a thor-
ough analysis will help in making the best decision for the organization.

Project Initiation
Once a project has been identified and selected based on strategic objectives of the 
organization, the project can be authorized. The process of authorizing the continuation 
of an existing project or the start of a new project is called project initiation. At this 
point, the project manager can develop the project charter, the project management 
plan, and the project management information system. Next, we will briefly discuss 
each of these key activities.

Developing the Project Charter
Based on a solid business case, the project charter is a short document that serves as 
the foundation for the project, describes what the project will deliver, and authorizes 
the use of resources to complete the project. A project charter can vary in the amount of 
detail it contains but often includes high-level descriptions of the following elements:

 • Project title and date of authorization
 • Project manager name and contact information
 • Customer name and contact information
 • Project purpose
 • Project objectives and description, as well as major deliverables
 • Key requirements
 • Project risk
 • Projected start and completion dates and major milestones
 • Approved financial resources
 • Key stakeholders, project role, and responsibilities
 • Key assumptions or approach
 • Approval and exit criteria
 • Signature section for key stakeholders

Project initiation 
The process of 
authorizing a new 
project or continuing 
an existing project.

Project charter 
A short document 
that serves as the 
foundation for the 
project, describes 
what the project will 
deliver, and authorizes 
the use of resources to 
complete the project.
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The project charter ensures that the project manager and the customer agree on a 
common understanding of the project. Further, the project charter helps communicate 
that a particular project has been chosen for development. In addition to developing 
the project charter, the project manager typically starts developing an assumption log 
to capture any project-related assumptions or constraints. A sample project charter is 
shown in Figure 5.23.

Assumption log 
Document used to 
capture any project-
related assumptions or 
constraints.

Figure 5.23 A project charter for a proposed information systems project
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Developing the Project Management Plan
Once the project is formally authorized, the next step is to develop the project manage-
ment plan. The project management plan specifies how the project will be performed, 
and guides the execution, monitoring and controlling, and closing of a project (see 
Figure 5.24). The project management plan comprises a number of components that 
are developed during the various planning processes. These subcomponents typically 
depend on the nature of the project. Subcomponents you learned about earlier are the 
communications management plan and the stakeholder engagement plan. In this sec-
tion of the book, you will learn about plans to manage scope, requirements, schedule, 
cost, quality, resources, risks, and procurement. 

The project management plan is a living document, and many parts of the project 
management plan evolve as the project moves through its different phases. However, 
whereas various project management processes result in additions or changes to the 
project management plan, any changes to costs, schedule, or scope need to go through 
formal change management processes. In other words, once the scope has been defined, 
the schedule has been developed, and resources have been estimated, these are fixed as 
baselines; the scope, schedule, and cost baselines serve as a standard for measuring proj-
ect progress and performance, and any changes to these baselines need to be formally 
approved. Finally, the project management plan may contain other subcomponents such 
as a description of the project life cycle, a description of the development approach, or 
plans for managing changes or measuring performance.

Establishing the Project Management Information System
The focus of this activity is to collect and organize the tools that you will use while man-
aging the project and to develop the project management information system. Thus the 

Project management 
plan 
A plan specifying 
how the project will 
be performed, and 
guides the execution, 
monitoring and 
controlling, and closing 
of a project.

Baseline 
Approved version of a 
project management 
plan component 
serving as a standard 
for measuring 
project progress and 
performance that 
can only be changed 
through formal 
change management 
processes.

Figure 5.24 Components of the project management plan
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project management information system serves as a central repository for all project 
correspondence, inputs, outputs, deliverables, procedures, and standards to support all 
aspects of a project. The project management information system contains both paper 
and electronic components. For example, hardcopies are filed in large three-ring bind-
ers, and electronic documents and communication are stored in electronic repositories 
or groupware systems (see Figure 5.25). The project management information system is 
used by all team members to guide orientation of new team members, communication 
with management and stakeholders, identifying future projects, and performing project 
audits and postproject reviews. Therefore diligently documenting all project information 
is one of the most important activities you will perform as project manager. Today, most 
project teams keep their project workbooks on the web. A website can be created so that 
all project members can easily access all project documents. This website can be a simple 
repository of documents or an elaborate site with password protection and security lev-
els. The best feature of using a web-based repository is that it enables project members 
and customers to continually review a project’s status and all related information.

Project management 
information system
An online or hard-
copy repository 
for all project 
correspondence, 
inputs, outputs, 
deliverables, 
procedures, and 
standards to support 
all aspects of a project.

Figure 5.25 The project management information system can be a hard-copy or a groupware system such as 
Microsoft SharePoint Online.
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Project Scope Planning, Verification, and Change Control
Once a project has been identified and formally selected, project scope planning can 
begin, to progressively elaborate and document the project management plan in order to 
effectively manage a project. During project scope planning, the project manager iden-
tifies requirements and develops the project scope statement. This document outlines 
all work that will be done, clearly describes what the project will deliver (including the 
criteria for acceptance), and helps make sure that you, the customer, and other project 
team members have a clear and common understanding of the project. The remain-
ing activities of the project scope management process focus on scope validation and 
change control. Scope validation focuses on gaining formal acceptance of the project 
deliverables by the stakeholders—sponsor, customer, and other project team members. 
Scope change control focuses on formal procedures for managing proposed changes to 
the project scope. Each of these activities is briefly described next.

Plan Scope Management
The Plan Scope Management process lays out of the foundation for defining, validating, 
and controlling the project’s scope. The project charter, as well as the project manage-
ment plan (including the quality management plan, the project life cycle description, 
and the development approach) are used as inputs into this process, in addition to 
enterprise environmental factors (such as the organizational culture or infrastructure) 
and organizational process assets (such as policies and procedures and lessons learned). 
Using expert judgment, alternatives analysis, and meetings, the project manager creates 
the scope management plan, outlining the process used for preparing the scope state-
ment, creating the work breakdown structure (WBS), approving the scope baseline, 
and accepting the deliverables, as well as the requirements management plan, which 
outlines the various processes and metrics used for planning, managing, and prioritizing 
requirements.

Collect Requirements
Based on the project charter and the business case, the project manager can start to 
collect the requirements from the key stakeholders, so as to ensure that the final product 
meets the stakeholders’ needs. The Collect Requirements process is used to determine and 
document the various requirements and stakeholder needs. Using the business case, 
the project charter, and the project management plan and project documents (such 
as the stakeholder register) as major inputs, the project manager can begin the Collect 
Requirements process. Typically, the process of collecting requirements includes data 
gathering techniques such as interviewing or focus groups, analysis techniques (such as 
the analysis of existing documents or systems), and decision-making techniques such as 
voting or multicriteria analysis, in addition to prototyping to obtain early feedback. In 
collecting requirements, expert judgment is an important tool, as well as data gathering 
techniques such as brainstorming (also using the nominal group technique), interviews, 
focus groups, questionnaires, and benchmarking. Further, analyzing documents and 
existing systems can be valuable for determining requirements, and prototypes can be 
used to obtain feedback from the relevant stakeholders. During requirements meet-
ings, skills such as observation and facilitation are important. Affinity diagrams and 
mind mapping help in further classifying and reviewing the requirements. The require-
ments specification as an output of the requirements collection process helps define 
the project’s scope. Another important output of the Collect Requirements process is 
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the requirements traceability matrix, which allows the project manager to link require-
ments with project objectives and also allows the project manager to track the different 
requirements and ensure their delivery.

Define Scope
Formally, the project scope refers to the work needed to deliver the final product, 
whereas the product scope refers to the actual features or functionalities of the product 
or services delivered.

The project scope statement provides a detailed description of the project and the 
outcomes. In the Define Scope process, the project manager will flesh out the project 
charter to address the following questions:

 • What problem or opportunity does the project address?
 • What quantifiable results are to be achieved?
 • What needs to be done?
 • How will success be measured?
 • How will we know when we are finished?

This information serves to create the project scope statement. This document (as 
shown in Figure 5.26) will guide the entire project and ensures that both you and your 
customer reach a common understanding of project size, duration, and outcomes. Often, 
the project scope statement is quite formal and extensive, and can be used as the basis 
for a formal contractual agreement outlining firm deadlines, costs, and specifications. 

Create WBS 
Based on the project scope statement and the requirements documentation, the project 
manager can then develop a work breakdown structure (WBS). When major project 
deliverables are broken into smaller parts, accurate cost, task duration, and resource 
estimates can be made. As the project is divided into smaller and more manageable 
pieces, it becomes much easier to clearly assign tasks and responsibilities to various team 
members. The process of dividing the entire project into manageable tasks and then 
logically ordering them to ensure their smooth evolution is referred to as creating the 
work breakdown structure (WBS). This process is described in Chapter 6.

Validate Scope 
Validate Scope is the process of obtaining the project stakeholders’ formal acceptance 
of a project’s deliverables. During this process, users, management, developers, and 
other project stakeholders perform inspections to ensure that the deliverables conform 
to organizational standards and to make sure that all relevant parties understand and 
agree on the acceptance (see Chapter 4, “Managing Project Communication,” for more 
information on walk-throughs).

Control Scope 
A final project scope management activity is the project scope change control process. 
Control Scope is a formal process for assuring that only agreed-upon changes are made 
to the project’s scope. Throughout the life of a project, various types of change requests 
can be made—from correcting minor or severe design defects to improving or extend-
ing system functionality and features. Requests are typically made using a system service 

Project scope 
The work needed 
to deliver the final 
product based on the 
specifications. 

Product scope 
The actual features or 
functionalities of the 
product or services 
delivered.

Project scope 
statement 
A document that 
describes in detail 
what the project will 
deliver and outlines 
generally all work 
required to complete 
the project.

Validate Scope 
The process of 
obtaining the project 
stakeholders’ formal 
acceptance of a 
project’s deliverables.

Control Scope 
A formal process for 
ensuring that only 
agreed-upon changes 
are made to the 
project’s scope.
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Figure 5.26 A project scope statement for a proposed information systems project. Adapted from: Valacich 
and George (2017).

request, as discussed previously and shown in Figure 5.15. Over the life of a project (or 
of a system), a log of all service requests is kept so that the status of any request can be 
immediately known. Many organizations have created web-based forms for submitting 
service requests and for keeping service logs (see Figure 5.27).

From a management perspective, as service requests are made, deciding which 
requests to accept and which to reject is a key issue. Because some requests will be 
more critical than others, a method of assessing and prioritizing the relative value of 
scope change requests must be established. In Chapter 12, we outline a formal process 
for managing the change control process.
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This controlled process should be applied when handling project scope change 
requests as well as any other relevant project change request items, including

 • Project specifications
 • Project schedules
 • Budgets
 • Resources

It is critical that the project scope change control process be completely integrated 
in the overall project control process so that any accepted changes are reflected in 
updated schedules, resource requirements, risk assessments, and other relevant items.

The primary reason that strict scope change control is necessary is that many proj-
ects suffer from scope creep—a progressive, uncontrolled increase in project scope. 
Scope creep is typically a result of a poorly designed scope change control process or 
a poorly defined project scope statement, or both. When either condition exists, small 
incremental features are often added to the system as it evolves, without careful eval-
uation or formal approval from all relevant stakeholders. As this continues, the project 
moves away from its original design, resulting in negative consequences for its sched-
ule and budget. Consequently, without formal approval of scope changes, the project 
very likely will overrun its original budget and schedule because more is expected to 
be done without formal updating and approval. Left unchecked, scope creep can lead 
to a runaway project of constantly changing specifications, uncontrolled budgets, and 
abandoned schedules. Experienced project managers have found scope creep to be the 
single biggest reason for project failure or missed targets.

Tips from the Pros: Outsmarting Scope Creep

Because scope creep—arising from lack of 
stakeholder involvement, different project visions, 
underestimated complexity, or lengthy duration—is 
the greatest threat to project success, all successful 

project managers should know how to manage 
it effectively. Mark Robinson, vice president for 
information technology at Saia Motor Freight, 
outlined ten steps for outsmarting scope creep:

Figure 5.27 A system service request log

Scope creep 
A progressive, 
uncontrolled increase 
in project scope.
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 1. Educate your staff. Make sure all project 
members understand the dangers of scope 
creep.

 2. Clearly define the project. A poorly defined 
project is one of the leading causes of scope 
creep.

 3. Gather all relevant information. Talk to all 
relevant parties to make sure the scope of the 
project is complete and is understood by all 
stakeholders very early in the life of the project.

 4. Define the objectives and deliverables. Write a 
clear project scope statement that includes 
project objectives and deliverables.

 5. Assign a project sponsor. Have a project sponsor 
at the beginning; changing team composition 
often leads to project scope changes.

 6. Create an approval process. A clear project 
scope change control process is necessary 

to limit changes to only those that have been 
formally approved.

 7. Stay on track. Use comprehensive project 
management techniques to keep the project 
on schedule, on budget, and on track.

 8. Create a good communication process. Keep 
all project team members and stakeholders 
informed of project status and changes.

 9. Understand when change is necessary. 
Sometimes it is necessary to make project 
changes; update all project materials—
schedules, budgets, resources, and so on—
when changes occur.

 10. Schedule regular meetings. Regular meetings 
help keep everyone informed of the project’s 
status and are useful for resolving any 
disagreements or misunderstandings.

Based on: Kurzawska (2018); Ruriani (2003). 

Managing Project Scope and PMBOK
In this chapter, we have focused primarily on Knowledge Areas 4 and 5, Project Integra-
tion Management and Project Scope Management, respectively, within the Project Man-
agement Body of Knowledge (PMBOK, 2017) (see Figure 5.28). Specifically, eight key 
processes—Develop Project Charter, Develop Preliminary Project Scope Statement, Develop 
Project Management Plan, Plan Scope Management, Define Scope, Create WBS, Validate 
Scope, and Control Scope—have been discussed. Additionally, we have also reviewed 
issues related to Knowledge Area 3, Project Management Processes, as we’ve discussed 
how aspects of initiating projects and managing project scope fit within the broader 
context of project management. Together, this information provides a solid foundation 
for understanding project scope management.

Figure 5.28 Chapter 5 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            
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3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ⚫              

4.2 Develop Project Management Plan         ⚫          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ⚫              

5.2 Collect Requirements ⚫

5.3 Define Scope         ⚫              

5.4 Create WBS         ⚫ ��            

5.5 Validate Scope         ⚫              

5.6 Control Scope         ⚫             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
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9.6 Control Resources �� ��
10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ��

Running Case: Managing Project Scope

Now that the “No Customer Escapes” project team 
has been formed and a plan has been developed for 
distributing project information, James has begun 
working on the project charter, project management 
plan, project management information systems, 
and the project scope statement. He first drafted 
the project charter and posted it on the project’s 
SharePoint site (see Figure 5.29). He then sent a 
short email message to all team members requesting 
feedback.

Minutes after James posted the project charter, 
his office phone rang. 

“James, it’s Cindy. I just looked over the project 
charter and have a few comments.”

 “Great,” replied James. “It’s just a draft. What do 
you think?”

“Well, I think that we need to explain more about 
how the system will work and why we think this new 
system will more than pay for itself.”

“Those are good suggestions; I’m sure many oth-
ers will also want to know that information. However, 

the project charter is a pretty high-level document 
and doesn’t get into too much detail. Basically, its 
purpose is to just formally announce the project, 
providing a very high-level description, as well as 
to briefly list the objectives, key assumptions, and 
stakeholders. The next document that I am work-
ing on, the project scope statement, is intended to 
provide more details on specific deliverables, costs, 
benefits, and so on. So, anyway, that type of more 
detailed information will be coming next.”

“Oh, OK, that makes sense. I’ve never been on a 
project like this, so this is all new to me,” said Cindy.

“Don’t worry,” replied James. “Getting that kind of 
feedback from you and the rest of the team will be 
key for us doing a thorough feasibility analysis. I’m 
going to need a lot of your help in identifying possible 
costs and benefits of the system. When we develop 
the project scope statement, we do a very thorough 
feasibility analysis—we examine financial, techni-
cal, operational, schedule, and legal and contractual 
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Figure 5.29 A project charter for Jackie’s customer relationship management system
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feasibility, as well as potential political issues arising 
through the development of the system.”

“Wow, we have to do all that? Why can’t we just 
build the system? I think we all know what we want,” 
replied Cindy.

“That is another great question,” replied James. 
“I used to think exactly the same way, but what I 
learned in my last job was that there are great bene-
fits to following a fairly formal project management 
process when designing a new system. By moving 
forward with care, we are much more likely to build 
the right system, on time and on budget.”

“So,” asked Cindy, “what’s the next step?” 
“Well, we need to do the feasibility analysis I just 

mentioned, which becomes part of the project scope 
statement. Once this is completed, we will have a 
walk-through presentation to management to make 

sure they agree with and understand the scope, risks, 
and costs associated with making ‘No Customer 
Escapes’ a reality,” said James.

“This is going to be a lot of work, but I am sure I 
am going to learn a lot,” replied Cindy.

“So, let me get to work on the feasibility analysis,” 
said James. “I will be sending requests out to all the 
team members to get their ideas. I should have this 
email ready within an hour or so.”

“Great. I will look for it and will reply as soon as I 
can,” answered Cindy.

“Thanks. The faster we get this background work 
done, the sooner we’ll be able to move on to what the 
system will do,” replied James.

“Sounds good. Talk to you later. Bye,” Cindy said.
“Bye, Cindy, and thanks for your quick feedback,” 

answered James.

Adapted from: Valacich and George (2017).

Chapter Summary
Describe the project initiation process, including 
how to identify, rank, and select information sys-
tems projects, as well as establish the project charter 
and the project management plan. Project initiation 
is the process of authorizing a new project or con-
tinuing an existing project. It generally includes four 
distinct activities: identifying, ranking, and selecting 
information systems projects, as well as establishing 
the project charter. This process can be performed by 
different organizational members or units, includ-
ing top management, a steering committee, business 
units and functional managers, the development 
group, or the most senior information systems execu-
tive. Potential projects can be evaluated and selected 
using different methods, such as value chain analysis 
or multicriteria analysis. The quality of the process 
can be improved if decisions are guided by corporate 
strategic planning and information systems plan-
ning. Selected projects will be those considered most 
important in supporting the organizational strategy. 
A key activity in project initiation is the assessment 
of numerous feasibility issues associated with the 
project, including economic, technical, operational, 
schedule, legal and contractual, and political feasi-
bility. All of these feasibility factors are influenced 
by the project size, the type of system proposed, and 
the collective experience of the development group 
and customers of the system. Once a project has been 
identified and selected, the project charter can be 
developed. The project charter is a short document 

that serves as the foundation for the project, describes 
what the project will deliver, and authorizes the use 
of resources to complete the project. Its development 
helps assure that both you and your customer gain 
a common understanding of the project, and it also 
helps announce to the organization that a particular 
project has been chosen for development. The proj-
ect management plan specifies how the project will 
be performed, and guides the execution, monitoring 
and controlling, and closing of a project. The scope, 
schedule, and cost baselines serve as a standard for 
measuring project progress and performance, and 
any changes to these baselines have to be formally 
approved. The project management information sys-
tem serves as a central repository for all project corre-
spondence, inputs, outputs, deliverables, procedures, 
and standards to support all aspects of a project. 

Explain project scope planning, including how to 
define, validate, and control project scope. Project 
scope planning is the process of progressively elabo-
rating and documenting the project management plan 
in order to effectively manage a project. Based on the 
project charter and the business case, the project man-
ager can start to collect the requirements from the key 
stakeholders. The project scope statement describes 
in detail what the project will deliver and outlines 
generally all work required to complete the project. 
Developing a work breakdown structure (WBS) 
focuses on subdividing the major project deliverables 
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into smaller, more manageable activities. Once it is 
completed, making accurate cost, task duration, and 
resource estimates is much easier. Scope validation 
refers to the process of reviewing and agreeing upon 
the project’s scope definition by users, management, 
and the development group using a walkthrough. 

Scope control refers to a formal process for assuring 
that only agreed-upon changes are made to the proj-
ect’s scope in order to reduce or eliminate scope creep 
and to assure that all scope changes are incorporated 
into all planning documents, as well as communicated 
to all project stakeholders.

Key Terms Review
A. Assumption log
B. Baseline 
C. Break-even analysis
D. Business case
E. Competitive strategy
F. Control Scope 
G. Corporate strategic planning
H. Cost-benefit analysis
I. Discount rate
J. Economic feasibility
K. Information systems planning
L. Intangible benefit
M. Intangible cost
N. Legal and contractual feasibility
O. Mission statement
P. Multicriteria analysis
Q. Objective statements
R. One-time cost
S. Operational feasibility

T. Political feasibility
U. Present value
V. Product scope 
W. Project charter
X. Project initiation
Y. Project management information system
Z. Project management plan 
AA. Project scope 
BB. Project scope statement
CC. Recurring cost
DD. Schedule feasibility
EE. Scope creep
FF. System service request
GG. Tangible benefit
HH. Tangible cost
II. Technical feasibility
JJ. Validate Scope 
KK. Value chain analysis

Match each of the key terms with the definition that best fits it.

 1. A benefit that can be quantified with relative certainty.
 2. A benefit that cannot be easily quantified with relative certainty.
 3. A cost associated with project start-up and development or system startup.
 4. A cost resulting from the ongoing evolution and use of a system.
 5. A cost that can be quantified with relative certainty.
 6. A cost that cannot be easily quantified with relative certainty.
 7. A document that describes in detail what the project will deliver and outlines generally all work required 

to complete the project.
 8. A formal process for assuring that only agreed-upon changes are made to the project’s scope.
 9. A formal request for correcting problems with an existing system, adding features to a system, or 

developing a new system.
10. A plan specifying how the project will be performed, and guides the execution, monitoring and con-

trolling, and closing of a project.
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11. A progressive, uncontrolled increase in project scope.
12. A project selection method that uses weighted scoring for a variety of criteria to contrast alternative 

projects or system features.
13. A series of statements that express an organization’s qualitative and quantitative goals for reaching a 

desired future position.
14. A short document that serves as the foundation for the project, describes what the project will deliver, 

and authorizes the use of resources to complete the project.
15. A statement that defines a company’s purpose.
16. A type of cost-benefit analysis used to identify when (if ever) benefits will equal costs.
17. An ongoing process of determining goals and defining a strategy to achieve the goals.
18. An online or hard-copy repository for all project correspondence, inputs, outputs, deliverables, proce-

dures, and standards to support all aspects of a project.
19. A structured process of assessing the information needs of an organization and defining the systems, 

databases, and technologies that will best satisfy those needs.
20. Approved version of a project management plan component serving as a standard for measuring project 

progress and performance that can only be changed through formal change management processes.
21. Document used to capture any project-related assumptions or constraints.
22. The actual features or functionalities of the product or services delivered.
23. The current value of a future cash flow.
24. The degree to which a proposed system will solve business problems or take advantage of business 

opportunities.
25. The degree to which key stakeholders within the organization can affect project success.
26. The degree to which potential legal and contractual ramifications due to the construction of a system 

influence project success.
27. The degree to which the benefits of a development project outweigh its costs.
28. The degree to which the development organization is able to construct a proposed system.
29. The degree to which the potential time frame and completion dates for all major activities within a 

project meet organizational deadlines and constraints for affecting change.
30. The justification that presents the economic, technical, operational, schedule, legal and contractual, and 

political factors influencing a proposed project.
31. The plan of action and organization pursues to achieve its mission and objectives.
32. The process of analyzing an organization’s activities to determine where value is added to products and/

or services and the costs incurred for doing so.
33. The process of authorizing a new project or continuing an existing project.
34. The process of developing a more detailed description of the project and its outcomes.
35.  The process of obtaining the project stakeholders’ formal acceptance of a project’s deliverables.
36. The rate of return used to compute the present value of future cash flows.
37. The use of a variety of analysis techniques for determining the financial feasibility of a project.
38. The work needed to deliver the final product based on the specifications. 
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Review Questions
 1. Contrast the following terms:
  a. Mission, objective statements, competitive strategy
  b. Corporate strategic planning, information systems planning
  c. Top-down planning, bottom-up planning
  d. Low-cost producer, product differentiation, product focus or niche
  e. Break-even analysis, net present value, return on investment
  f.  Economic feasibility, technical feasibility, legal and contractual feasibility, operational feasibility, 

political feasibility, schedule feasibility
  g. Intangible benefit, tangible benefit
  h. Intangible cost, tangible cost
 2. Describe and contrast the characteristics of alternative methods for making information systems project 

identification decisions.
 3. Describe the steps involved in corporate strategic planning.
 4. What are three generic competitive strategies?
 5. Describe what is meant by information systems planning and the steps involved in this process.
 6. List and describe the advantages of top-down planning over other planning approaches.
 7. Describe several project evaluation criteria.
 8. What are the types, or categories, of benefits from an information systems project? What intangible 

benefits might an organization obtain from the development of an information systems project?
 9. Describe three commonly used methods for performing economic cost-benefit analyses.
10. What are the potential consequences of not assessing the technical risks associated with an information 

systems development project? In what ways could you identify an information systems project that was 
technically riskier than another?

11. List and discuss the different types of project feasibility factors. Is any factor most important? Why or 
why not?

12. What is a project charter, and what information does it typically contain?
13. What is the project management information system, and what information does it contain?
14. What is the project scope statement, and what information does it contain?
15. What is contained in a project management plan? 
16. What is a baseline? Why is it important to fix baselines? 
17. Describe what occurs during Validate Scope and Control Scope.
18. What is scope creep, and why do organizations need to effectively manage changes to a project’s scope?

Chapter Exercises
 1. Write a mission statement for a business that you would like to start. State the area of business you will 

be in and which aspects of the business you value most highly. Once you have fleshed out your mission 
statement, describe the objectives and competitive strategy for achieving that mission.

 2. Consider an organization that you believe does not conduct adequate strategic information systems 
planning. List at least six reasons why this type of planning is not done appropriately (or is not done at 
all). Are these reasons justifiable? What are the implications of this inadequate strategic information 
systems planning? What limits, problems, weaknesses, and barriers might this present?
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 3. Information systems planning, as depicted in this chapter, is highly related to corporate strategic plan-
ning. What might those responsible for information systems planning have to do if they operate in an 
organization without a formal corporate planning process?

 4. The economic analysis carried out during the project initiation is rather cursory. Why is this? Conse-
quently, what do you think are the most important factors for a potential project to survive this first 
phase of the life cycle?

 5. In those organizations that do an excellent job of information systems planning, why might projects 
identified from a bottom-up process still find their way into the project initiation process?

 6. Consider, as an example, buying a network of PCs for a department at your workplace, or alternatively, 
consider outfitting a laboratory of PCs for students at a university. For your example, estimate the one-
time and recurring costs outlined in Table 5.5.

 7. For the situation you chose in Exercise 6, either buying a network of PCs for a department at your 
workplace or outfitting a laboratory of PCs for students at a university, estimate the costs and benefits of 
your system. Then calculate the net present value (NPV) and return on investment (ROI) and present 
a break-even analysis (BEA). Assume a discount rate of 12 percent and a five-year time horizon.

 8. Assuming monetary benefits of an information system at $85,000 per year, one-time costs of $75,000, 
recurring costs of $35,000 per year, a discount rate of 12 percent, and a 5-year time horizon, calculate 
the net present value (NPV) of the system’s costs and benefits. Also calculate the overall return on 
investment (ROI) of the project and then present a break-even analysis (BEA). At what point does 
break-even occur?

 9. Change the discount rate for Exercise 8 to 10 percent and redo the analysis.
10. Change the recurring costs in Exercise 8 to $40,000 and redo the analysis.
11. Change the time horizon in Exercise 8 to 3 years and redo the analysis.
12. For the situation you chose in Exercise 6, either buying a network of PCs for a department at your 

workplace or outfitting a laboratory of PCs for students at a university, conduct a multicriteria analysis 
that contrasts at least three alternative configurations with at least three different requirements and 
three different constraint criteria.

13. For the situation you chose in Exercise 6, either buying a network of PCs for a department at your 
workplace or outfitting a laboratory of PCs for students at a university, write a project charter. List your 
assumptions on a separate page.

14. For the situation you chose in Exercise 6, either buying a network of PCs for a department at your 
workplace or outfitting a laboratory of PCs for students at a university, write a project scope statement. 
List your assumptions on a separate page.

15. Different organizations use different formats for defining a project’s charter. Search the web (e.g., 
search using the keywords project charter template) and contrast at least four different templates. What 
is similar? What is unique? Is there one best way to define a project’s charter?

16. Using the information you gathered in Exercise 15, develop your own best-practices project charter 
template.

17. Different organizations use different formats for presenting a project scope statement. Search the web 
(e.g., search using the keywords project scope statement template) and contrast at least four different tem-
plates. What is similar? What is unique? Is there one best way to present a project scope statement?

18. Using the information you gathered in Exercise 17, develop your own best-practices project scope 
statement template.

19. In what ways is a request to change the scope of an information system handled differently from a 
request for a new information system? In what ways are they the same?

20. Describe a personal situation in which you experienced scope creep. Your example does not have to be 
a technology-oriented project.
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Chapter Case: Sedona Management Group and Managing Project Scope

Over the last ten years, Sedona Management Group 
(SMG) has not missed an agreed-to deadline on 
any contract related to a development project 
they’ve undertaken. Given the statistics on project 
failures we have discussed so far in this book, this 
is rather astounding. Tim Turnpaugh attributes this 
success to the company’s core competency—great 
project management. He recognizes that one of 
the most important and difficult aspects of project 
management is scope management, which involves 
defining and controlling what is or is not included in 
the project. For that reason, Turnpaugh dedicates a 
great deal of time to project initiation, which includes 
deciding what projects to pursue and then defining 
their scope.

At SMG, primary goals of scope management are 
to ensure that the project team and the customer 
have the same understanding of the project deliver-
ables and that the deliverables are reasonable given 
budget and time constraints. The first step in manag-
ing scope is deciding which projects to pursue. What 
does the Sedona team look for in potential clients? 
Turnpaugh prefers to work for customers who come 
at a project with an aggressive attitude—where the 
company is willing to think outside the box and not 
be constrained by what has been accomplished in 
the past. In addition, over the last 10 years, SMG has 
built a solid reputation through word-of-mouth, and 
Turnpaugh avoids projects that might detract from 
that reputation. First, SMG stays away from projects 
in certain industries—for example, the adult enter-
tainment industry. Second, the team prefers not to 
develop systems for customers who can’t develop 
a clear vision of what they want to accomplish but 
rather want a system simply because everyone 
else has one. Third, Turnpaugh avoids customers 
that have low interest and motivation in the project 
because this may lead to downstream problems 
related to website maintenance— which ultimately 
may reflect poorly on the Sedona team. Finally, the 
team will not undertake a project for a customer 
who is not willing to be highly accessible during 
the various phases of the project life cycle because 
SMG feels such communication is critical to project 
success.

Turnpaugh states that in the project initiation 
phase, it is not uncommon for the customer to be 
somewhat vague in terms of what they’re trying to 
achieve from the systems development effort. For 
this reason, it is essential to spend sufficient time 
with the customer on needs analysis. Using his per-
sonal knowledge and guided by a set of standard 
questions, Turnpaugh helped the Seattle Seahawks 
identify their needs, determine the market they are 

trying to tap, and in some cases, expand on that vision 
with new possibilities. One past client approached 
SMG with the idea of promoting a fitness chain. In 
the past, the target market for this industry may have 
involved males interested in weight training, but this 
firm wanted to target average individuals—particu-
larly women—who wanted a place to exercise with a 
wide range of aerobic and strength-training options. 
Given this potential audience, the resultant website 
needed to include attributes that would appeal to 
women and entire families rather than just men. 
Not only does the content in such a site differ—for 
example, the website might need to include informa-
tion on such amenities as daycare—but the physical 
design of the site also might need to be substantially 
different.

Another central aspect of project selection 
involves understanding the customer’s budget for 
the project. Based on past experience, Turnpaugh 
knows how to price projects to be both profitable and 
attractive to the customer. In many cases, SMG likes 
to take a phased approach—that is, work on a simple 
website for a customer initially and then eventually 
make improvements to that existing website as the 
relationship with the customer develops over time. 
Turnpaugh refers to these kinds of projects as mul-
tiphase projects.

If necessary, the Sedona team will go through sev-
eral iterations to make sure the customer’s needs are 
understood. To accurately determine the duration 
and the cost of the project, Turnpaugh says that a 
tight scope is needed. In all instances, SMG likes to 
take projects one step at a time. Turnpaugh likens 
this to flying an airplane. A pilot can’t worry about 
every event that might go wrong during a flight, but 
rather needs to focus on doing the current task cor-
rectly. Similarly, in the initiation phase of the project, 
the focus is on understanding the customer’s needs.

Once a clear understanding of the project scope 
is gained, a project scope statement is developed. 
The scope statement forms part of the contract 
that will be drafted for the customer and ensures 
that both the Sedona team and the customer have a 
common understanding of project scope. The scope 
statement includes a detailed description of the proj-
ect’s product, a summary of all project deliverables 
(e.g., database and codes), and a statement of what 
determines project success. Anything beyond what 
is mentioned in the scope statement is a change 
request, which would entail longer project duration 
and an additional charge.

Through Sedona’s interactions with the Seattle 
Seahawks, Turnpaugh determined that the orga-
nization met all of his requirements for potential 
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clients. In interacting with Seahawks representative 
Mike Flood, Turnpaugh was immediately impressed 
with Flood’s desire to not simply duplicate what other 
NFL teams were doing but to think about the purpose 
and opportunities that a website could provide. The 
Seahawks’ website goes beyond providing simple 
information about the team but, rather, attempts to 

engage fans in a variety of interactive capabilities 
that continue to be enhanced. Despite this ongo-
ing development, the original system was carefully 
scoped to meet the Seahawks organization’s needs, 
as well as be achievable within Sedona’s typical proj-
ect life cycle.

Chapter 5 Project Assignment
An entertainment website should present value to 
fans through its contents and features. Therefore, 
these features must be developed properly to 
assure that the consumer is satisfied with the 
experience. The first step in the design process of 
your entertainment website is to examine several 
existing entertainers’ websites. This is an important 
stage of this project to get a feel for the best 
practices. This analysis also shows common trends 
in entertainment sites. It can be used to determine 
the types of materials and features that users come 
to expect from sites such as the one to be designed.

This activity requires you to do an inventory of 
existing entertainment websites.

 1. Find and examine four different entertainment 
websites (these could include sports 
personalities, musicians, actors/actresses, 
sports teams).

 2. For each website, create a bulleted list of 
features or characteristics that it employs (e.g., 

biographical data, interaction with other users, 
media clips, merchandise access, access to 
entertainment, technologies used, etc.). Also 
include a short definition of the feature. Note: 
You should easily compile twenty or more 
features.

 3. Indicate the relative importance of the criteria 
by assigning a weight to each. Please note that 
the weights should sum to 1.0 or 100 percent.

 4. Determine how well each site used each of its 
features (i.e., through a critical examination of 
each site, decide what scores you give each 
entertainment/entertainer site on the features 
you came up with).

 5. Following the example shown, create a 
weighted scoring table by multiplying each of 
the entertainment scores by the weight and 
determining an analysis score.

Criteria Weight Website 1 Website 2 . . . Website n

Criteria 1 (e.g., ease of 
use)

0.20 5 2 . . . 2

Criteria 2 (e.g., 
merchandise availability)

0.10 1 4 . . . 4

Feature 3 (e.g., entertainer 
bio availability)

0.1 1 2 . . .

. . . . . . . . . . . . . . . . . . . . . . 

Feature n (e.g., interaction 
with entertainer)

0.5 5 5 . . . 5

Analysis score Should add to 
1.0

(0.2 × 5) + (0.1 × 1) 
+ (0.1 × 1) 
+ (0.5 × 5)

= 3.6

(0.2 × 2) + (0.1 × 4) 
+ (0.1 × 2) 
+ (0.5 × 5)

= 3.3

. . . Ditto

 6. Choose an entertainer for whom you would 
like to design a site. You can redesign a bad 
entertainment site you reviewed, or you can 
develop an entirely new site.

 7. Develop your project charter. Typical parts of a 
project charter might include

  • Project name

  • Project sponsor
  • Assigned project manager
  •  Project team members and their role in the 

project
  •  Statement of purpose (i.e., overarching 

goals, including what entertainer you are 
focusing on)

  Information Systems Project Management,
Edition 2.0



212 • Chapter 5 / Managing Project Scope

  • Statement of features, including
  •  What features seem to be important for 

entertainment websites?
  •  What features seem to be less important?
  •  Do certain features seem to be more 

appropriate for different types of celebrities?
  •  Are some features incompatible (e.g., if you 

do one thing, should you not do another)?
  •  Statement of objectives (i.e., specific high-

level project deliverables)
  •  Stakeholders
  •  A basic statement of how the team will 

approach the work
  •  Authorized project resources (i.e., people, 

budget—for your case the budget may be 

based on hours, and you can assign a base 
rate to all of your work)

  •  Technology you are going to use for the 
website

  •  Site map, describing the various pages your 
site will contain and how they are related 
(this is a nested list showing the layout 
of the pages—that is, the main pages and 
subpages)

  •  Screen mock-ups (essentially, samples of 
what your screens will look like, easily done 
in Microsoft PowerPoint)

  •  Basic project timeline (which can be 
substantially refined in the project plan to 
follow)
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C H A P T E R  6

Managing Project Scheduling

Figure 6.1 Chapter 6 learning objectives

Opening Case: London’s Oyster Card

Countless examples abound of projects being 
completed behind schedule, but the introduction 
of London’s Oyster card is not one of them. For 
many projects, being completed on time is a critical 
success factor, and late completion is one of the 
main factors for a project being considered a failure. 
Consequently, project scheduling is a key aspect of 
project management. 

Just like its digital cousins in cities from Hong 
Kong to Melbourne, London’s Oyster card is a con-
tactless payment card that allows commuters to 
pay for bus or subway rides by the touch of a card, 
without having to purchase a separate ticket for each 
individual journey. At the same time, the big data gen-
erated from passengers using the Oyster card allows 
London’s transport department to optimize the 

routing of buses and scheduling of different means 
of public transport. Given the magnitude of the proj-
ect, Fujitsu, Cubic, EDS, and WS Atkins formed a con-
sortium (named “TransSys”) to build and implement 
the Oyster card system. Lessons learned from other 
mega-projects have shown that not only building but 
also implementing a system needs to be scheduled 
carefully. Consequently, TransSys decided to sched-
ule a slow rollout, rather than a “big bang” implemen-
tation. Such a slow rollout allowed the consortium to 
thoroughly test all aspects of the system (even using 
mock-up subway stations) before going live. Having 
scheduled for such intensive testing phase greatly 
contributed to the project’s success, with, as of 2018, 
close to three million cards being used for travel on 
a typical weekday.

Based on: Orton-Jones (2016); Transport for London (2018).
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Introduction
In the planning phase of any project, scheduling is a crucial activity. Project scheduling 
is the process of defining project activities, determining their sequence, and estimating 
their duration. To successfully complete a project, the project manager must be aware of 
all the activities the project entails. The project management team manages and tracks 
these activities through a process of decomposition, meaning that the entire project 
is broken down into more manageable and controllable parts. This decomposition is 
captured in the work breakdown structure (briefly introduced in the last chapter). Thus 
a project manager follows a “divide and conquer” strategy of breaking down a project 
into components that can be managed and controlled more easily than the project in 
its entirety.

Once the project’s components are determined, the project management team 
establishes a sequence for carrying out the work associated with them. To help deter-
mine how to sequence these activities, the project manager considers technical con-
straints, safety or efficiency concerns, policies, the availability of resources, and the need 
to begin some tasks only after others are completed. Scheduling tools (such as network 
diagrams) help the project manager visualize the result of this planning process; project 
management software packages assist by offering powerful tools to create, maintain, and 
update these diagrams.

Figure 6.2 Oyster card readers at Canary Wharf. Source: CC-BY-SA-3.0, Kenneth Jorgensen. 

Project scheduling 
The process of 
defining project 
activities, determining 
their sequence, and 
estimating their 
duration.
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In addition to defining and sequencing activities, another important facet of project 
scheduling is assigning resources to those activities. In most cases, resource availability 
plays a significant role in determining the duration of a project. This chapter focuses on 
how to define and sequence project activities. The aspects of project schedule manage-
ment involving resource estimation and allocation, as well as the management of those 
resources, are discussed in Chapter 7.

This chapter’s opening section provides a brief overview of the importance and 
challenges associated with project scheduling. The subsequent section discusses specific 
techniques for breaking down a complex project into more manageable components. 
Once we have developed a list of manageable task components, they can be sequenced 
to most efficiently complete the project. The first step in this process is the creation of a 
work breakdown structure (WBS), a chart detailing the project’s specific components. 
The second step is determining what activities are needed to complete those project 
components. The third step is to determine how to sequence these activities. Through-
out this discussion we will highlight the different types of diagrams used to graphically 
represent project schedules, their benefits and drawbacks, and how project management 
software can help with the different project scheduling activities.

The Importance and Challenges of Project Scheduling
A project schedule is generally created early in the project, specifically during the ini-
tiation and planning phases. These schedules are used in the execution phase to offer 
guidance to the project team and are often updated to incorporate project changes. 
Schedules are also important in the monitoring and controlling processes, where they 
can be used for project tracking (see Figure 6.3). Although scheduling may seem mun-
dane, its importance to the success of the project cannot be overstated. Without a clearly 
established project schedule, managers cannot accurately plan activities or, for that 
matter, track those activities to determine if the project is proceeding as planned—an 
aspect of project control. In a survey about the top challenges of project management 
(Stanleigh, 2005), the top five challenges were 

 1. Lack of clarity in scope of the project
 2. Shifting organizational priorities
 3. Project changes not well managed
 4. A lack of project management skills
 5. Training of project sponsors

The top challenge mentioned—lack of clarity about the scope of the project—is 
directly related to project scheduling. When project managers, in close cooperation with 
project team members and the project sponsor, create schedules that clearly characterize 
project activities, they are better prepared to accurately define the project’s scope.

Schedules are rarely perfect because of the very difficult task of accounting for all 
potential problems. Project managers often find themselves in the unenviable position 
of having to modify project schedules on the fly to address circumstances that were 
unforeseen during the original schedule development. This is particularly problematic 
in organizations that compete in rapidly changing business environments. As business 
conditions or technology change, the project manager is frequently faced with new and 
unanticipated challenges. Although a project schedule should serve as the fundamental 
guide to successfully completing a project, project managers must also realize that these 
schedules may frequently need to be updated as the project progresses. For example, the 

  Information Systems Project Management,
Edition 2.0



The Importance and Challenges of Project Scheduling • 217

loss of a talented systems developer after the project has already started may require an 
adjustment of the project schedule. It is also important to realize that project schedules 
may be created for different purposes, such as for internal management of project effort 
or for communicating with other stakeholders. Internal schedules may contain greater 
details on tasks and assignments. External schedules may be more general and may even 
have buffers built in to account for unexpected delays.

PMBOK highlights the importance of project scheduling as part of the Project 
Schedule Management knowledge area (see Figure 6.4), which includes the processes 
Plan Schedule Management, Define Activities, and Sequence Activities (which we discuss 
in this chapter), as well as Estimate Activity Durations, Develop Schedule (all discussed in 
Chapter 7), and Control Schedule (discussed in Chapter 12). Project Schedule Manage-
ment is seen as a series of processes that interact not only with each other but also with 
other key knowledge areas and the overall project management life cycle.

As a project moves forward, estimations of the time needed to complete project 
components become progressively more accurate. Along with describing the WBS, 
which serves as the basis for Project Schedule Management processes, this chapter will 
focus on the processes of defining and sequencing activities.

This process of gradually moving toward more accurate estimates was originally 
reported by Barry Boehm (1981) and is referred to as a cone of uncertainty (see Figure 6.5). 
The cone of uncertainty graphically represents the uncertainty of early project time 

Figure 6.3 Project scheduling and the project management processes

Cone of uncertainty 
A progressively more 
detailed and accurate 
projection of the 
project schedule and 
duration as the project 
manager or project 
team specifies project 
deliverables and 
activities in more detail.
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Figure 6.4 PMBOK (6th ed.) Project Schedule Management processes

Figure 6.5 Cone of uncertainty
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estimations, as well as the growing accuracy of these estimations as the project moves 
farther along. According to the PMI, projects progress through different estimation 
phases, including rough order of magnitude (ROM) estimates—important but inexact 
estimates occurring very early in a project’s life cycle—that may be used to justify a 
project’s consideration. These early estimates may vary by as much as +75 percent to 
–25 percent. Budgetary estimates, which occur later as the various project components 
are specified in greater detail, may vary only from +25 percent to –10 percent. Finally, 
definitive estimates for a project, developed when the project’s resources and activities 
are highly detailed, may vary only from +10 percent to –5 percent. In both the cone of 
uncertainty and PMI’s progressive estimates, greater knowledge about project costs and 
schedules is represented as project plans become more detailed.

Technological advances and specific types of scheduling software have had an enor-
mous impact on the ability of managers to handle increasingly complex projects. For 
example, various project management apps facilitate managing schedules across time 
and space. Managers can post a cloud-based schedule that can be viewed by others 
involved in the project, and problem areas can quickly be identified and addressed. As 
remote activities are completed, remote managers can enter that information into the 
online schedule, providing a vehicle for almost real-time feedback to senior project 
managers. Likewise, using online tools can enhance transparency, enabling relevant 
stakeholders to stay abreast of the project’s status. Further, scheduling software greatly 
increases the project managers’ ability to manage complex projects.

Scheduling also involves the consideration of team resources, another major focus 
of this textbook. For instance, when developing project schedules and eventually deter-
mining project duration, the assignment of various types of resources (discussed further 
in Chapter 7) is critical to successful project management processes. An important 
resource is personnel, including both the project team and human resources external to 
the team. All of the team management techniques discussed in Chapter 3 are thus very 
important considerations during project scheduling.

Plan Schedule Management
Given the importance of scheduling, an essential process is Plan Schedule Manage-
ment. The purpose of this process is to establish the schedule management plan, which 
provides guidance on how the schedule will be managed. In other words, during this 
process, the project manager defines various aspects related to scheduling, including 
what scheduling methodology will be used, the desired level of accuracy, the units used 
to measure resource usage (such as hours, days, weeks, or centimeters and grams versus 
inches and ounces), what thresholds are used for schedule control, and how schedule 
performance is measured. Often based on expert judgment and discussed in meetings, 
these criteria become part of the schedule management plan, which is an important 
component of the overall project management plan. 

Tips from the Pros: Debunking Myths about Project Estimation

Estimating the time necessary to complete a project, 
despite being an imperfect science, is still an important 
aspect of project management. Project stakeholders 
are always concerned about whether the project will 
come in on time (and under budget), and usually have 
little use for answers such as “maybe” or “probably.” 
Unfortunately, stakeholders usually demand accurate 

estimates precisely at the time (e.g., early in the 
project life cycle) when such estimates are likely to 
be the most inaccurate. After all, it would be nearly 
impossible to obtain support for a project without 
some sort of estimation as to time and budget, and 
useless to provide highly accurate estimates when all 
project deliverables have been completed.

Plan Schedule 
Management 
The process 
associated with 
establishing the 
schedule management 
plan.

Schedule 
management plan
Component of the 
project management 
plan that provides 
guidance on how 
the schedule will be 
managed throughout 
the project.
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Over time, the project management commu-
nity has developed some assumptions believed 
to increase the quality of estimates. These project 
management practices were reconsidered by Phillip 
Armour (2002) in an article titled “Ten Unmyths of 
Project Estimation.” Armour described an unmyth 
as a commonly held idea that is simply not true. 
Armour’s ten unmyths of project estimation are:

 1. We can have accurate estimates. The “accuracy” 
assumption should be tempered by what 
we know of the cone of uncertainty, but we 
should also be aware that an estimate is 
still an estimate, and therefore contains an 
assumption of possible error. Logically, this 
makes little sense because this would indicate 
that we are committing to a probability.

 2. The job of estimating is to come up with a date 
for completion. The “end date” assumption 
assumes that when we estimate a time frame, 
we are estimating the date that the project will 
be finished. This is problematic because we 
are not predicting a specific time frame; we are 
predicting the probability that we will complete 
the project within a certain time frame.

 3. The estimate and the commitment are the 
same. The “end date” assumption leads to 
the “commitment” assumption where people 
confuse the estimate of an end date and 
commitment to the estimate.

 4. A project estimate is dependent on the size of the 
final system. The assumption that the estimate 
is dependent on the size of the final system 
is partly true: On average, larger systems 
take longer to complete than smaller ones. 
However, some large projects may not take 
very long if the system is similar to another 
that the project manager or organization has 
completed in the past.

 5. Historical data is an accurate indicator of 
productivity. The historical data assumption 
is partly true in that previous experience from 
previous projects provides information about 
how long activities will take. However, the 
current project is not the same as the previous 
project no matter how much it appears to be 
so, and in fact, most companies hope past 
experience may speed things up for future 
projects.

 6. Productivity is an accurate indicator of project 
duration. Productivity as an indicator of project 
duration is also problematic since in many 
cases productivity might be measured by the 

speed with which we can build something, 
without accounting for the quality or what we 
are building.

 7. Lines of code count is a good way to size a system. 
Lines of code (LOC) may not provide a good 
metric for sizing a system because the number 
of lines may not represent the complexity of a 
system. For estimation purposes, the size of 
the system should be related to the amount 
of knowledge that must be obtained and the 
difficulty of obtaining such knowledge. We 
would not measure how much knowledge is 
in a book by weighing it, so why do we assume 
that several million lines of code could not be 
written to carry out simple tasks?

 8. Function points are a good way to size a system. 
Similar to the logic used in LOC estimations, 
the use of function points—a popular method 
used to gauge the size and complexity of a 
system based on quantifying the functionality 
provided by a user—suffers similarly. This may 
be particularly true in modern development 
environments making greater use of code 
reuse from past applications. In this case, great 
functionality may exist but the application may 
be less complex to build.

 9. We can get the system faster by assigning more 
resources. Adding people to hasten project 
completion is still one of the most common 
mistakes project teams make. While it would 
seem that the resources assigned to a project 
should have a direct bearing on the speed 
at which project tasks are completed, the 
relationship is actually more complicated than 
this. Different skill sets among participants, 
the ability to have a common understanding 
of both the problem and the solution, and the 
overhead of managing more resources may 
all contribute to delaying project completion 
rather than hastening it. This idea was 
concisely captured in The Mythical Man-Month: 
Essays on Software Engineering, in which author 
Fred Brooks posited that adding manpower to 
a late software project simply makes it later.

 10. Given enough time, we can create a defect-free 
system. The assumption that we can create 
defect-free systems is also problematic. While 
we may strive for a defect-free end product, 
this may be an unreachable goal. Humans 
have a finite capacity for knowledge, and it 
is impossible for a project team to anticipate 
every conceivable variable that might affect 
the system.
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Recognizing these assumptions is the first step 
toward overcoming them. Armour provides some 
tips regarding the issues raised previously:

 • Accuracy. Strive for estimates that are accurate 
enough not to make bad decisions.

 • End date. Define estimate outputs as a range  
of probabilities for given dates.

 • Commitment. Establish processes with 
discrete estimate and commitment stages.

 • History. Recognize that historical data may not 
be relevant. Think of it as an indicator, rather 
than as a predictor.

 • Productivity. Recognize this assumption. Think 
of it as an indicator rather than a predictor.

 • Lines of code. Recognize this assumption 
and try to find a better metric that represents 
knowledge.

 • Function points. Recognize this assumption. 
As noted previously, try to determine a better 
method for measuring knowledge.

 • More people. Be attentive to a critical mass 
of people and that adding more can hinder 
productivity.

 • Defect free. Set goals for quality, and develop 
estimates that will allow achievement of 
quality goals realistically, realizing the goal 
is to satisfy the customer, not necessarily 
achieve perfection.

Based on: Armour (2002); Brooks (1995).

While the creation of the project schedule generally occurs early in the project—
specifically during initiation and planning—schedules are used in project execution 
processes to offer guidance to the project team and are often updated to incorporate 
project changes. Schedules are also important in project control processes, where they 
are used for project tracking and managing project changes. They are further used to 
determine whether the project is progressing successfully. We now discuss some specific 
techniques for managing project schedules.

Techniques for Managing Project Schedules
Quite often, a complex task might seem overwhelming. A common analogy used in 
project management is, “How does one eat an elephant?” The answer is, “One bite at a 
time.” Consider a home owner wanting to remodel her living room. The home owner 
might make this task less daunting by dividing it into smaller parts, such as researching 
options and deciding on a budget, hiring a professional designer, removing old furniture 
and carpets, painting walls, laying new carpets, and finally, setting up new furniture (see 
Figure 6.6). Each of those tasks is much more specific and easier to carry out than the 
overall project of remodeling the home.

Similarly, project managers will divide an entire project into discrete activities in 
order to set up a schedule. Representing a project as discrete activities allows the project 
manager to more easily allocate time and resources, and thus better estimate how long 
each of the activities will take. This process of breaking up work tasks or components to 
make them more easily manageable is termed decomposition. Decomposition is used 
at various stages of project scheduling. For example, decomposition is used to create 
the work breakdown structure (discussed later), which results in defining the various 
components that make up the entire project.

Further, the decomposition process is also used to break down these components 
into the activities necessary to complete them. The next sections discuss the work break-
down structure, describing its inputs, tools and techniques, and outputs in detail.

Creating a Work Breakdown Structure (WBS)
A complex product, like almost anything else, can be divided into smaller, less complex 
parts. Consider a personal computer, which can be decomposed into many small, distinct 
components, such as a motherboard, a power supply and fans, the central processing 

Decomposition 
The process of 
subdividing tasks 
to make them more 
easily manageable.
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unit, storage devices, and ports for plugging in peripheral devices. These major compo-
nents can be further broken down into distinct subcomponents. The computer’s hard 
drive can be further broken down into the case, the spindle, the platters, the read/write 
heads, actuator arms, a printed circuit board, the power connector, data connectors, and 
so on. Likewise, the computer’s RAM can be broken down into the RAM chipsets that 
contain the individual memory cells holding the data, a printed circuit board, and so 
on. The list of components that make up a larger product is sometimes referred to as a 
product breakdown structure (PBS). A PBS shows a product’s components in a hier-
archical fashion, comparable to an organizational chart or a family tree (see Figure 6.7). 

A work breakdown structure (WBS) is based on a similar concept. As the product 
breakdown structure describes the components of a product, a work breakdown struc-
ture describes the components needed to create the overall project (including the work 
involved in managing the project itself ). As you can see from Figure 6.8, unlike the 
product breakdown structure, a work breakdown structure’s purpose is not to provide a 
bill of materials but, rather, to serve as an aid in illustrating the project’s scope and as a 
launching point for describing the activities necessary for creating the various subcom-
ponents of the project (note that the WBS presented in Figure 6.8 is broken down by 
SDLC phases). To distinguish between a PBS and a WBS, the latter might include a 
system requirements analysis which documents the desired functionality of a system. 
This would fall outside the scope of a subcomponent of the product itself that might 
be documented in a PBS. The WBS is used in a variety of project activities that we will 
discuss in more detail in other chapters, including scope definition, costing, estimating, 
budgeting, and scheduling. The WBS plays a central role in the overall success of a 
project. Work breakdown structures can be presented in both hierarchical fashion and 
tabular form. This process of identifying all the deliverables necessary to complete the 
project is the first step in project scheduling. These deliverables are then decomposed 
into smaller and smaller deliverables. As an example, think for a moment about what 
it would take to build a custom home and its relationship to the concept of the WBS. 
There are many steps in building a home, including pouring the foundation, erecting 

Figure 6.6 Breaking down a remodeling project

Product breakdown 
structure (PBS)
The output from 
the process of 
dividing a product 
into its individual 
components.
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and insulating the walls, installing electrical and plumbing components, putting on the 
roof, putting shingles on the roof, finishing all wall surfaces both inside and out, and 
inspecting the final product. A WBS representing the creation of a home (the overall 
project outcome or goal) would thus involve major deliverables such as the foundation, 
the walls, the plumbing and electrical systems, the roof, and so forth. Obviously, all of 
these major deliverables could also be further decomposed as well. For example, the 
foundation might include wood framing, smoothed cement, conduits for plumbing and 
electrical systems, and other components. The WBS is thus a technique for iteratively 
decomposing a project into subcomponents, which eventually (when at a sufficiently 
decomposed level) can be used to specify the individual activities necessary to produce 
the project outcome.

Many project managers regard a WBS as being oriented toward deliverables; as a 
result, they see all of the WBS components as objects (e.g., wood framing for a house’s 
foundation). These objects are then created through activities, such as buying wood, 
measuring wood, cutting wood, laying out the frame, and the like (see this chapter’s 
section on defining activities). Such activities usually have verb phrase labels (e.g., cut 
wood for framing), so they are often not considered to be part of the WBS. In contrast, 
other project managers view the WBS as composed not of objects, but of the activities 
themselves, always referring to the components of the WBS as tasks (e.g., creating a 
program module, as opposed to the program module itself ). While opinions vary, one 
argument for separating the deliverables (as objects) from the activities needed to pro-
duce them is that such a method gives the “doers” more freedom about how to produce 
the deliverable (Berg and Colenso, 2000), which may have positive organizational effects. 
This book, therefore, treats the components of the WBS as deliverable-oriented and then 
examines the work necessary to create the deliverable in the Define Activities process. 
Keep in mind, however, that the WBS is a tool that should serve you; thus if your project 
(or organization) prefers a work-oriented WBS, then you should take that approach.

Figure 6.7 Product breakdown structure for a personal computer
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Create WBS—Inputs
Project managers creating a WBS rely on a variety of sources to determine how to 
decompose the entire project. In addition to the project management plan, the primary 
input of this process is the project scope statement, as well as the documented require-
ments (see Chapter 5). This statement covers the essence of the project by specifying 
the nature of the final deliverable as well as the broad steps necessary to complete the 
project. Other inputs can be the project manager’s experiences with similar projects, 
organizational process assets (such as internal policies, procedures, or guidelines), or 
enterprise environmental factors.

Create WBS—Tools and Techniques
The primary technique for building a WBS is the process of decomposition. This 
decomposition process of breaking up a large project into smaller parts can proceed 
until the desired level of detail is reached. Typically, the entire project (level 0) is broken 
down into its major deliverables, which are then further decomposed until the work 
packages are reached at the lowest level of each branch of the WBS (again, note that a 
WBS focuses on verifiable products or results and thus does not include the activities 
needed to produce the results). Whereas some components need to be decomposed only 
into one or two levels, others might need more levels; thus, depending on the complex-
ity of the major objectives, there might be several levels before the work package level 
(discussed later) is reached. During the planning stage, especially in projects of longer 
duration, a project management team might not be able to decompose some of the 
project’s later components. In this case, the team defers breaking down these compo-
nents until the components are further clarified and the decomposition takes place as 
the project progresses, a process called rolling wave planning. Usually, the project team 
and the customer are involved in creating the WBS to arrive at a clear understanding of 
what must be done to finish the project. Further, it often helps to use the expertise of 
the “doers”—that is, the people executing the different activities because these people 
have a good understanding of what needs to be done at a more detailed level. During 
decomposition, an owner should be assigned to each component of the WBS; the owner 
will be ultimately responsible for completing the deliverable.

After the major deliverables are identified, they should be structured and organized 
in the WBS. Following that, these major deliverables (which correspond to the higher 
levels of the WBS) need to be further decomposed into lower-level deliverables. Once 
the individual components have been assigned unique codes (usually in an outline 

Figure 6.8 Work breakdown structure by SDLC phase

Rolling wave planning 
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number format, which clearly shows the component’s level and which branch of the 
“tree” it belongs to), the project manager has to assess whether or not the components 
have been sufficiently broken down to provide enough detail at the lower levels. Care 
has to be taken that each higher-level deliverable is the sum of all the lower-level 
deliverables on the same branch so that each higher-level component contains only 
the lower-level components needed to complete it—nothing more and nothing less 
(sometimes referred to as the 100 percent rule). The following paragraphs describe 
decomposing a project in more detail.

Different strategies for determining the higher-level deliverables in the WBS can 
be employed. For example, the entire project can be broken down according to the major 
deliverables, phases of the project life cycle, functional areas, or a combination of these. 
As an example, Figure 6.9 can be used to represent the WBS for an enterprise resource 
planning (ERP) system, where the entire project is represented at level 0. Level 1 would 
then represent the different modules (such as accounting, finance, human resources, and 
so on) in the ERP. These level 1 modules could then be further broken down to include 
the subdeliverables needed for their completion.

Another method is to use the phases of the systems development life cycle (SDLC) 
or project life cycle as level 1 deliverables. This method has the advantage of assisting 
in sequencing the different activities in later phases of the planning stage. Refer back 
to Figure 6.8 for an example of a WBS oriented around the SDLC. Once the major 
deliverables have been identified, they should be represented in the WBS in a logical 
order to make interpreting the final WBS easier.

At the next level, the deliverables identified in the previous step would be decom-
posed into individual components, which are “verifiable products, services, or results” 
(PMBOK, p. 160). The level of detail needed here depends on the complexity of the 
major deliverables. As mentioned earlier, depending on the complexity of the first level, 
several levels of decomposition might be needed to reach the lowest level of each branch.

The lowest-level deliverables, work packages, are used to estimate the project’s 
schedule and budget. Although the work packages should be detailed enough to allow 
for planning, managing, and control, too much detail can actually hinder the progress 
of the project by leading to micromanagement. What is a sufficient level of detail? 
Deciding on the size of a work package comes down to a tradeoff: if the work packages 

Figure 6.9 Sample work breakdown structure for an ERP system
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are too detailed, the project will have to be micromanaged, but if the work packages are 
too complex and have too long a duration, the project manager can lose control over 
the progress of the project. In general, and dependent upon the size of the project, a 
work package should be relatively short in duration—that is, the deliverable should be 
finishable within one or two weeks. Project managers often follow the 8/80 rule: a work 
package should take no less than eight hours, but no more than 80 hours to complete. 
Another recommendation for the size of the work packages is that they should all be 
about the same size or should require about the same effort to produce. Finally, a work 
package should be specific enough to be completed by one person or a small, well-de-
fined group.

Assigning numeric codes to the different deliverables, summary tasks, and activi-
ties will help to develop the activity list from the finished WBS. Again, these numeric 
codes should follow a simple outline number format that represents both the level of 
the deliverable and the branch it belongs to. As a final step in creating the WBS, the 
project management team should further verify that the decomposition is at the right 
level of detail for each branch.

The most common process of decomposing a project into different components 
normally follows a top-down approach, from higher-level to lower-level components. 
Sometimes, especially for particular types of projects, a bottom-up approach might 
be useful; in this approach, all team members try to determine as many of the tasks 
necessary to complete the project as possible. Then, they group those different tasks in 
some logical way to finally plan the entire project. This way of building a WBS can be 
useful for novel projects; further, it helps to get the buy-in of all project team members. 
A bottom-up approach, however, can be time-consuming.

Another method of determining the deliverables and individual work packages 
needed to complete the project is the use of templates. Templates are lists of activities 
established during earlier projects. A project manager working on similar projects does 
not have to reinvent the wheel every time a new project is planned but, rather, can adapt 
and use the WBSs generated for earlier projects. Oftentimes, project managers have a 
repository of standard WBS templates to facilitate project planning. Experienced proj-
ect managers can build a WBS based on their recollection of prior projects, but to avoid 
overlooking important deliverables, it is generally recommended to use documentation 
rather than to rely on recollection.

Most project scheduling processes, including the inputs, tools and techniques, and 
outputs already discussed, can be specified within Microsoft Project. Often, project 
managers create WBSs using diagramming tools such as Microsoft Visio. In Microsoft 
Visio, the WBS is represented in the form of an organizational chart. Alternatively, the 
objects or activities associated with the WBS can be entered in the Task Name column 
within the Gantt chart view of Microsoft Project (see Figure 6.10). As you will recall 
from Chapter 1, a Gantt chart is a bar chart showing the start and end dates for the 
activities of a project (recall that Gantt charts are now often referred to simply as bar 
charts). The Gantt chart lists activity names on the vertical axis and durations on the 
horizontal axis (Gantt charts are covered in more detail in Chapter 7). Although Figure 
6.11 does not yet incorporate the time dimension of the various project tasks (note the 
absence of time illustrated on the horizontal axis), this Gantt chart view can be used 
early on to illustrate the WBS. As relationships and, later, task resource assignments 
and durations are defined (see Chapter 7), this task list depicting the WBS in Microsoft 
Project will start to look like a more formal Gantt chart.

If you have both Project and Visio installed on your computer, you can easily trans-
form the tabular structure presented in Project into an organizational chart by using 
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the Visio WBS Chart Wizard in the analysis toolbar of Microsoft Project. Once you 
have entered the tasks, as well as additional information for each task, in Project, you 
can easily create a WBS dictionary by creating a report displaying the pertinent infor-
mation for each task.

Create WBS—Outputs
The major output of this step is the scope baseline, which includes the project scope 
statement and the WBS, as well as a WBS dictionary. A WBS dictionary provides 
details about the individual components of the WBS, such as a description of each com-
ponent, who is responsible for its completion, a statement of work, critical milestones, 
and preliminary estimates of costs or resources required.

When the WBS is first created, some of its components might not have been fully 
decomposed to the work package level, so they cannot yet be used for detailed estima-
tion. These higher-level components are referred to as planning components, which 
are to be broken down at later stages. If the individual work packages have not been 
planned, a control account (or cost account) is established for future planning. These 
control accounts describe what work is to be performed in the future, who will perform 
it, and who will pay for it. Subcomponents of the control accounts are referred to as 
planning packages. These planning packages are at a higher level than the work packages; 
when using rolling wave planning, the planning packages are broken down into work 
packages and schedule activities some time before the execution of their corresponding 
components.

Figure 6.10 WBS in Microsoft Project 2016
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Defining the Activities
Define Activities is the next process in scheduling a project. In this stage, the different 
work packages of the WBS are broken down into discrete activities, and the attributes 
of these activities are defined, including a description, resource requirements, logical 
predecessor or successor activities, and the like. Clearly defining the different activities 
as well as their attributes greatly aids in determining the sequence of the activities. 
The inputs, tools and techniques, and outputs of this process will be discussed in the 
following sections.

Define Activities—Inputs
During the Define Activities process, the activities within a given project are identified. 
These activities are needed to produce the lowest-level deliverables of the WBS (namely, 
the work packages) and usually have verb labels (such as “pour cement”). Activities are 
used to guide the planning, scheduling, and execution of the project work, as well as 
to monitor and control progress. The scope baseline, the schedule management plan, 
organizational process assets (such as historical information, procedures, and policies), 
and enterprise environmental factors (such as availability of tools and resources and the 
project management information system) all serve as inputs during the Define Activities 
process. As defined earlier, the scope baseline is a document that contains the WBS and 
the WBS dictionary, as well as assumptions and constraints specified in the assump-
tion log. The schedule management plan contains all pertinent information about how 
project scheduling is managed. Project managers may use historical information, specif-
ically information about similar projects in the past, to develop a more accurate project 
schedule. Figure 6.11 summarizes the required inputs, the resulting outputs, and the 
tools and techniques used during activity definition.

Define Activities—Tools and Techniques
Defining project activities usually entails determining all the tasks needed to produce 
the WBS work packages. In other words, similar to using decomposition to arrive at 
the work packages, the project manager uses decomposition to break down the work 
packages into activities. Similar to our conversation about work packages, a central 
question in determining activities is, when is a sufficient level of detail reached? While 
there are no hard-and-fast rules for when to stop decomposition, there are a few guide-
lines. Typically, an activity

 • Can be performed by one person or a well-defined group
 • Has a single, clearly identifiable deliverable
 • Has a known method or technique
 • Has well-defined predecessor and successor steps
 • Is measurable so that the level of completion can be determined

Another guideline for determining the level of detail needed is the duration of the 
activity. Usually, a project manager cannot oversee the task while it is being completed 
and will not be able to know the status of the activity during that time. Thus, if a task 
takes longer than a few days, a project manager will not know if everything is working 
out as planned while the person or group assigned to it is working on it. If something 
does not work according to plan, valuable time will be lost before the project manager 

Define Activities 
The process of 
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will know about the problem. Limiting the duration of an activity to several hours or a 
few days, therefore, helps limit the negative impact of any potential delays.

Templates, as part of an organization’s process assets that illustrate generic activity 
lists generated from information about similar projects in the past, can be used in sched-
uling other projects. For example, generating a report or a user interface almost always 
entails essentially the same activities, so information from prior projects can reliably be 
used to carry out this task.

Expert judgment may be used to better define project activities based on the recol-
lection of a project expert. However, as the PMBOK guide acknowledges, this method 
may be less reliable than using documentation from prior projects. In addition to the 
experience of a project manager, the experience of “doers”—that is, the people carrying 
out the activities—is a valuable input in the activity definition phase. For instance, a 
database manager knows the detailed steps to be performed in setting up certain data-
base queries.

Often, only the activities to be carried out in the project’s next few steps can be 
planned at a sufficient level of detail. In this case, project managers use rolling wave 
planning, introduced earlier. Whereas the closest activities are planned at a detailed 
level, activities further in the future are planned only at a general level. During execution 
of the project, these activities are planned in more detail. Thus, as discussed earlier, there 
is a cone of uncertainty in which activities are planned in more detail as the project pro-
gresses. Because near-term activities are planned in great detail and future activities are 
planned in less detail, activities planned with different levels of detail can exist during 
any phase of the project life cycle (see Figure 6.12).

Figure 6.11 The PMBOK (6th ed.) Define Activities process
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Define Activities—Outputs

Outputs from the activity definition process include an activity list, supporting detail 
(such as activity attributes and milestones), and any requested changes to the project 
scope statement and the WBS. The activity list, an extension of the WBS, is a complete 
listing of all the schedule activities that make up the project. As an extension to the 
WBS, the activity list can be used to ensure that all project activities are also part of the 
current WBS. Supporting detail is a general term encompassing any information that 
can further define work packages. However, although the activity list is based on—and 
is an extension of—the WBS, the PMBOK does not consider the schedule activities as 
part of the WBS. Rather, it sees them as components of the project schedule (although, 
depending on your needs and your software’s capabilities, you might choose to include 
the activities in the WBS).

The activity attributes include all pertinent attributes of a schedule activity, includ-
ing description, constraints and assumptions, leads and lags (discussed later in this 
chapter), logical relationships, and predecessor and successor activities. These attributes 
help later in the activity sequencing process. Finally, during activity definition, a list 
of milestones is generated to aid in the execution of the project, as well as potential 
changes to the project management plan, such as to the schedule or cost baselines.

Figure 6.12 Rolling wave planning—level of detail for future tasks
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Sequencing the Activities 
Sequence Activities is the next process within the PMBOK’s Project Schedule Man-
agement knowledge area. The purpose of this process is to determine relationships 
and logical sequence among the activities and develop a network diagram. A network 
diagram is a schematic display that illustrates the various activities (or tasks) in a project 
as well as their sequential relationships.

The outputs of the Sequence Activities process guide this step in developing the 
project schedule, which involves determining the dependencies between the activities 
identified in the previous process and determining their necessary order. This is typi-
cally referred to as determining the precedence of the tasks. As noted earlier, often, one 
task is dependent on another. As an example, in home construction, putting a roof on 
the house is dependent on building the walls, which, in turn, is dependent on laying a 
cement foundation. Based on these logical relationships, a sequence of activities follows. 
This sequence of activities is no different from that which might occur in an information 
systems development project where, for example, the requirements for the system must 
be identified before system development can begin.

Based on the previous definition, project scheduling involves defining project activ-
ities, determining their sequence within a project schedule, estimating the resources 
needed, and estimating the activities’ durations. Managers must clearly define project 
activities before the duration of each can be accurately estimated. Following the defi-
nition of each activity, project managers can begin to determine their dependencies 
and sequence and to estimate the resources and time needed to complete each specific 
activity. The estimation of each activity needs to be as accurate as possible because its 
length, in combination with the sequencing of all activities, leads to an overall esti-
mation of the project’s completion date. If the project must be completed to meet a 
specific date—say, to meet a government mandate—estimating the activities’ time to 
completion can be especially crucial. The following sections discuss activity sequencing; 
Chapter 7 discusses estimating each activity’s resources and duration.

When determining the sequencing of activities, it may be important in some 
instances for activities that can be performed in parallel to be scheduled simultaneously 
in order to speed project completion. This is particularly applicable when considering 
activities that affect the overall time required to complete the project (see the discus-
sion of the critical path in Chapter 7). When determining the sequence of the project’s 
activities, the project team should take into account certain constraints, which fall into 
one or more of these broad categories:

 • Technical requirements and specifications
 • Safety and efficiency
 • Preferences and policies
 • Resource availability

Technical requirements and specifications clearly dictate the sequence of some 
activities. It only makes sense that requirements collection must precede screen design 
in an information systems project. Sometimes, safety and efficiency should be consid-
ered. For example, important data should be backed up before installing new hardware 
or software; similarly, a system should be beta tested before the final version is launched. 
Whereas technical requirements, specifications, and safety concerns often require a cer-
tain sequence, efficiency concerns are not mandatory; in other words, a project manager 
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can choose to use a different (and potentially suboptimal) sequence if other concerns 
(such as safety) override the efficiency criterion.

Company policies and preferences also influence the sequence of activities. In some 
companies, the marketing efforts start a long time before final product launch; for 
example, Microsoft typically announces new versions of its operating systems long 
before they are actually launched. When a project is behind schedule, these marketing 
efforts might have been more appropriately scheduled later in the project but were 
not because of corporate policies. Finally, the availability of resources can significantly 
influence the sequence of activities. If funding is tight at a certain stage of the project, 
some activities requiring more funds might have to be delayed until later stages while 
other activities take precedence. The various inputs, tools and techniques, and outputs 
of the Sequence Activities process are illustrated in Figure 6.13.

Global Implications: Managing Activities across the Globe

With the increasing tendency of organizations to 
conduct business across the globe—undertaking IS 
projects that involve team members from different 
company offices, possibly in different countries, 
and quite likely in different time zones—time is an 
important variable that cannot be overlooked. A 
project manager overseeing a globally distributed 
team must be aware of the impact of time on every 
aspect of the project from planning to closure. Some 
of these issues are noted in the following quote:

Time is all-pervasive as it constantly helps to 
provide the organizing frame of reference for 
workgroups through agendas, meeting sched-
ules, videoconference sessions, and strategiz-
ing about “our time” and “their time” and about 
synchronizing activities. Further, the success 
or failure of IS projects is heavily dependent 
on time. Project outcomes are often judged 
based on whether time deadlines are met, 
which in turn depends on issues such as effective 

coordination of work. (Sarker and Sahay 2004, 
p. 5, emphasis added)

Sarker and Sahay studied virtual team forma-
tion in U.S. college students who had to complete 
an information systems development project with 
a group of team members from Norway. During the 
study, the authors uncovered four major time-related 
general principles with which globally distributed vir-
tual teams must deal to effectively manage time over 
the course of a project.

 1. Team members in different time zones likely 
have different cultural and social attitudes, and 
different physiological cycles with respect to 
time. These attitudes and cycles are difficult 
to change, and perceived lack of sympathy 
to these differences can cause problems in 
developing relationships.

 2. With differences in time zones and possible 
differences with respect to daylight savings 
or standard time, seemingly simple clock-time 

Figure 6.13 The PMBOK (6th ed.) Sequence Activities process
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differences become increasingly difficult to 
accommodate. Mistakes regarding clock time 
can cause groups to miss important meetings 
and deadlines.

 3. Being able to work simultaneously with team 
members who could be as many as twelve 
to sixteen hours behind or ahead becomes 
almost impossible. Because some tasks 
require responses from the distributed team 
members, groups can have long unproductive 
lapses while they wait for the other team 
members to respond.

 4. Such lapses, even if only due to the time 
difference, can be interpreted by the waiting 
team members as incompetence or lack of 
commitment. 

Given these issues, time management becomes 
increasingly critical, especially with globally distrib-
uted teams. A project manager must be aware of 
cultural differences with respect to the perception 
of time and different national holiday and vaca-
tion rules, and must actively manage the effects of 
time-related problems on team performance.

Based on: Mockaitis, Zander, and De Cieri (2018); Sarker and Sahay (2004).

Sequence Activities—Inputs
The activities defined in the previous stage are the most important input into the process 
of the Sequence Activities process. The activities’ attributes (such as logical predecessor or 
successor activities) also serve to determine the project’s best possible sequence. Further, 
the scope baseline, the schedule management plan, the milestone list, the assumption 
log (discussed in Chapter 5), as well as various organizational process assets (such as 
policies, templates, or lessons learned) and enterprise environmental factors (such as 
tools, systems, or standards) are used as inputs into this process. In many instances, the 
product description—which is simply a description of the product being constructed—
or the product breakdown structure are also included as inputs to this process because 
developing the project schedule often depends on the product characteristics. In IS 
terms, the product description is the system being developed. 

Sequence Activities—Tools and Techniques
A variety of tools and techniques can be used to illustrate the activity sequencing 
process. These include the precedence diagramming method, the arrow diagramming 
method, and conditional diagramming methods. The following paragraphs discuss the 
more commonly used methods of precedence diagramming and arrow diagramming.

The precedence diagramming method (PDM) is a network diagramming tech-
nique that uses boxes connected by arrows to show the order and logical relationships 
(or dependencies) of activities within the project (see Figure 6.14). The boxes represent 
project activities, and the arrows represent the relationships among these activities or 
tasks. Key to PDM is its ability to illustrate four types of task dependencies among 
activities—that is, four ways that tasks exist in relation to other tasks. The first of these 
is finish-to-start, which is probably the most common of the task dependency types. 
Finish-to-start indicates that one activity cannot be started until another has been com-
pleted. For example, in an information systems development project, the programmer 
cannot begin actual programming until the programming language has been chosen. 
The second type of task dependency is start-to-start. In this situation, the start of the 
successor depends on the start of the predecessor. Again using our information sys-
tems example, programming cannot begin until some portion of the program design 
is decided on (e.g., 75 percent of the design activities might be completed). The third 
type of task dependency is finish-to-finish, meaning that the completion of the succes-
sor activity depends on the completion of the predecessor. In our information systems 
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example, testing a system cannot be finished until the programming is completed. 
Finally, the fourth type of dependency is start-to-finish, in which the completion of 
the successor depends on the beginning of the predecessor. In our information systems 
example, a copy of the program—even if incomplete—cannot be saved until program-
ming begins. Figure 6.15 illustrates all four of these types of dependencies.

A PDM diagram—which represents activities on nodes—is created based on the 
activity list as well as the activity attributes (specifically, the predecessor information) 
identified in the previous step (see Figure 6.15). First, a start node is created, indicating 
the beginning of the project. Then, based on the inputs, all activities with no prede-
cessors are drawn as nodes (boxes) to the right of the start node (these will be the first 
activities of different sequences of activities because they have no predecessors) and con-
nected with arrows to the start node. Then, the predecessor information is analyzed to 
determine what activities must follow, and these new activities are drawn to the right of 
those drawn in the previous step. Boxes are connected with arrows, taking into account 
the precedence relationships. This step is repeated until all activities are represented in 
the diagram. Finally, all nodes with no successor are connected to a dummy end node. 
Note that a dummy node—or dummy activity—is an activity of zero duration that is 
used to show a logical relationship or dependency in a network diagram.

As part of the project management information system, software such as Microsoft 
Project facilitates the creation of network diagrams. While creating the WBS and the 
activity definition, you have learned how to enter deliverables, activities, and predeces-
sors in Microsoft Project’s Gantt chart view. Switching to the Network diagram view 
renders the display of a PDM diagram. Note that Microsoft Project’s network diagram 
presents information such as start and finish dates, as well as task durations. These are, 
strictly speaking, not part of a PDM diagram and will be discussed in Chapter 7.

The arrow diagramming method (ADM)—also called the activity on arrow (AOA) 
method—is a network diagramming technique that shows the project tasks or activities 
as the arrows in the diagram, as opposed to the nodes described in a PDM. The nodes 
in an ADM diagram can be conveniently used as milestones for the project (see Figure 
6.16). Although this type of network diagramming method is sometimes easier to 
understand than a PDM diagram, one downside is that sometimes dummy nodes are 
needed to represent the different types of task dependencies mentioned previously. The 

Figure 6.14 Precedence diagramming method
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Figure 6.15 Four types of task dependencies in order of decreasing frequency of occurrence

Figure 6.16 Arrow diagramming method

widespread use of ADM diagrams has declined somewhat because most commercial 
software packages (including Microsoft Project) support PDM rather than ADM. This 
type of diagram is a useful tool, however, for teaching concepts such as the critical path, 
introduced in Chapter 2 and discussed in more detail in Chapter 7.

The relationships between different activities can take several forms. Mandatory 
dependencies represent the relationship between project activities that cannot be per-
formed in parallel. In the construction example introduced earlier, the walls of a house 
cannot be erected before the foundation is built. In an information systems develop-
ment project, a system cannot be built before the user requirements are determined.
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Discretionary dependencies are those dependencies that are based on the pref-
erences of project managers and are generally based on some type of best-practice 
procedure. An example might be the selection of a development language after doing 
a requirements analysis on what a system is supposed to do. Although it is certainly 
possible to choose the language first (for a variety of reasons, such as the skill set of those 
doing the development), it may make sense to make this choice after defining what 
the system is to do. Concerns for efficiency or decisions based on company policies or 
resource availability can result in the creation of discretionary dependencies.

External dependencies represent the relationships between project activities and 
external events such as the delivery of an important project component. In an infor-
mation systems development project, creating a new human resource intranet may 
require the installation of new hardware supplied by a vendor outside the control of 
the project team.

Finally, internal dependencies represent the relationships between project activ-
ities and are typically within the control of the project team. An example would be a 
dependency between installing a new operating system before installing the software.

As the last step in activity sequencing, the leads and lags associated with the dif-
ferent activities should be determined. Lead time is the amount of time by which a 
successor activity can be accelerated, typically in a finish-to-start relationship. As an 
example, in a finish-to-start relationship, activity B may begin a certain amount of 
time before activity A has finished. As a specific information systems example, ongoing 
quality control inspections (activity B) may begin before the coding (activity A) has 
been completed. Lag time is a similar concept; it refers to the amount of time delay 
between the completion of one task and the start of the successor. A familiar example 
is the drying time for paint. While the task of painting a wall might take one hour, it 
might require an additional four hours of lag time before the next task—putting on the 
second coat of paint—can begin. An information systems example might include the 
time required to compile a program before testing it for errors.

Sequence Activities—Outputs
Outputs from Sequence Activities process include project schedule network diagrams and 
updates to the activity list, the activity attributes discussed earlier, the milestone list, and 
the assumption log. Project schedule network diagrams can be any of the previously 
mentioned types, as well as others not listed here. Regardless of the type, the importance 
of a network diagram lies in its ability to graphically render the sequence of activities 
in the project schedule. Microsoft Project includes a built-in tool that automatically 
renders network diagrams based on the WBS entered by the user (see Figure 6.17). 
Updates to the project activity list are another important output and are generally used 
to identify any problems among the previously defined activities. Figure 6.13, discussed 
earlier, provides a summary of the required inputs, the resulting outputs, and the tools 
and techniques used during activity sequencing.
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Figure 6.17 Network diagram in Microsoft Project 2016

Ethical Dilemma: Adherence to the WBS at All Costs

Work breakdown structures (WBS) have been used 
by organizations for some time. Consider the case of 
a large computer manufacturer (hereafter known as 
“the Company”). In the mid-1980s, because of several 
factors, including changes in upper management, 
the Company began using WBSs to streamline its 
various projects. On the surface, this seemed like 
an excellent idea because projects now had specific 
deliverables that were sufficiently decomposed to be 
manageable by one person or a small group of people. 
This ideally allowed managers to concentrate less 
on micromanaging every task. All the advantages of 
using WBS that we have presented were realized, but 
problems arose as well.

The Company had support for using WBSs—in 
fact, a directive from the highest-level executives 
that they were important and needed. However, at 
the same time, the CEO was experimenting with 
round-the-clock staffing and flextime, causing some 
unintended scheduling problems. Because of these 
experiments, mid- and lower-level managers failed 
to consider the non-work-related consequences of 

strictly adhering to the new WBS-driven schedule. 
For example, if the start of Task C depended on the 
completion of Task B and had a four-hour duration 
and Task B was scheduled to be completed at 10:00 
p.m. on a Tuesday, managers would schedule Task C 
to begin at 10:00 p.m. Tuesday and Task D to begin 
at 2:00 a.m. Wednesday. Given the differential skills 
of the project team members, in many cases employ-
ees were working different, and sometimes consec-
utive, shifts.

While seemingly efficient on the surface, 
employee feedback indicated the system occasion-
ally failed because factors like family or personal 
obligations—for example, after-school events—
made adhering to such a schedule difficult, if not 
impossible. The resultant conflict caused a breach 
between employees and management. In response, 
some managers started to use the WBS as a tool for 
punishment, justifying scheduling people to work at 
unreasonable times.

Although WBSs and the diagramming tools pre-
sented here have clear advantages, sometimes such 
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systems can also have unintended consequences. 
The Company rectified these situations by setting 
up specific schedules for all team members, then 
assigning people to tasks, then going back to fill in 
the gaps. This resulted in projects’ lasting longer than 
they might have, but now they place more reason-
able requirements on team members’ time. Unfortu-
nately, these countermeasures were not instituted in 
time to keep several talented people from leaving the 
Company or to keep some managers from using the 

WBS as leverage to make life unpleasant for certain 
employees.

Despite the vast array of project management 
tools and techniques available to control project 
schedules, it is important to realize that (a) schedules 
are not set in stone, (b) rigid adherence to a schedule 
may have significant organizational consequences 
outside of the project itself, and (c) almost any tool 
can be misused. Organizations and managers need 
to constantly monitor for these unintended effects.

Discussion Questions
1. What steps can an organization take to diminish the misuse of project management tools, as in the 

provided example?
2. If you were a project manager in charge of employees affected by the situation provided, what approach 

might you use to discuss the issue with upper management?

Managing Project Scheduling and PMBOK
This chapter has discussed the fundamentals, characteristics, and challenges of devel-
oping a project schedule, focusing primarily on Knowledge Areas 5 and 6, Project Scope 
Management and Project Schedule Management. Continuing our conversation of project 
scope from Chapter 5, in this chapter we discussed the development of the WBS, which 
outlines the major deliverables associated with a project. After the development of the 
WBS, we then turned our attention to two processes associated with Project Sched-
ule Management, Define Activities and Sequence Activities. These two processes involve, 
respectively, the identification of activities needed to produce the WBS deliverables, and 
then the sequencing of these activities. We also discussed the various tools and tech-
niques available to address common project scheduling problems. Figure 6.18 summa-
rizes this coverage and illustrates what will be discussed in upcoming chapters as well.

Figure 6.18 Chapter 6 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                
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3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ⚫            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ⚫            

6.2 Define Activities ⚫

6.3 Sequence Activities           ⚫            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources ⚫ ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources �� ��
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Running Case: Managing Project Scheduling

James Cheung walked into the conference room to 
find everyone on his team in their seats, sharing the 
scheduling information they had developed for the 
project. As usual, Maria was on speakerphone from 
Riverside. She had emailed over a couple of pages 
of information. James had stopped by the printer 
nearest his desk on his way to the meeting to pick 
up a printout of the information.

James plugged the projector into his laptop and 
adjusted the setting so that he could display the work 
on his laptop on the screen (see Table 6.1). “Here is 
the list of tasks that I have compiled, based on what 
you guys sent me. You’ll see it is pretty high-level 
stuff at this point. I tried to order these in some kind 
of temporal sequence, but it’s only an approximation 
at this point. As of right now, I have twenty-one dif-
ferent tasks.”

“You’re right,” Kevin said. “These are pretty high 
level. Each one of these tasks is going to have to be 
broken down into subtasks.”

“That’s OK,” Trey said. “I think this gives us a good 
place to start. Moreover, we can get a good first 
approximation of how long the entire project will 

take, and whether we can finish what needs to be 
done in the time given to us by Sarah and the rest of 
the executive team.”

“Like we have a choice,” Cindy replied.
“Clearly the kickoff meeting and going live are the 

bookends of the project,” Maria added. “What can 
be done in parallel? Let’s set up the basic schedule 
structure first, and then we can come back and refine 
the duration of each task.”

“Sounds good,” James said, switching to Micro-
soft Project (see Figure 6.19). “I’ve already given that 
some thought. Here is what I came up with.”

“You can see that, for simplicity, I have collapsed 
all four of the customer loyalty research tasks into 
one and all three of the IT research tasks into one. 
But all seven of these tasks can be done in parallel,” 
James explained.

 “And implementation, preparation of the training 
program, and preparation of the advertising program 
can all be done in parallel too,” Cindy pointed out.

“But some of these really depend on the others,” 
Trey said.

10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ��
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Table 6.1 Running Case: Key High-Level Project Tasks

Project kickoff meeting
Establish project charter, objectives, etc.
Create schedule
Create resource allocations
Research executive management ideas about encouraging customer loyalty
Research store management ideas about encouraging customer loyalty
Research customer ideas about customer loyalty
Research competitor methods for encouraging customer loyalty
Research existing IT for supporting customer loyalty programs
Research customer relationship management software
Research data warehousing systems
Perform risk analysis
Write call for proposals
Receive bids
Evaluate bids from vendors
Choose winning bid
Work with Legal to write contract
Implement system
Prepare training program
Prepare advertising campaign
Go live

Figure 6.19 Microsoft Project 2016 initial Gantt chart for the “No Customer Escapes” project
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The team spent the next hour trying to determine 
their best estimates for how the various tasks should 
be sequenced and making some rough estimates 
of their duration. The results of this discussion are 
shown in Figure 6.20.

“This is pretty good,” James said, “but it’s going 
to need some refining. Let me work on it. One thing 

I can see right now, though, is that we are going to 
need some additional resources to pull this off. We all 
need to think about what it is going to take to finish 
this project in the time we have and just how much 
each of us can contribute.”

“You know,” Kevin offered, “this is a pretty ambi-
tious project.”

Adapted from: Valacich and George (2017).

Chapter Summary
Discuss project scheduling, including its impor-
tance and the challenges associated with it. Man-
aging project schedules are a critical aspect of project 
management. When developing a project schedule, 
the project manager together with relevant team 
members and other stakeholders develops an accu-
rate and acceptable schedule. Schedules are hardly 
ever perfect because rarely is everything about a proj-
ect known in advance. In addition, information sys-
tems related projects may introduce additional issues, 
such as technology upgrades, which create additional 
complications. Schedules are frequently refined as the 

project moves forward, consistent with the cone of 
uncertainty discussed in the chapter.

Describe project scheduling techniques, such as 
the work breakdown structure, activity definition, 
and activity sequencing. When developing a project 
schedule, the project manager together with relevant 
team members develops a work breakdown struc-
ture (WBS) by decomposing the entire project into 
smaller, more manageable parts, which in turn can 
be further decomposed. Mapping out this decompo-
sition process results in a WBS that allows project 
managers to determine smaller specific deliverables 

Figure 6.20 Microsoft Project 2016 Gantt chart for the “No Customer Escapes” project, with the team’s 
revised estimated durations
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that, when aggregated over the lifespan of the proj-
ect, will result in the completion of the macro-level 
project deliverable. Once the initial WBS has been 
developed, project managers then define the activities 
outlined in the WBS to a level of detail fine enough to 
allow specific activities to be assigned to one person or 
to a small, well-defined group but still general enough 
to keep micromanagement from becoming an issue. 
Taking the output from the Define Activities process, 
project managers sequence the activities to optimize 
efficiency given a set of constraints. These constraints 
include technical requirements and specifications, 
safety and efficiency, preferences and policies, and 
resource availability. Precedence relationships as well 
as lead and lag times need to be considered in the 
Schedule Activities process.

Describe how project management software pack-
ages can help with project scheduling. Several 
project scheduling tools have been presented in this 
chapter. These software tools can assist in the Create 
WBS, Define Activities, and Schedule Activities pro-
cesses. In many cases, these tools have the advantage 
of transferring information from one type of sche-
matic to another. For example, Microsoft Project 
allows the creation of a WBS, which (after additional 
information is added) allows the user to display the 
same information in Gantt charts or precedence dia-
grams. Further, successful project managers use tem-
plates, which may come from previous projects they 
have worked on or from documentation from previ-
ous projects within the organization.

Key Terms Review
A. Activity
B. Arrow diagramming method
C. Cone of uncertainty
D. Decomposition
E. Define Activities 
F. Dependency
G. Discretionary dependencies
H. Dummy activity
I. External dependencies
J. Internal dependencies
K. Lag time
L. Lead time
M. Mandatory dependencies

N. Milestones
O. Plan Schedule Management
P. Precedence diagramming method
Q. Product breakdown structure
R. Project scheduling
S. Rolling wave planning
T. Schedule management plan
U. Scope baseline
V. Sequence Activities
W. Templates
X. WBS dictionary
Y. Work packages

Match each of the key terms with the definition that best fits it.

 1. A document containing the WBS and the WBS dictionary that specifies the deliverables and compo-
nents of a project and serves to measure any deviations from that baseline during project execution.

 2. A document that accompanies the WBS and provides additional information about the individual 
components of the WBS.

 3. A network diagram consisting of arrows to represent activities and their precedence relationships and 
nodes to represent project milestones.

 4. A network diagramming technique that uses boxes connected by arrows to represent activities and their 
precedence relationships.

 5. A progressively more detailed and accurate projection of the project schedule and duration, as the 
project manager or project team specifies project deliverables and activities in more detail.

 6. A scheduling technique in which the team defers breaking down components until they are further 
clarified and the decomposition takes place as the project progresses.
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 7. An activity of zero duration that is used to show a logical relationship or dependency in a network 
diagram.

 8. Component of the project management plan that provides guidance on how the schedule will be man-
aged throughout the project.

 9. Important dates within a project schedule that are meaningful in terms of the completion of specific 
sets of project events.

10. Lists of activities from previous projects.
11. Relationships between project activities.
12. Relationships of activities based on the preferences of project managers; often based on best-practices 

procedures.
13. Relationships of activities that cannot be performed in parallel.
14. Relationships of project activities and external events, such as the delivery of project components.
15. Small component used to plan, schedule, execute, monitor, and control the project.
16. The amount of time by which a successor activity can be accelerated.
17. The logical relationship among activities.
18. The lowest-level units illustrated in the WBS, used to estimate project schedule and budget.
19. The output from the process of dividing a product into its individual components.
20. The process associated with establishing the schedule management plan.
21. The process of defining project activities, determining their sequence, and estimating their duration.
22. The process of determining relationships and logical sequence among activities.
23. The process of identifying and defining activities that must be performed to produce project deliverables.
24. The process of subdividing tasks to make them more easily manageable.
25. The time delay between the completion of one task and the start of the successor.

Review Questions
 1. Compare and contrast a product breakdown structure (PBS) and a work breakdown structure (WBS).
 2. Define decomposition.
 3. Discuss why a WBS has different levels and what each level represents.
 4. What is the difference between decomposing levels using a top-down approach and a bottom-up 

approach, and what types of projects are best suited to each approach?
 5. Why are templates useful for developing project schedules?
 6. What is a scope baseline, what are its components, and why is it important?
 7. To what level of detail should activities be decomposed? Why?
 8. Define a work package and describe its characteristics.
 9. Describe strategies that project managers might use to define activities.
10. Describe the differences and similarities between the cone of uncertainty and rolling wave planning.
11. List and briefly describe the classes of constraints on determining the activity sequence. Do any con-

straints override others?
12. Give an example of each class of constraint on determining the activity sequence.
13. From a precedence diagramming method perspective, list and briefly discuss each type of task 

dependency.
14. From an arrow diagramming method perspective, list and briefly discuss each type of task dependency.
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Chapter Exercises
 1. You and your team members are tasked with developing a mobile app for managing your schedules and 

keeping track of exams and important events and deadlines. Fully decompose this project and discuss 
the level of detail where you stopped decomposing and explain why.

 2. Create a WBS based on the decomposition you carried out for the previous question.
 3. You have just been selected as the manager for a project to automate the distribution center at XYZ 

Co. This project has significant executive support and an engaged executive sponsor. The executive you 
report to asks you if you will be able to complete the project in less than six months. Describe to the 
executive sponsor what you must do from a project scheduling perspective before you can give her an 
answer. Based on what has been presented in this chapter, can you give her an answer? Why or why 
not?

 4. After determining that there is a relatively high probability that the project can be completed within six 
months, the executive you report to wonders if she can trust your determination. After all, she has heard 
all the reports about IS projects going over budget and past their deadlines. Address these concerns. In 
other words, how would you assure her that your estimation is accurate?

 5. Working in a small group, pick a project (it could be anything, such as planning a party, writing a group 
term paper, developing a mobile app, etc.) and then write the various tasks that need to be done to 
complete the project on Post-its (one task per Post-it). Then, use the Post-its to create the WBS from 
the project. Was it complete? Add missing tasks if necessary. Were some tasks at a lower level in the 
WBS than others? What was the most difficult part of doing this?

 6. Create a precedence diagram based on the following information:
  • There are ten total tasks, named A–J.
  • Tasks A, B, and H have durations of two days.
  • Tasks C, E, I, and J have durations of three days.
  • Tasks D, F, and G have durations of one day.
  • Tasks A, B, and D can be conducted in parallel.
  • Task C must precede task B.
  • Tasks A and F must precede Task E.
  • Task E must precede Task G.
  • Tasks B and D must precede Tasks H and I, respectively.
  • Tasks G, H, and I may be conducted in parallel.
  • Tasks G, H, and I precede Task J.
 7. Create an arrow diagram with the information from Exercise 6.
 8. Create a precedence diagram for your project from Exercise 2.
 9. Which diagramming method do you prefer? Why?

Chapter Case: Sedona Management Group and Managing Project Scheduling

Time is the least flexible factor during the life cycle 
of a project. No matter what else happens during 
the project, time continues to pass. Tim Turnpaugh 
recognizes that managing time through good 
project scheduling is integral to project success. As 
mentioned earlier, project schedules are managed so 
well at SMG that the team has not missed a deadline 

in the last ten years, and this includes SMG’s projects 
for the Seattle Seahawks.

For any project, and in particular for the Seattle 
Seahawks’ website, SMG’s first step—as mentioned 
in Chapter 5—is to determine customer needs and 
project scope with a great deal of certainty. Once 
these two elements are established, it is much easier 
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to determine the end date of a project. If customers 
are uncertain about their needs, the Sedona team 
understands that more time should be spent on 
needs analysis. Usually, the project team will start 
working on the project the next business day after 
the customer signs the contract with SMG. In the 
case of the initial Seattle Seahawks project, the pri-
mary focus was to provide information to customers 
interested in learning about the Seahawks organi-
zation. This included information about upcoming 
events, information about the team, and information 
about the overall organization. Given SMG’s past 
experiences and leveraging the newest technolo-
gies to enhance development speed, Turnpaugh was 
able to provide very accurate estimates regarding the 
time required for the Seahawks project.

The first step in time management is activity 
definition, which involves identifying the various 
activities that need to be performed for project com-
pletion. Turnpaugh indicates that most projects 
SMG takes on have some fundamental reoccurring 
components. These include designing the database, 
working on the website content, working on the web-
site presentation, connecting the presentation layer 
to the database, implementing the system, training 
users, and if necessary, maintaining the system. 
These components serve as the top level of the 
project work breakdown structure (WBS) and help 
define the various work packages associated with 
the project.

After establishing the WBS and subtasks, the 
focus is on developing the project schedule. Proj-
ect scheduling, as discussed in this chapter, is con-
cerned with establishing the order and duration of 
the tasks required to complete the project. Although 

some mandatory dependencies certainly occur 
when designing the project, in many cases, tasks in 
a project schedule can occur in parallel rather than in 
a strict sequence. This was exactly the case with the 
Seahawks project, where the database design and 
website presentation-layer development occurred in 
parallel. In other instances, a sequence of activities is 
required, as with the tasks related to connecting the 
database to the presentation layer (what Turnpaugh 
refers to as wiring up). In this instance, wiring up can-
not be performed until the first three activities have 
been completed.

The next step in managing the project schedule 
involves estimating the duration of each activity—
that is, estimating the time it will take to complete 
the different activities. Through experience, Turn-
paugh and other members of his team have become 
very good estimators of the time and resources it 
takes to complete various project tasks. In an itera-
tive process, project resources, time estimates, and 
task sequencing requirements are manipulated until 
a completed project schedule is developed.

The Sedona team also takes several steps to 
control changes to the project schedule. To begin 
with, the project team always tries to develop a very 
realistic project schedule that is based on past expe-
riences with other customers. The project team also 
has regular progress meetings, where they update 
each other on the status of their assigned work and 
adjust the schedule if needed. Through these meet-
ings, activities that are not on track can be identi-
fied, and any actions needed (e.g., assigning more 
resources to a project task or, perhaps, doing the 
task in parallel with some other task) can be taken 
to ensure the timely completion of the project.

Chapter 6 Project Assignment
In this assignment, you will work on developing a 
schedule for your entertainment website project. 
The project end date needs to be consistent with 
the course duration. The project schedule will be 
developed using a Gantt chart in Microsoft Project.

 1. Create a work breakdown structure (WBS) 
for your project. This involves developing a 
detailed list of tasks and subtasks that should 
be carried out to complete the project.

 2. Create the schedule by assigning durations 
to the tasks identified, as well as sequencing 
them.

 3. Add milestones to show the completion of 
each major deliverable.

 4. Identify some challenges that you and your 
team members will face in following this 
schedule.

 5. Identify and explain different techniques you 
will use during the life cycle of the project to 
manage project time.
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Managing Project Resources

Figure 7.1 Chapter 7 learning objectives

Opening Case: London’s “Digital Games”

Mega sports events such as the Olympic Games 
continue to capture tremendous public interest, 
and broadcasters are trying to use the newest 
technologies to offer their audiences a superior 
viewing experience. For the 2012 Olympic Games in 
London, the British Broadcasting Corporation (BBC) 
envisioned transforming the games into “digital 
games”—for the first time broadcasting the events 
in 4K ultra-high-definition video; delivering content 
in 3D; and enabling viewers using TVs, computers, 
and mobile devices to tune in on the action. Together, 
more than 2,500 hours of high-definition content 
needed to be delivered over seventeen days, using 
two dozen TV channels that were also accessible as 
online streams.

This project relied on a delicate interplay of dif-
ferent resources. First, transmitting the tremendous 
amounts of data needed for 4K video necessitated 
laying four miles of fiber optic cables between Lon-
don’s Olympic Park and BBC’s TV center. Likewise, a 
studio capable of producing 4K content was needed. 
More than thirty 3D cameras were needed to capture 
content in 3D. Remote-controllable robotic cameras 
allowed photographers to get pictures from vantage 
points that would have been inaccessible. Given the 
expected viewership for major events with British 
athletes, BBC needed to double its streaming capac-
ity. Further, BBC introduced a live interactive video 
player on its website, allowing viewers to not only 
watch the event but also rewind the stream and 
access additional content about the event. The BBC 
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Olympics app was created to provide optimal expe-
riences on Apple and Android devices, and the BBC 
Sport app allowed TiVo and smart TV users to view 
the events. The different streaming options were 
powered by Adobe Primetime, with BBC being the 
first public user. 

Clearly, planning for, acquiring, and managing 
these vastly different resources was a tremen-
dous undertaking. In the end, London’s digital 
games turned out to be a success for Great Britain, 
the British athletes, and the British Broadcasting 
Corporation.

Based on: Orton-Jones (2016); Rubens (2012).

Introduction
Like any well-run organization—or even a well-run household—a project needs to 
use resources efficiently. Chapter 6 discussed the first part of Project Schedule Man-
agement, which we termed project scheduling. This included developing the WBS, the 
Define Activities process, and the Sequence Activities process. Chapter 6 thus included 
discussions on how a project can be divided into deliverables and activities, and how 
these activities are ordered. However, an additional aspect of Project Schedule Man-
agement is an understanding of how project task durations are determined. This also 
involves assessing the resources needed for each task, a process associated with Proj-
ect Resource Management. This chapter explores the concepts of estimating activity 
resources, estimating activity durations, and developing the schedule. We will also dis-
cuss what resources are, why it is important to manage them, and what techniques and 
tools project managers have at their disposal to manage resources, to develop project 
schedules based on resources, and to avoid resource related problems that may influ-
ence project completion. As highlighted in earlier chapters, when managing resources, 
the project manager needs to keep in mind the triple constraint of scope, budget, and 
schedule, as changes in resource availability are likely to influence those critical aspects 
of any project.

Figure 7.2 London’s Olympic Park. Source: CC-BY-ND-2.0, Kevin Neagle.
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What Are Resources?
Resources are commonly thought of as “sources of supply or support,” a description that 
holds true in the case of project management resources, which include money, people, 
materials, technology, and space (see Figure 7.3). For information systems projects, a 
more specific listing of resources might include systems developers, project managers, 
systems analysts, stakeholders, development environments, facilities, and information 
architectures for both the development team and the final implementation of the sys-
tem. We will discuss these various types of resources in more detail later in this chapter. 
As an example, a project manager may be charged with leading a project designed to 
integrate all of the existing software in different functional areas (financial, human 
resources, etc.) within a company. To succeed, the project manager must manage many 
different types of project resources, including people, hardware and software, funds, and 
office equipment, among others.

Types of Resources
Effectively managing human resources, equipment, space, and money is critical to project 
success. For information systems projects, human resources include not only the proj-
ect team itself but possibly other stakeholders in the process. Equipment-related resources 
might include the various technologies—hardware, software, and infrastructure—needed 
for both the development of the information systems and for its testing and final imple-
mentation. Space also has to be considered because people interact with the organi-
zation for which the system is being designed and the development team occupies 
workspaces. Finally, and related to all of these, financial resources must be available to 
support the project. This section discusses in greater detail two of the primary types of 
project resources used in information systems projects, namely human resources and 
capital resources.

Human Resources
Developing an information system involves using people with different skills. The proj-
ect manager plays a key role in determining the human resources necessary for a project. 
As discussed extensively in Chapter 3, Human resources include all personnel involved 
in a project, including project team members and support staff. The job of systems 
analysts, for example, may be to elicit requirements from the customer, then determine 

Resource 
A source of supply 
or support, such 
as money, people, 
materials, technology, 
and space.

Figure 7.3 Some examples of project resources

Human resources 
All personnel involved 
in a project, including 
project team members 
and support staff.
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the design of the system. Typically, these analysts not only understand the intricacies of 
systems development but are also knowledgeable about business processes. Their role is 
to elicit customer needs and convey them in a meaningful way to the personnel doing 
the actual systems development.

The systems developers, in contrast, depend less on business knowledge and more 
on in-depth technical knowledge of the hardware and software platforms necessary to 
optimize system performance. Other technology workers involved in a project include 
system architects or QA (quality assurance) testers. Certain project personnel may also 
be involved in acquiring both new personnel and necessary materials and technologies. 
Often, human resources to be managed during a project may also include stakeholders 
from the client’s organization as well as stakeholders (such as upper management) from 
the firm undertaking the systems development project (such as top-level management). 
The project manager, therefore, must have skills in a variety of areas, including the proj-
ect’s technical domain and the business context, as well as excellent leadership, planning, 
and communication skills (see Chapters 3 and 4).

Effectively managing these resources is critical to the success of any project. 
Neglecting to properly manage human resources dramatically increases the likelihood 
of project failure. Project personnel must be monitored to ensure that necessary tasks 
are completed on time and on budget. Relationships with the customer must also be 
properly managed to ensure open and honest communication. Relationships with end 
users, who are often also the customer, must be managed to ensure an easy transition 
once the project is complete and ready to implement. Managing relationships with 
suppliers is also critical in ensuring that the necessary resources are available for use 
when needed. For all of these reasons, it is imperative that project managers develop 
and maintain good communication networks among all project stakeholders.

To estimate the human resources needed for a project, the tasks associated with the 
project are first defined as explained in Chapter 6; then the personnel needs for each 
task are evaluated. The selection of personnel may be influenced by the availability, cost, 
and skills of the project manager’s resource pool. After determining the appropriate 
human resources to carry out a given activity as well as other resource requirements, 
the project manager can begin to estimate the duration of project tasks and develop 
the project schedule.

Global Implications: Human Resource Management as an Advantage to Offshoring

The types of projects that are most likely to be 
offshored were discussed in Chapter 5’s “Global 
Implications: Deciding When to Offshore.” With 
respect to managing human resources on a project, 
one other reason companies might choose to 
offshore is to “follow the sun” in an attempt to 
maintain a twenty-four-hour software development 
cycle. As a global player, Motorola has extensive 
experience with distributed teams. Based on its 
lessons learned over the years, Motorola revealed 
several techniques that it used to manage human 
resources across the globe during a critical project. 
Anticipating potential problems with globally 

distributed teams, the Motorola team identified ten 
problems likely to emerge and developed twelve 
techniques to alleviate them (see Figure 7.4).

As can be seen in Figure 7.4, many of these prob-
lems are resource management issues, including 
how to manage capital resources (e.g., choosing 
and managing the types of technology used by the 
project team to communicate, coordinate, and exe-
cute project activities across time and space) as well 
as human resources (developing a sense of “team-
ness” and managing cultural differences). Motorola’s 
example shows that global resources can be used to 
the project’s advantage if properly managed.

Based on: Battin, Crocker, Kreidler, and Subramanian (2001); Gordon (2018).
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Capital Resources
Capital resources can be thought of as the tools and infrastructure used to produce 
other goods and services. Therefore, for the purposes of this section, we will group infra-
structure and materials into the broader category of capital resources. In information 
systems development projects, both the development software and the technological 
platform on which the software resides are capital resources. As an example, if a big data 
project required the IBM SPSS analytics software, that software would be considered 
a capital resource. Similarly, if that software resided on an HP high performance com-
puting server, the server also would be a capital resource. Even the software specifically 
used to organize project activities—such as Microsoft Project—might be regarded as a 
capital resource. Notably, in some instances, technology-related capital resources might 
be located outside the company itself, supplied through third-party providers. Acquir-
ing necessary project materials or services from outside the company is the focus of 
Chapter 10, which deals with managing project procurement. Other types of capital 
resources more traditionally associated with non-IS projects, such as team meeting 
facilities, could also be part of the IS project environment.

Of specific interest for project teams is the growing use of a formal project manage-
ment office (PMO). As defined in Chapter 2, a PMO is a dedicated part of the orga-
nization—frequently consisting of support personnel and a physical facility—whose 
purpose is to focus on various aspects of project management. The PMO serves as a 
center of excellence that fosters good project management practices. The PMO may 
provide a variety of benefits to project teams working on projects at any one time in 
the organization, including help with methodologies for planning or controlling project 
activities. In some instances, project managers are members of the PMO and are then 
assigned to new projects as they are launched.

The management of capital resources is particularly important when considering 
opportunity costs. Opportunity costs are a measure of the alternative opportunities 
forgone in the choice of one good or activity over others. Because organizations are 
typically involved in multiple projects and because buildings, technology, and other 
available infrastructure may sometimes be used by only one project at a time, organiza-
tions must decide how to use these limited available capital resources (see Figure 7.5). 
During project initiation—and specifically the selection process—project managers 
must clearly identify their capital resource needs to facilitate project selection decisions.

So far this discussion of capital resources has focused on how best to use capital 
resources to facilitate project completion and on the role of capital resource needs 
during project selection. However, capital resources can also be the goal of projects. 
Questions about the organization’s focus must be carefully considered for projects 
designed to update technology. Potential questions include: How best can we improve 
our technology to support our business objectives? What changes to our existing infra-
structure will we need to make in order to install the new technology? How much risk 
will the organization be taking in changing the capital resources? The organization and 
its leadership need to consider these questions and many others before making changes 
to the existing infrastructure.

An Overview of Managing Project Resources
The efficient and effective use of resources can often make or break a project. Because 
resources are limited, some might be hard to obtain (such as a systems analyst with 
specialized knowledge about a particular industry), expensive (such as a supercomputer 
with customized processors necessary for studying genetic diseases), or both (such as 

Capital resources 
The tools and 
infrastructure used to 
produce other goods 
and services.

Opportunity cost 
The measure of 
the alternative 
opportunities forgone 
in the choice of one 
good or activity over 
others.
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highly skilled programmers). Consequently, managing project resources is an important 
part of the planning and execution stages of any project. In the following sections, you 
will learn more about the importance of managing resources, as well as the implications 
of failures and successes.

The Importance of Managing Resources
The efficient use of project resources should be a primary goal for every project manager 
because the allocation of resources can have a major influence on project schedules. Of 
specific concern are scarce resources because their allocation can easily scuttle the proj-
ect schedule. For example, if a scarce resource, such as a limited number of experienced 
programmers, is not carefully allocated, critical project activities might be delayed.

Project resources can influence many of the key knowledge areas, such as project 
time, cost, quality, and risk management. In terms of Project Schedule Management, 
discussed both in Chapter 6 and the current chapter, resource allocation plays a large 
role in determining activity duration. For example, a particular task in a project—say, 
requirements gathering—could have a number of different durations, depending on the 
number of people allocated to the task and their skills. Project resources also influence 
Project Cost Management, discussed in Chapter 8. Resources obviously have costs, and 
how they are allocated impacts the project’s budget. The resources used to complete 
tasks may also influence the quality of project deliverables. Finally, if specific resources 
to be used during the project are new, project risk may be increased.

Resources affect both the time to complete a project and its cost. If, because of poor 
planning, any necessary resources are unavailable for a task on a project’s critical path, 
the entire project may be delayed. To correct the error, the project manager may assign 
additional resources to a task to try to get back on schedule; this is known as crashing 
and will be discussed later. However, even if the project’s schedule gets back on track, 
crashing may well result in higher costs because the project manager must now cover the 
expenses of recruiting more people or paying overtime. Because poor resource planning 
is seldom an isolated incident, the likely result is a project that will run over budget and 
take longer than anticipated to complete.

Figure 7.5 Managing information systems capital resources
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In contrast, successful projects are usually defined by the fact that they come in at 
or under budget, meet their deadlines, and provide the needed functionality for the 
stakeholders (i.e., the benefits are delivered). 

Managing Resources and the Project Life Cycle
When planning a project, project managers first decide on the deliverables of the proj-
ect and the activities needed to produce them. Once they have determined the best 
sequence for the activities, they estimate the resources needed. The combination of 
resource needs and resource availability helps determine the time needed to complete 
the individual activities, as well as the entire project. Although the sequence of activities 
can be determined without considering the resources, the time needed to complete these 
activities, as well as the entire project, depends on the resources’ availability. To address 
this need, project management software can be used to track and allocate resources.

Managing resources should be considered during the initiation, planning, execution, 
control, and close-out phases of the project’s life cycle. Some examples of activities in 
each of these phases follow. During initiation, for instance, resources critical to the proj-
ect should be considered when deciding which type of project to pursue. One selection 
criterion might be the availability of new technologies. During the planning phase, 
schedules should be developed with specific resources in mind, and scarce resources 
must be carefully allocated. During a project’s execution phase, resource reallocation 
may become necessary as the project unfolds to protect the project schedule. During 
project control, managers need to constantly monitor the allocation and use of resources 
to facilitate any approved project changes. Finally, during project close-out, purchased 
resources and any outstanding contracts must be settled. Any discrepancies between 
purchased materials and delivered materials must be identified, and steps must be taken 
to settle those discrepancies.

Duration versus Effort
Before jumping into the discussion of techniques for resource and duration estimating, 
we need to clarify the distinction between duration and effort. When completing an 
activity, the “doers” expend a certain amount of effort. Effort is the actual time required 
to perform an activity, not accounting for any breaks, meetings, and the like. For exam-
ple, designing an interface might take eight hours of effort, so a programmer could 
finish the activity in one day. If, however, the programmer has to attend meetings during 
the day, she might need two or three days to complete the task. Although the effort 
would still be eight hours, the duration from start to finish for that task would be two 
or three days. Thus duration is the time that elapses between the start and the finish 
of an activity, including any interruptions. When planning a project, managers have to 
take into account the number of people working on a task, potential interruptions, and 
the like to estimate the duration for each individual activity. In the next section, we 
examine several specific techniques for managing project resources.

Tips from the Pros: Managing Successful Big Data Projects

With the increasing ability to capture and analyze 
massive amounts of data, companies have been 
looking for ways to harness these data to gain and 
sustain competitive advantage. As other IS projects, 

big data projects are not without challenge, and many 
big data projects are not as successful as they could 
be. Professor Tom Davenport has examined some of 
the reasons that make big data projects successful. 

Effort 
Actual time spent 
working on an activity.

Duration 
Elapsed time between 
the start and finish of 
an activity.
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 1. Technology. As the handling and analysis 
of big data is often challenging when using 
traditional technologies, many big data 
projects circle around big-data specific 
technologies, including Python, Hadoop, or 
Hive. Yet surprisingly, the newest technologies 
are not necessarily what makes a big data 
project successful. Instead, many established 
companies can draw on valuable legacy 
technologies and skills for successfully 
implementing big data projects: Tom 
Davenport found that companies that leverage 
existing technologies and skills—ranging from 
data warehouse environments to SPSS, SAS, 
or R—are quicker in creating value through big 
data projects.

 2. People. Whereas the market for talents 
possessing expertise in the newest big data 
technologies is red hot, Davenport found that 
forming teams from diverse backgrounds (and 
training employees on necessary skills) can 
matter more than hiring entirely new staff.

 3. Change management. By nature, many big 
data projects have a tremendous impact on 
how people conduct their work; at times, work 
processes are being increasingly monitored, 

and at other times, frontline workers have 
to learn entirely new processes. To get the 
most benefits from big data projects, it is thus 
essential to focus on human issues and to get 
the buy-in from those who are most affected 
by the new systems.

 4. Business objectives. Many companies have 
data and are looking for a problem to solve 
with it. Those projects tend to be doomed to 
failure, often resulting in unsuccessful “fishing 
expeditions.” As with any IS project, clear 
business objectives should drive any big data 
project. 

 5. Project management. Finally, big data projects 
need to focus on sound project management 
practices, ranging from getting executive 
sponsorship to engaging stakeholders 
throughout the process.

Finally, Davenport reminds us that we often hear 
about successful big data projects, but many big 
data projects fail. As our understanding of big data 
technologies is still evolving, failure is often an inev-
itable part of embarking on big data projects, and 
often successful big data projects depend on a final 
component—luck. 

Based on: Davenport (2014).

Techniques for Managing Resources and Project Duration
When scheduling a project, managers can employ a wide variety of tools and techniques 
to facilitate resource management. These techniques are primarily used to estimate the 
resource needs associated with project activities, estimate the duration of the activities, 
and finally, develop the schedule. In Chapter 3, you learned how to develop and man-
age project teams; in Chapter 6, you learned how to define the project’s deliverables 
and the associated activities, as well as how to define the sequence of these activities. 
Now you will learn how to estimate the resources and time needed, as well as how to 
tie everything together to create the project schedule. In Chapter 12, we will discuss 
the last aspect of project resource management—namely, how to control the resources. 

Plan Resource Management
Before the project manager can begin estimating resources, it is important to develop 
a sound plan on how resources will be managed throughout the project life cycle. In 
other words, the project team needs to have a plan on how human and other resources 
will be estimated, acquired, and managed throughout the project. The Plan Resource 
Management process uses as inputs the project plan, the quality management plan 
(discussed in Chapter 8), the scope baseline, project documents (such as the project 
schedule, the requirements documentation, and the risk and stakeholder registers, while 
considering various enterprise environmental factors and organizational process assets. 
Using expert judgment, meetings, and various data representation formats, the project 
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manager can create the resource management plan, which details how physical and 
human resources will be identified and acquired, as well as how human resources will 
be managed, including the roles and responsibilities, training, team development, and 
so on; further, this process will lead to the development of the team charter, as well as 
updates to the project’s assumption log and resource-related components of the risk 
register (a formal listing of identified risks). 

Estimate Activity Resources 
The goal of the Estimate Activity Resources process, an aspect of the PMBOK’s Project 
Resource Management knowledge area, is to estimate the resources needed for each 
activity so they can be deployed in the most effective manner. In some instances, assign-
ing more resources can speed the completion of activities, but in others, assigning more 
resources will actually hinder progress because of increased communication and coor-
dination efforts. The following sections discuss how to estimate the resources needed 
and how to estimate the project’s duration based on these estimates.

Estimate Activity Resources—Inputs
As Figure 7.6 shows, project managers rely on a wide variety of different inputs for the 
Estimate Activity Resources process. First, the resource management plan and the scope 
baseline give overall guidelines for managing resources and for identifying resource 
needs. In addition, they use outputs from prior stages of project planning. For example, 
the activity list and activity attributes identified during the activity definition phase help 
estimate the resources needed. Likewise, the project manager draws on the assumption 
log, cost estimates, and the risk register. As Figure 7.7 shows, the resource calendar 
enables the project manager to match resource needs with resource availability. In 
other words, a project manager has to know which resources she can draw upon 
before deciding on which resources to use. Finally, as in most processes, managers 
use enterprise environmental factors (such as resource location and availability) and 
organizational process assets (such as historical information from prior projects) to 
establish initial activity sequences and assign and manage resources. The different 
tools and techniques used for resource estimating, as well as the outputs, will be 
covered in the following sections.

Figure 7.6 The PMBOK (6th ed.) Estimate Activity Resources process
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Estimate Activity Resources—Tools and Techniques
Although project managers can choose from among a variety of tools and techniques, 
they should never depend solely on the results of just one technique for estimating 
project resources. Rather, they should use a combination of estimation techniques (see 
Figure 7.8). If the results of these techniques converge, the project manager can be 
fairly confident about the accuracy of the resource estimates. Whether using one or 
several techniques to estimate resource needs, the project manager should avoid having 
to give quick estimates based on a gut feeling. Because such estimates will most likely 
be inaccurate, the project manager should always employ the techniques described as 
follows before providing any estimate.

One of the primary tools of project resource estimating is expert judgment. Usu-
ally, experts can give valuable inputs into estimating resource needs. In most cases, the 
“doers” can give very precise estimates about the resources needed. In an information 
systems project, the database administrator can give good estimates about how long 
it takes to create certain database queries, and a programmer can give good estimates 
about how long it takes to code common modules. However, the estimates should not 
be based solely on recollections of prior projects or activities, which will most likely lead 
to biased estimates because people often have a hard time remembering exact details. 
Rather, a combination of expert judgment and data (e.g., historical data recorded from 
prior projects) is preferable.

Another source of data about resource needs is published estimating data available 
from market research companies, a form of benchmarking. These companies gather 
and analyze research needs for a variety of projects in a variety of industries. When 
planning to implement a new cloud-based ERP system, for example, you can obtain 
benchmarking data both from ERP vendors and from independent organizations to 
help prepare estimates of resources needed. Usually these data are based on a number of 
different companies, so you can get a good overview of average, minimum, or maximum 
resource needs. These data also help benchmark one’s resource needs against those of 
direct competitors or industry leaders.

Figure 7.7 Project scheduling and managing resources

Expert judgment 
Estimation based on 
the experience of one 
or more experts on the 
particular activity or 
project.

Published estimating 
data 
Publicly available data 
from specific activities 
carried out on previous 
projects that may 
be used to more 
accurately estimate 
resource needs.
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Bottom-up estimating is a technique applied when the resource needs of a com-
ponent cannot be easily estimated. This is often the case if the component itself is fairly 
complex. In this instance, the component should be decomposed further until the activ-
ity level is reached where reasonable estimates can be provided. If a component for an 
ERP system consists of, say, the user interface for the payroll module, it might be hard 
to estimate the resources needed to complete this deliverable; if so, the deliverable can 
be further decomposed into developing the individual screens, for which it is easier to 
estimate the resources needed. These lower-level estimates can then be combined into 
an estimate for the deliverable itself.

Analogous estimating is simply using the resource needs of a similar activity as 
a basis for estimating the current activity. For information systems development proj-
ects, analogous estimating can be used for standard tasks such as building interfaces. 
Historical data or expert judgment can be used to estimate the resource requirements 
of these activities because components like these are often fairly standardized and thus 
take the same amounts of time to complete. In addition to company historical data, 
published data (from past projects done in the company) about durations of similar 
activities can be used.

Parametric estimating is a quantitatively based estimation technique that calcu-
lates durations, costs, or resource requirements based on based on known relationships 
and project parameters. In some cases, the number of lines of code a programmer 
generates in a normal workday can be used in conjunction with the number of lines of 
code estimated for a given activity to determine how many coders are needed to finish 
the activity within given time constraints. Note that given the increasing complexity 
of software projects, estimating lines of code is typically not used anymore, and project 
managers prefer other ways of estimating resource needs.

When estimating activity resources, the results of these methods should be care-
fully analyzed, typically using some form of alternatives analysis. Almost any activity 
requires a trade-off between the time needed, the resources invested, and the desired 
quality of the final deliverable. For example, assigning more human resources to a 
project might speed completion time but at tremendously higher costs; further, quality 
might be inconsistent across the people working on the activity. On the other hand, 

Figure 7.8 Increasing accuracy of resource estimates

Bottom-up estimating 
An estimating 
technique in which 
estimates are made 
at the activity level, 
and then aggregated 
to arrive at an overall 
estimate.

Analogous estimating 
The estimation of 
activities’ costs, 
durations, or resource 
requirements based 
on historical data of 
similar activities.

Parametric estimating 
The estimation of 
activities’ costs, 
durations, or resource 
requirements based on 
known relationships 
and project 
parameters.

Alternatives analysis 
An estimating 
technique in which 
trade-offs between 
the time needed, the 
resources invested, 
and the desired quality 
of the final deliverable 
are examined.
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fewer people might still be able to complete the activity within the desired time frame 
but might introduce more errors because of time pressure. Other times, a project man-
ager might realize that outsourcing the activity is the most efficient solution. Carefully 
analyzing alternatives helps a project manager make optimal choices, given the available 
resources and desired outcomes.

It should be noted that companies will use a variety of techniques to arrive at 
their estimations. Benchmarking against competitors is a common practice. For exam-
ple, competing automakers might benchmark their time from conception to market. 
Techniques utilizing project team members, such as brainstorming sessions or mind 
mapping, might also be useful in gathering valuable information about expected project 
resource requirements. 

As part of the project management information system, project management soft-
ware such as Microsoft Project can facilitate estimating resource needs and matching 
those needs with resource availability and costs. One tool included in Microsoft Project 
is a resource calendar that can be used to assign resources or resource groups to specific 
activities. These calendars help the project manager by displaying whether a resource 
is available or might be tied up by a different activity. Further, costs can be assigned to 
the different resources, which helps in conducting alternatives analyses. To specify the 
details about the different resources, a Resource Sheet view lets you specify a name for 
each resource, as well as attributes such as type, standard and overtime rate, cost/use, 
and the like. Other views such as Resource Usage display the resource allocation in an 
easy-to-use way. 

All of these techniques, however, are only as good as the inputs into the resource 
estimating process. In other words, if the activities are not clearly defined, the resource 
estimates will most likely be inaccurate, leading to frustrated clients and project man-
agers. There has to be a clear, mutual understanding of project scope, the work packages 
that make up that scope, and the activities that are required for each work package 
before an accurate estimate can be made.

Estimate Activity Resources—Outputs
The primary output of the Estimate Activity Resources process (see Figure 7.6) is a 
detailed listing of the resource requirements (both types and quantities needed) for the 
individual activities. Often, the resource needs for different activities are combined to 
represent the resource needs for each WBS work package. The activity resource require-
ments can be very detailed and should include any assumptions made during the esti-
mation process. In other words, the basis of the estimates should be carefully captured, 
including how the estimates were derived, any assumptions made, confidence levels, and 
so on. That way, if a certain assumption does not hold, the project manager immediately 
knows that the schedule has to be adjusted accordingly. These resource requirements will 
be an important input into the Develop Schedule process discussed later.

To represent the resources in an easy-to-use format, a resource breakdown struc-
ture (RBS) is created. Analogous to a product breakdown structure or a work break-
down structure, an RBS presents all needed resources hierarchically, usually ordered by 
type or category. An RBS helps visualize the different types of resources needed for a 
project. The RBS is useful in roll-up reporting, for instance, where the project manager 
wants to show all of the resources (both human and capital) necessary for completing 
various components of a project. As an example, level 0 of a WBS represents the entire 
scope of a project. The equivalent level in an RBS would then list all resources necessary 
for the entire project. At a lower level of the WBS, the corresponding RBS might illus-
trate those resources necessary to complete the particular work package(s) associated 

Activity resource 
requirements 
A very detailed listing 
of the resource 
requirements for the 
individual activities.

Resource breakdown 
structure  
A hierarchical, 
graphical 
representation of all 
needed resources 
ordered by type or 
category.
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with a major component of the project (e.g., development of the user interface for a 
new system).

Finally, the Define Activities process (remember, that means defining all the activ-
ities necessary to create a particular project deliverable) has resulted in preliminary 
activity attributes, such as predecessors, successors, and constraints. Correspondingly, 
the Estimate Activity Resources process results in updates to project documents. The 
resources needed to carry out the activities estimated in the present stage also become 
part of a more refined set of activity attributes that can now be used to create more 
accurate schedules. Further, in case the process of estimating resources yields additional 
changes to the activities (e.g., the realization that additional resources may be neces-
sary to carry out an activity), such changes will be incorporated into updated activity 
attributes. Needless to say, all changes must be approved following the project’s change 
control guidelines.

Acquire Resources
In order to successfully complete the project, an important process is Acquire Resources. 
While we have covered human resources-related aspects in Chapter 3, and will cover 
project procurement in Chapter 10, acquiring human and physical resources takes place 
throughout the different phases of the project. When acquiring resources, the project 
manager typically has to balance factors such as availability and costs of resources, as 
well as factors such as ability or attitude for team resources. An important output of 
this process is the resource calendar, which displays the availability of the different 
resources. For human resources, a resource calendar specifies working and nonwork-
ing days, such as weekends or holidays. A project manager can use resource calendars 
to quickly identify whether specific resources are idle (and available) or occupied by 
another task. Every work resource should have its own calendar, which can be specified 
in many types of project management software.

Estimate Activity Durations
Another aspect of the activities that needs to be estimated is the activity durations. The 
Estimate Activity Durations process (see Figure 7.9) generally involves using both 
project scope and resource information to estimate the duration of the project activities. 
The people with the greatest knowledge of the specific activity are most often called 
on to approve the estimation. The duration estimates will then be combined with the 
activity sequencing to determine the duration of the entire project, as well as to identify 
the critical path. As with all project planning activities, activity duration estimations 
become more precise as the project progresses (recall the cone of uncertainty discussed 
in Chapter 6) because more detailed information is usually available during later stages 
of the project.

As Figure 7.9 shows, inputs for this phase include the scope baseline and schedule 
management plan, the activity list, attributes, team assignments, the resource break-
down structure, resource requirements, and the resource calendar, in addition to the 
risk register (a formal listing of identified risks). Finally, enterprise environmental fac-
tors (such as upcoming laws or regulations) and organizational process assets (such as 
historical information) serve as inputs to the activity duration estimation. Some of the 
inputs for the activity duration estimation were also inputs for or outputs from other 
processes. In those cases, we will only briefly mention their characteristics.

Resource calendar 
A specific type of 
project calendar 
that is used to track 
the hours when 
certain resources are 
available.

Estimate Activity 
Durations 
The process of 
estimating the 
duration of the project 
activities using both 
project scope and 
resource information.
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Estimate Activity Durations—Inputs
The primary inputs of this process, then, are the activity list, associated attributes, and 
activity resource requirements. An initial estimate of these resource requirements has 
been determined during the Estimate Activity Resources process. The resource calendar 
(produced during the Acquire Resources process) specifies the availability of the dif-
ferent resources—that is, it specifies the times when the resources are available for a 
certain task. The scope of the project is captured in the scope baseline and is used as an 
input to keep the focus on the project’s activities. Organizational process assets (such 
as templates, lessons learned, or past project files) can assist in the Estimate Activity 
Durations process. These can be used to better estimate activity durations and may 
consist of company historical documents as well as project team members’ knowledge 
gained during previous projects. The risk register (described in Chapter 9) captures the 
different activities’ risks, taking into consideration those that have a high probability of 
impacting the project schedule. 

Reassessments related to calculating activity duration can also occur at this point. 
For instance, if it appears that an activity’s duration is going to be too long, more 
resources could be assigned. As an example, the time needed to code an initial prototype 
can be greatly reduced by the number of programmers assigned to the task. This might 
require adding new resources to the project, the creation of a new resource calendar, 
or some similar measure. The caveat, of course, is that at some point, merely adding 
programmers will not shorten the task duration because the number of programming 
assignments is limited. The point is clear, however, that the amount of resources allo-
cated to a given task will surely influence its duration.

Estimate Activity Durations—Tools and Techniques
Tools and techniques used during the Estimate Activity Durations process include 
expert judgment, analogous estimating, quantitatively based duration estimating (such 

Figure 7.9 The PMBOK (6th ed.) Estimate Activity Durations process
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as parametric estimating or three-point estimating), bottom-up estimating, alterna-
tives analysis, and reserve analysis (see Figure 7.10). As with resource estimating, using 
several techniques to estimate activity duration, as opposed to relying on only one, 
can increase the overall accuracy of any estimates. Next, each of these techniques is 
discussed in more detail.

Expert judgment, previously mentioned under the activity definition process, can 
be used as a means to better estimate activities’ durations and their need for specific 
resources. As with its use during activity definition, care should be taken, for expert 
judgment can rely on the subjective opinion of project participants. While program-
mers might be able to give a fairly accurate estimate of how long it takes to write a 
certain number of lines of code, they might not be able to give accurate estimates of 
less common tasks.

As discussed earlier, bottom-up estimating is used when estimating durations for 
activities associated with complex components, where durations are difficult to estimate. 
Analogous estimating is simply using the duration of a similar activity as a basis for esti-
mating the current activity. Further, the duration of an activity can be estimated using 
certain parameters, such as the amount of time it takes to program a certain number of 
lines of code. Three-point estimates can increase accuracy by accounting for optimis-
tic, pessimistic, and most likely estimates. To arrive at an accurate estimate, these three 
estimates are averaged (i.e., using a triangular distribution), taking into consideration 
the risk involved in completing the activities. 

If a high risk is associated with the activity, the estimate will lean toward the pessi-
mistic end. PERT analysis is a specific form of three-point estimation, where probabi-
listic time estimates are applied to the optimistic, pessimistic, and most likely estimates. 
In contrast to using equal weights for optimistic, pessimistic, and most likely estimates, 
PERT uses a weighted average method. As shown in Figure 7.11, the most likely 
estimate is weighted by a factor of four, with the optimistic and pessimistic estimates 
having a weighting of one. People frequently mistakenly refer to something called a 
PERT chart, which in reality is an activity on node network diagram (discussed in 
Chapter 6). However, PERT is not a chart, but rather a mathematical technique used 

Figure 7.10 Estimate Activity Durations techniques
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to estimate task or project duration. Nonetheless, in many organizations the use of the 
term PERT chart to refer to an activity on node network diagram is common.

Reserve analysis considers the different activities to establish reserve times (basi-
cally, time set aside as a reserve in case activity durations don’t match the plan) within 
a project schedule for the purpose of guarding against potential risks to the schedule. 
In the case of reserve time, any buffer in the project schedule should be documented 
and accounted for.

Typically, project managers use meetings and various decision-making techniques 
to arrive at better estimates of activity durations. For example, a widely used technique 
is brainstorming, where participants are charged with generating ideas without fear of 
group censure. A brainstorming session on estimating a project’s duration, or possible 
problems that might be encountered, can serve as valuable input in the final estimation. 
Using mind mapping, visual representation of tasks and problems may help the project 
team come up with more accurate project representations and associated durations.

Estimate Activity Durations—Outputs
The outputs of the Estimate Activity Durations process are activity duration estimates (as 
part of updates to the activity attributes; refer back to Figure 7.9). Duration estimates 
associated with activities can be either fixed-point or range estimates. Often, customers 
desire a very precise, fixed-point estimate of the time needed to complete an activity. 
However, especially during the early stages of a project, it is frequently very difficult to 
give precise estimates unless the project team has done very similar projects in the past. 
The prudent project manager should try to provide range rather than point estimates. 
Further, the estimates should be precise only to the degree possible. In other words, if 
a project manager can give an estimate only within ±50 percent, she should not try to 
provide a ±10 percent estimate because this will lead to dissatisfaction (as well as other 
complications) if the actual time falls outside the range of the estimate (especially at the 
upper end). Usually, range estimates are expressed as time periods needed to complete 
the task, such as 6 months ±2 weeks.

Providing optimistic, pessimistic, and most likely estimates will give the customer 
a good picture of the different scenarios. These different estimates can be further sup-
ported by the likelihood of finishing the activity in the different times; for example, the 
project manager can say that there is a 50 percent chance of finishing the activity in ten 
days, a 30 percent chance of finishing in eight days, and a 20 percent chance of finishing 
in twelve days. As estimates become more precise during the course of the project (recall 
the cone of uncertainty), the customer can be provided with updated information. No 
matter how precise the estimates are, the project manager should take great care to 

Figure 7.11 PERT analysis
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continually provide the customer with the refined estimates; this way, the customer is 
in the loop and aware of any possible changes to the project’s schedule.

As with other estimating processes, it is important to carefully record the basis of 
the estimates, including how the estimates were derived, what assumptions were made, 
or what constraints were considered. This will allow the project manager to revisit the 
estimates if necessary when developing the project schedule.

Develop Schedule 
Develop Schedule is an iterative process designed to determine start and finish dates 
for project activities. Just as activity sequencing (discussed in Chapter 6), activity 
durations are necessary to determine the final project schedule. During the process of 
schedule development, the activity duration estimates, in combination with the activity 
sequences, are used to establish the final project schedule, a critical component of the 
schedule baseline used to track the project’s progress.

Develop Schedule—Inputs 
Inputs to the Develop Schedule process include the schedule management plan, the scope 
baseline, project network diagrams, the activity list, activity attributes, activity duration 
estimates, resource requirements, resource calendars, the risk register, agreements from 
procurement, as well as enterprise environmental factors and organizational process 
assets (see Figure 7.12). Most of these inputs have been discussed in prior sections and 
will thus be mentioned only briefly.

As important input, the schedule management plan specifies policies such as work-
ing and nonworking days, or what hours and time periods are available for work sched-
uling. For example, is the project based on an eight-hour-a-day, forty-hour workweek 

Develop Schedule 
The process of 
determining start and 
finish dates for project 
activities.

Figure 7.12 The PMBOK (6th ed.) Develop Schedule process
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or on a ten-hour-a-day, four-day workweek? Is overtime available, and if so, how much 
and how will it be allocated? Most software makes these working-time decisions easy 
to implement by allowing broad-level changes to organizational asset availability (i.e., 
put in holidays, personal time off, overtime, standard working time, and specified work 
weeks). Software such as Microsoft Project can be used to record and display resource 
availability information (see Figure 7.13).

The scope baseline presents the scope of the entire project and the assumption log 
details any constraints or assumptions that can affect the project’s schedule. In terms of 
schedule development, constraints are usually of two types—imposed dates and mile-
stones. Imposed dates are dates that are imposed to meet some type of development 
deadline. For example, a new information systems rollout may need to be in effect by a 
certain date for the company to keep its first-mover strategic advantage. Another exam-
ple would be a date imposed by an environmental agency that the company must meet 
in order to remain in business. The most common types of such constraints are “start 
no earlier than” and “finish no later than” (see precedence relationships in Chapter 6 for 
a more comprehensive explanation). These and other constraint types are available in 
Microsoft Project (see Figure 7.14), which has a dropdown box containing all available 
constraint types. As defined in Chapter 6, milestones are dates in the schedule that are 
meaningful for the completion of specific sets of project events. Milestones are often set 
by senior management and usually cannot be changed. In many types of project man-
agement software, a milestone is represented by entering a task with a duration of zero.

The next inputs, including the activity list (which also includes activity attributes), 
activity duration estimates, project schedule network diagrams, activity resource require-
ments, and the resource calendar, were discussed previously. The risk register (as part 

Figure 7.13 Changing working time in Microsoft Project 2016
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of the project management plan) specifies how control measures will be implemented 
to identify potential risks to the project schedule. For example, if the risk is high that a 
new mainframe computer will not be installed on time, this might influence the project 
schedule, and more contingency reserve (discussed earlier in this chapter) should be 
planned for this activity.

Develop Schedule—Tools and Techniques
Dealing with the time component of project scheduling—calculating the expected start 
and finish dates, as well as early or late start and finish dates of project activities—is 
referred to as schedule network analysis (refer back to Figure 7.13). Schedule network 
analysis techniques aid managers in determining when activities can be performed, 
given resources and constraints. Some techniques require certain adjustments to the 
network diagrams. Specifically, the network diagrams have to be analyzed for any errors 
in the network, such as network loops (paths that follow through the same node more 
than once) or open ends (activities that do not have a successor). The following sections 
discuss the different techniques, as well as the use of project management software for 
schedule development.

One often-used technique is the critical path method (CPM), a network anal-
ysis technique that determines the sequence of task activities that directly affect the 
completion of a project. Introduced in Chapter 2, a project’s critical path is the lon-
gest path through a network diagram that illustrates the shortest amount of time in 
which a project can be completed. While this definition may sound confusing, just 
remember that the purpose of the critical path is to establish how quickly a project can 

Figure 7.14 Choosing constraint types in Microsoft Project 2016
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be completed given the tasks, durations, and dependencies illustrated in the schedule 
network diagram.

Figure 7.15 illustrates the concept of the critical path. In the figure, the critical path 
includes the activities A, E, G, and I. Therefore, if any of these activities (termed crit-
ical activities) is delayed, the completion of the entire project will be delayed because 
the overall time of the critical path increases. Activities not on the critical path can be 
delayed (to some extent) without affecting the duration of the entire project. Accord-
ingly, these activities contain slack time (while Microsoft Project uses the term slack, 
others, such as the PMI, use the term float). In this figure, Path 4 has one day’s slack 
time; Path 5 has two days’ slack time, Path 6 has three days’ slack time; Path 1 has four 
days’ slack time; and Path 2 has six days’ slack time; thus the activities on Path 2 can 
be delayed by a maximum of six days before the overall project schedule is affected 
(note that this only relates to the overall paths, rather than the individual activities). 
To determine a project’s critical path, the durations of all activities on each individual 
path have to be added; the path with the longest overall duration is the critical path 
(note that there can be multiple critical paths). In Microsoft Project, the critical path 
is highlighted in red in the Network Diagram view (see Figure 7.16). Using project 
management software, the project team members do not have to do tedious calculations 
to determine the critical path, but it is critical that they understand the concept. Any 
changes in durations of critical activities will be reflected in the critical path.

The critical path method uses the concepts of free float (free slack) and total float 
(total slack) to determine the late and early completion times of a project. Described 
briefly in Chapter 2, free float is the time an activity can be delayed without affecting 
the immediately following activity; total float, in contrast, is the time an activity can 
be delayed without affecting the overall completion date of a project. Free float is only 
found in noncritical paths because any increase in duration of the activities in the criti-
cal path directly affects a project’s schedule. The critical path is thus a path that has zero 
or negative total float. If a network path is not a critical path, it can have positive float; 
a delay in completion of one activity does not necessarily affect the completion date of 
the entire project. The existence of positive total float implies that somewhere in the 

Figure 7.15 Concept of the critical path
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project there is free float—that is, at least one activity can be delayed without affecting 
the early start date of its immediate successor.

Although the slack times can be calculated by doing a forward pass (to determine 
the early start and early finish dates) and a backward pass (to determine the late start 
and late finish dates) through a network diagram, doing so is tedious. Consequently, 
most project managers use project management software such as Microsoft Project 
for this process; in addition to greater ease of use, the software can provide real-time 
updates to any changes in the project schedule. In the Gantt chart view of Microsoft 
Project, slack can be presented, including task names, early and late start and finish 
dates, and free and total slack for the individual activities (see Figure 7.17). An update 
to the duration of any activity immediately updates the start and finish dates, as well 
as the slack times.

Another factor to consider during schedule network analysis is the use of leads and 
lags. In the activity sequencing stage, the leads and lags of the different activities have 
been established. To review, a lead is the time between the start of one activity and the 
start of an overlapping activity; a lag is the time between the finish of one activity and 
the start of a succeeding activity. As these leads and lags can significantly influence the 
schedule, their use should be carefully double-checked to minimize potential delays.

Facing resource constraints, project managers employ resource optimization tech-
niques such as resource leveling or resource smoothing. Resource leveling is any form 
of network analysis where resource management issues drive scheduling decisions. This 
process involves rescheduling activities so that resource requirements for any particular 
phase of a project do not exceed the availability of those resources. As an example, in a 
particular software development environment, there may be only one person who has 
the skill set or knowledge needed to complete particular aspects of the development 
process. If multiple activities requiring that particular developer’s skills were originally 
scheduled at the same time, resource leveling would be used to change the schedule so 

Figure 7.16 Critical path displayed in Microsoft Project 2016
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that they could be carried out at different times. Resource leveling heuristics are rules 
of thumb used to allocate limited resources during a project. For example, if conflicting 
needs for certain resources during the project must be resolved, the project manager 
might decide to allocate scarce resources to the activities most critical to the project 
or to delay noncritical activities. Such heuristics (or rules) can be entered into project 
management software, which automatically adjusts the project schedule and resource 
requirements. Resource leveling resulting from these types of resource constraints might 
lead to a suboptimal project schedule because one or more tasks might have to be 
delayed based on the availability of resources, delaying the entire schedule. Schedules 
based on resource leveling are referred to as resource-limited (or resource-constrained) 
schedules. Typically, resource leveling makes use of available float, so that the criti-
cal path may change due to resource leveling. In contrast, resource smoothing avoids 
changing the critical path (and project completion date) by only delaying activities 
within their free and total float 

Similar to resource leveling, the critical chain method is used if activities contend 
for limited resources. When using the critical chain method, the critical path is first 
identified, independent of resource availability. Entering resource availability might 
then reveal conflicting activities, which were planned to be completed in parallel but 
draw upon the same (limited) resource. Based on resource availability, an alternative 
critical path is created. This new path, based on both task dependencies and resource 
dependencies, is referred to as a critical chain. If resources were unlimited, the critical 
path and the critical chain would be equal. So far, this process to some extent resembles 
resource leveling techniques. However, another advantage of the critical chain method is 
that it helps minimize uncertainty in a project’s schedule, therefore leading to a shorter 

Figure 7.17 Free slack and total slack displayed in Microsoft Project 2016
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overall completion time. The following paragraphs explain how critical chain scheduling 
can be used to influence a project’s completion date.

People assigned to multiple concurrent tasks often resort to multitasking—that is, 
working a bit on one task, going on to the next, working a bit on a third task, and so 
on, before restarting work on task one. Unfortunately, this approach often wastes time 
because it requires repeated setup for the individual tasks. Critical chain scheduling 
prohibits multitasking with the goal of arriving at a shorter overall completion time. 
Another factor often leading to long project durations is the uncertainty inherent in 
any project. To cope with this uncertainty, a project’s activities often contain duration 
buffers (i.e., additional time allocated to an activity to account for any unforeseen cir-
cumstances). Because this buffer is added to every activity, the entire project contains 
more reserve time than is usually needed. Further, there is often a tendency to fill the 
allotted time; in other words, if a certain amount of time is allotted for an activity, people 
tend to use it (this is known as Parkinson’s law). If a buffer is added to an activity, people 
tend to use this buffer as well, no matter whether the additional time is needed or not. 
CCM thus suggests following aggressive target duration schedules to reduce overalloca-
tion of time, placing buffers at more strategic locations in the project timeline, avoiding 
multitasking because of the associated switching costs, emphasizing resources and the 
contention for resources when planning, and finally tracking the status of buffers and 
managing both their depletion and replenishment.

Critical chain scheduling eliminates any buffers from individual activities; instead, 
a general project buffer is created. Eliminating individual buffers helps decrease the 
entire duration of the project, whereas the project buffer protects the final due date. The 
removal of individual buffers serves the additional purpose of discouraging people from 
engaging in multitasking or other distractions. Because the duration estimates (without 
the individual buffers) are very aggressive, people focus on the task at hand in order to 
finish it in the allotted time.

In addition to the project buffer, critical chain scheduling uses feeding buffers to 
protect the activities on the critical path. Usually in complex projects, many noncritical 
activities feed into critical activities. Because critical chain scheduling eliminates the 
individual safety buffers, a change in duration of a noncritical activity feeding into a 
critical activity would influence the critical path and thus the duration of the entire 
project. To prevent this, a feeding buffer (i.e., additional time) is added to any noncrit-
ical activity feeding into a critical activity. The project manager can easily monitor the 
use of the feeding buffers and the project buffer to determine whether the project is 
on schedule. Project management software frequently employs third-party add-ons for 
critical chain scheduling.

An additional tool for project schedule development is using data analytical tech-
niques to assess the outcome of various scenarios on the overall project schedule. 
Simulation is the process of calculating project and activity durations using differ-
ent assumptions, constraints, and resource allocations. Two commonly used types of 
simulation are Monte Carlo simulations and what-if analyses. You may recognize 
these two terms from your introductory statistics classes. Monte Carlo simulations 
are probabilistic analyses used to calculate a distribution of likely results (in our case 
likely project or task durations). What-if analyses take advantage of logic networks by 
simulating various scenarios, such as asking “What if a major component for a system 
is delayed?” Both these techniques allow additional insight into the duration of projects 
and project activities.

Often, project managers need to shorten project schedules to meet certain 
imposed dates or constraints. In such cases, the project manager can employ various 
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schedule compression techniques, which are techniques used to shorten the project 
schedule while adhering to the overall project scope. These techniques are known as 
crashing, which looks at cost–schedule trade-offs, and fast-tracking (see Figure 7.18), 
which looks at the possibility of performing activities in parallel that would normally be 
done in sequence. An example of crashing might involve adding resources so that a data 
entry task scheduled to take two weeks could be completed in one week by hiring addi-
tional data entry personnel. Other types of crashing might involve the use of additional 
nonhuman resources, such as computer time, in order to shorten the time necessary to 
complete a task. Fast-tracking involves doing project tasks at the same time rather than 
in sequence. Fast-tracking requires, by necessity, that the task dependencies allow such 
parallel work. Sometimes, fast-tracking may increase project risk. For example, starting 
to code before all requirements are gathered may carry the risk of rework at later stages.

What else can be done to shorten the critical path (and the duration of the project)? 
Here, you might need some creativity. You might want to see if some activities might 
be further broken down to allow fast-tracking. If dependencies between activities orig-
inally did not allow fast-tracking, breaking up these activities might open new possibil-
ities to complete tasks in parallel. Maybe some activities do not have to be completely 
finished before a successor activity can be started. Thinking creatively about the different 
activities on the critical path can help possibly take them off the critical path, which 
helps shorten the overall project schedule.

Another way to shorten the duration of the project might be to check the duration 
estimates of the critical activities—in other words, carefully examine the basis for the 

Figure 7.18 Fast-tracking and crashing
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estimates (e.g., in Microsoft Project a simple double-click on the task duration will 
open a Task Information dialog box; see Figure 7.19). Oftentimes, duration estimates 
are based on rules of thumb or include fudge factors. Breaking down the critical activi-
ties to a more detailed level lets you obtain more precise estimates because it can remove 
“noise” from the estimates. Doing so can often lead to a shorter critical path. Sometimes, 
such a detailed breakdown might adjust the durations upward. Although this does not 
help shorten the critical path, it can save you from any surprises during the execution 
of the project, which can also be beneficial.

When using any of these techniques, a project manager should always monitor the 
project calendars and resource calendars. In a large software development project of a 
multinational corporation, virtual teams located in different regions of the world might 
be working on completing a certain task; thus teams could work in three continuous 
shifts. The resource calendar would specify these working times. On the other hand, the 
client organization might be available only during certain times, so that, for example, 
during requirements generation, the project team members cannot contact it. Such 
times would be specified in the project calendar.

While we present several software supported options for accomplishing the con-
cepts in this chapter, the ease of doing so may be misleading, especially as the sophis-
ticated form in which information is presented in software may give this information 
an aura of accuracy. However, the presentation does not guarantee accuracy. If any of 
the data entered into the system is unreliable or incorrect, the project manager’s deci-
sion-making may be adversely affected. Thus sometimes it is also useful to perform the 
necessary calculations and adjustments by hand. Doing so is frequently educational 
because it will reveal what is going on behind the scenes in software, and any results 
can be easily entered into a Microsoft Project file for further analysis and collaboration.

Figure 7.19 Task duration adjustments in Microsoft Project 2016
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Ultimately, all of the information that is generated through whatever schedule 
development techniques are used will be collected together and serve as the schedule 
model. The schedule model contains all of the logic, constraints, resources, and algo-
rithms to perform scheduling calculations (Wilkens, 2004), and may contain various 
electronic files, such as diagrams or documents generated during the estimating tasks. 
Microsoft Project contains many of these elements (see Figures 7.13, 7.14, 7.16, and 
7.17) and can be thought of as a schedule modeling tool. By running the model, we 
generate an output, the project schedule. The next section describes the outputs of the 
schedule development process in further detail.

Common Problems: Falling Prey to Critical Chain Assumptions

Consider two critical chain method assumptions 
regarding task duration estimation. The first is 
that when asked to estimate the duration of an 
activity, the activity owner’s estimate includes a 
“safety factor” that serves as a personal buffer. The 
second is that people will tend to use such buffers 
if they are available (Parkinson’s law). Both of these 
assumptions are plausible. After all, haven’t we all 
taken the entire semester to complete a term paper 
even though we knew it would take only a week or 
two to complete it? The ultimate goal of CCM is to 
minimize or eliminate individual task-level buffers 
by incorporating them into feeding and project 
buffers (see the text for feeding and project buffers). 
One difficulty that arises with these assumptions 
is that some preliminary evidence suggests that 
Parkinson’s law is not always in effect. According to 
Hill, Thomas, and Allen’s 2000 study of more than 
five hundred tasks undertaken by the IS department 
in an international financial services organization, 
60 percent were completed in less time than their 
estimated duration and 8 percent were completed 
within the original time estimate. Only 32 percent ran 
longer than their original estimates.

Some possible problems arise when a proj-
ect manager using CCM blindly makes these 

assumptions, regardless of the conflicting evidence 
on Parkinson’s law. How does a project manager esti-
mate the safety factor that the task owner has incor-
porated into his or her estimate to arrive at more 
aggressive but appropriate estimates? One popular 
method is to reduce the original estimate by 33 per-
cent. However, how can you be sure that the percent-
age you’ve chosen is appropriate? Do all task owners 
estimate the same safety factor? Furthermore, if you 
could accurately estimate the safety factors task 
owners have incorporated, can you expect that those 
task owners will agree to shorten their estimates?

According to Raz et al., if task owners know that 
the project manager is likely to shorten their dura-
tion estimates, they may add more of a safety factor. 
Finally, task owners who have shortened estimates 
imposed on them are likely to reduce their commit-
ment to those estimates.

As powerful a tool as CCM can be, these issues 
need to be considered when using it. In this book, 
we have provided several techniques for estimating 
resources and task durations to provide you with a 
range of techniques to help minimize the disadvan-
tages of any one technique.

Based on: Hill, Thomas, and Allen (2000); Raz, Barnes, and Dvir (2003).

Develop Schedule—Outputs
Outputs from the schedule development process include a preliminary project schedule, 
schedule model data, and the schedule baseline. In addition, outputs should include 
updates to the resource requirements, activity attributes, the project calendar, or the 
schedule management plan and the cost baseline, supporting detail, and resource 
requirement updates (refer back to Figure 7.12). The preliminary project schedule, at a 
minimum, should clearly show the start and finish dates of each activity. Additionally, 
the preliminary project schedule should contain schedule network diagrams with date 
information added, bar charts, and milestone charts.

This sort of information can be displayed in project management software. In the 
network diagram view of Microsoft Project, the individual activities are displayed, 

Schedule model 
Data and information 
that are compiled and 
used in conjunction 
with manual 
methods or project 
management software 
to perform schedule 
network analysis to 
generate the project 
schedule.

  Information Systems Project Management,
Edition 2.0



Techniques for Managing Resources and Project Duration • 275

together with the duration and the start and finish dates, as well as the critical path 
(see Figure 7.17). In Microsoft Project, a Gantt chart view is the default type of bar 
chart; activities are shown as a task list oriented vertically, with the durations of the 
tasks represented by horizontal bars. This same chart may also show dependencies of the 
different activities (Figure 7.20). Finally, project milestones are displayed as diamonds 
(see, e.g., task 3.4 in Figure 7.20). A Gantt chart traditionally doesn’t capture all aspects 
of a network diagram (such as the precedence relationships discussed in Chapter 6), but 
it does convey information about the duration of the various activities, and by captur-
ing the various anticipated start and end dates of those activities, it also illustrates the 
duration of the overall project. Interestingly, project management software has evolved, 
combining both network diagram and bar chart functionality in Gantt chart represen-
tations. The arrows connecting the various duration bars associated with tasks in Figure 
7.20 capture the relationship information that used to be more commonly available only 
in network diagrams.

Schedule model data provide managers with additional information about resource 
requirements, alternative schedules (e.g., best-case or worst-case), and contingency 
plans. Once the schedule has been finalized and approved, it becomes the schedule 
baseline. This baseline, which shows the set of original start and finish dates, activity 
durations, as well as work and cost estimates, serves as a basis for comparison during 
project execution. In Microsoft Project, you can save a schedule baseline. While project 
baseline data can be shown in many views within Microsoft Project, the Gantt chart 
view will show a black bar for the baseline and a colored bar for the actual progress of 
the project.

Resource leveling techniques might require changes to resource requirements, 
which then have to be updated accordingly. Further, schedule development processes 

Figure 7.20 Components of the project schedule in Microsoft Project 2016

Schedule baseline 
A document that 
contains the set of 
original start and 
finish dates, activity 
durations, as well 
as work and cost 
estimates, and 
serves as a basis for 
comparison during 
project execution.
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might necessitate updates to the activity attributes or the project calendar. Obviously, all 
changes have to follow the project’s change control process. The schedule management 
plan, used to develop procedures for dealing with changes to the schedule as the project 
progresses, might have to be updated as well. If the schedule development process leads 
to the identification of any changes to these procedures, the schedule management plan 
has to be updated accordingly.

Control Schedule 
The last process within the Project Schedule Management knowledge area is Control 
Schedule, which includes monitoring project progress as compared to the schedule 
baseline. Although control processes are covered in greater detail in the final chapter 
of this book, we will deal briefly with this topic here as it relates to Project Schedule 
Management. Inputs to the schedule control process include the schedule management 
plan, schedule baseline, scope baseline, and performance measurement baseline of the 
project management plan, as well as documents such as the project schedule, project 
calendars, or resource calendars, in addition to work performance data and organiza-
tional process assets (see Figure 7.21). The project schedule is the current version of the 
schedule, which shows the progress of the project activities up to the current date. Work 
performance data are used to track the project at the activity level, such as tracking 
which activities have or have not been finished on time. 

Tools and techniques used during the Control Schedule process are primarily data 
analysis techniques. In addition, the project manager uses resource optimization and 
schedule compression techniques to analyze the critical path and leads and lags, as 
discussed earlier. Data analysis techniques used during schedule control include earned 
value analysis, iteration burndown charts, trend analysis, variance analysis, and what-if 
scenario analysis (discussed earlier). You will learn more about the different techniques 
in Chapter 12. 

Control Schedule 
The process of 
monitoring project 
progress as compared 
to the schedule 
baseline.

Figure 7.21 The PMBOK (6th ed.) Control Schedule process
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Outputs from the schedule control process include work performance information, 
which highlights the project’s progress as compared with the schedule baseline, as well 
as with the schedule forecasts and change requests, as needed. In addition, various 
sections of the project management plan might be updated, including the schedule 
management plan, the schedule baseline, the cost baseline, and the performance mea-
surement plan. Finally, various project documents are updated, including the schedule 
and schedule data, resource calendars, assumptions, and the risk register, in addition to 
the lessons learned, which include documentation of the causes of variance from the 
project schedule. Documenting lessons learned can prevent these problems from occur-
ring in similar future projects. This documentation becomes part of the organizational 
process assets.

Managing Project Resources and PMBOK
In this chapter, we have discussed the fundamentals, characteristics, and challenges 
related to allocating resources, estimating activity and project durations, and developing 
the final schedule with specific start and end dates. This information relates to PMBOK 
Knowledge Area 6, Project Schedule Management. In addition, we also identified types 
of resources and how they influence the estimation of task durations, which relates to 
Knowledge Area 9, Project Resource Management. Figure 7.22 identifies this coverage 
and illustrates the coverage of upcoming chapters.

Figure 7.22 Chapter 7 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
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4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ⚫

6.5 Develop Schedule           ⚫          

6.6 Control Schedule           ⚫         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ⚫          

9.2 Estimate Activity Resources �� ⚫

9.3 Acquire Resources           ⚫     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources ⚫ ��
10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      
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11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ��

Running Case: Managing Project Resources

Because it was Friday, James thought that most of 
his team members would be restless, so he started 
the meeting with a few minutes of informal chatting. 

“Maria, does Friday mean a lot more customers at 
the store?” James asked.

“It depends, James. Customer volume is based 
on the deals we have, and as soon as these deals are 
over, customer volume drops drastically. I think that’s 
why this project is so important for this company.”

 “I do most of my shopping on weekends,” Kevin 
said, “unless the store has an online presence.”

“Yes, time is a constraint. I was thinking about 
what other resources we might need to get this 
project completed,” James said, trying to steer the 
conversation toward the main agenda of resource 
planning.

“Since the very first step is to understand different 
techniques to increase customer loyalty, we need to 
look at customer relations in depth,” said Cindy.

“Do we have anyone who has customer relations 
expertise?” Trey asked.

“I think there’s a new grad working for the store 
who specializes in customer relations. It would 
be great if you could get that person on our team, 
James,” Cindy mentioned.

“OK, I’ll talk to Nick as soon as possible about this,” 
replied James.

“From the IT side, I think that smaller projects will 
have to be started. This would require a few more 
people for systems development and integration,” 
Kevin said.

“Hold on, now. Before we get into IT, I suggest 
we understand how much money we have at our 

disposal, so that we can understand the extent of 
this project,” Trey replied.

“But since this is an important project for the 
company, I’m sure Sarah will allocate as much as 
we want,” James said, smiling. “To get an estimate 
of how much we should ask for, we need to know the 
extent of the project.”

“That might require us to do a few iterations to 
get a good estimate. Would you guys excuse me for 
a moment? I have some new interns who need to 
be briefed before they start on Monday,” said Maria.

Over the next couple of hours, working individ-
ually and, at times, together, each team member 
determined the different resources that they would 
require from their area of expertise and how much 
they would cost. They revised their estimates a few 
times for each of their resources and aggregated 
the costs to obtain the overall project cost. The final 
resource allocations would be presented to Sarah on 
Monday.

“This looks good. I think the cost would be fine 
with Sarah. Now let’s see how the resources are 
spread out from the resource graph,” said James 
(see Figure 7.23).

“Oh, with this resource allocation, the new market-
ing expert will have to work 120 hours for 3 weeks in 
a row!” said Kevin.

“I think we should share her a little more frugally,” 
said Cindy with a grin.

After a few more adjustments the team managed 
to keep everyone’s workload under forty-five hours 
a week, but it meant extending the overall project 
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duration by three weeks. James looked slightly wor-
ried, seeing this figure.

“I’m sure Sarah would understand, with the 
3-week extension. It’s not like we’ve started the proj-
ect. This is definitely a more realistic estimate of how 
quickly we can do this,” said Trey, seeing James’s 
apprehension.

“Yes, I think this is a frank estimate of the time 
required given the resources we have,” said James. 
It was well past 6:00 p.m. by then. James closed the 
projector and his laptop and said, “Thanks, everyone, 
for staying on late to complete the resource alloca-
tion and scheduling. See you guys on Monday!” He 
felt rather happy that he had a dedicated team to 
work with.

Adapted from: Valacich and George (2017).

Chapter Summary
Understand what resources are, and the types of 
resources that are typically available. As project 
managers transition from activity definition and activ-
ity sequencing into full-blown project schedule devel-
opment, the main determinant in estimating activity 
and project duration is the availability of appropriate 
resources. While the resources needed to complete a 
given task may be clear, those resources may not be 
available at the most opportune time or for the length 
of time required. Considering this, activity duration 
estimating becomes much more complex than just 
assigning resources and assuming they will be avail-
able. Identifying the appropriate human and capital 

resources needed to complete the required project 
tasks, understanding their availability, and effectively 
managing these interactions can increase the project’s 
likelihood of success immensely.

Appreciate the importance of managing project 
resources, and their effect on project duration. The 
efficient use of project resources should be a primary 
goal for every project manager because the allocation 
of resources can have a major influence on project 
schedules. Of specific concern are scarce resources, 
because their allocation can easily scuttle the project 
schedule. Poor management of project resources can 

Figure 7.23 James’s resource allocation
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have a negative influence on things like project time, 
cost, quality, and risk. As described in the chapter, 
project durations can vary, depending on the num-
ber of people assigned to the task and their respective 
skill levels. Project resources also influence project 
cost management. Resources obviously have costs, 
and how they are allocated impacts the project’s bud-
get. The resources used to complete tasks may also 
influence the quality of project deliverables. Finally, 
if specific resources to be used during the project are 
new, project risk may be increased.

Apply project resource management tools and tech-
niques for managing project time. When estimat-
ing the resources and duration needed to complete 
an activity, project managers rely on several tools and 
techniques. For estimating resources, these include 
expert judgment, alternatives analysis, published esti-
mating data, and bottom-up estimating. For estimat-
ing activity durations, they include expert judgment, 
parametric estimating, reserve analysis, three-point 

estimating, and analogous estimating. Through the 
use of several estimating techniques for both resource 
and duration estimates, successful project managers 
are able to more accurately estimate resources and 
durations. After resources and durations have been 
estimated, the project manager is then ready to 
develop a full project schedule. By using several tech-
niques, the successful project manager can develop 
an accurate schedule that can be used as a baseline 
to measure the progress of the project. Furthermore, 
the project manager can identify areas in the sched-
ule with slack (float), should any unforeseen issues 
arise. These techniques include PERT analyses, the 
critical path method, and the critical chain method. 
By identifying areas of the schedule with slack, the 
project manager can use feeding buffers and project 
buffers to provide some insurance that the project can 
be completed in the allotted time. If these buffers are 
used up, the project manager may choose to fast-track 
or crash various activities in an attempt to complete 
some tasks faster than originally planned.

Key Terms Review
A. Activity resource requirements
B. Alternatives analysis
C. Analogous estimating
D. Bottom-up estimating
E. Capital resources
F. Control Schedule 
G. Crashing
H. Critical activity
I. Critical chain
J. Critical chain method
K. Develop Schedule
L. Duration
M. Effort
N. Estimate Activity Durations
O. Expert judgment
P. Fast tracking
Q. Free float
R. Human resources
S. Imposed dates

T. Opportunity cost
U. Parametric estimating
V. PERT 
W. Published estimating data
X. Reserve analysis
Y. Resource
Z. Resource breakdown structure
AA. Resource calendar
BB. Resource leveling
CC. Resource leveling heuristics
DD. Schedule baseline 
EE. Schedule compression techniques
FF. Schedule model 
GG. Schedule network analysis
HH. Simulation
II. Three-point estimates
JJ. Total float
KK. What-if analyses

Match each of the key terms with the definition that best fits it. 

 1. A document that contains the set of original start and finish dates, activity durations, as well as work 
and cost estimates, and serves as a basis for comparison during project execution.
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 2. A hierarchical, graphical representation of all needed resources ordered by type or category.
 3. A process of evaluating alternative strategies by observing how changes to selected factors affect other 

factors and outcomes.
 4. A process of evaluating different scenarios and their effects on the project.
 5. A source of supply or support, such as money, people, materials, technology, and space.
 6. A specific form of three-point estimation that uses weighted average method to estimate activity 

durations.
 7. A specific type of project calendar used to track the hours when certain resources are available.
 8. A technique to develop a critical path using resource availability to determine activity sequences.
 9. A very detailed listing of the resource requirements for the individual activities.
10. Actual time spent working on an activity.
11. All personnel involved in a project, including project team members and support staff.
12. An estimating technique in which estimates are made at the activity level, and then aggregated to arrive 

at an overall estimate.
13. An estimating technique where trade-offs between the time needed, the resources invested, and the 

desired quality of the final deliverable are examined.
14. Any activity on the critical path.
15. Any form of network analysis where resource management issues drive scheduling decisions.
16. Data and information that are compiled and used in conjunction with manual methods or project 

management software to perform schedule network analysis to generate the project schedule.
17. Dates imposed to meet some type of development deadline.
18. Dedicating extra resources to a particular activity in an attempt to finish the activity sooner than the 

scheduled completion date.
19. Elapsed time between the start and finish of an activity.
20. Estimation based on the experience of one or more experts on the particular activity or project.
21. Performing activities in parallel that would normally be performed in sequence, in an attempt to shorten 

the duration of a project.
22. Publicly available data from specific activities carried out on previous projects that may be used to more 

accurately estimate resource needs.
23. Rules of thumb used to allocate resources to project activities.
24. Technique used to establish contingency reserves during a project to guard against potential risk.
25. Techniques used to shorten the project schedule while adhering to the overall project scope.
26. The estimation of activities’ costs, durations, or resource requirements based on historical data of similar 

activities.
27. The estimation of activities’ costs, durations, or resource requirements based on known relationships 

and project parameters.
28. The estimation of activities’ durations by averaging the optimistic, pessimistic, and most likely estimates.
29. The longest path through a network diagram, considering both task dependencies and resource 

dependencies.
30. The measure of the alternative opportunities forgone in the choice of one good or activity over others.
31. The process of calculating expected, early, and late start and finish dates of a project.
32. The process of determining start and finish dates for project activities.
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33. The process of estimating the duration of project activities using both project scope and resource 
information.

34. The process of monitoring project progress as compared to the schedule baseline.
35. The time an activity can be delayed without affecting the immediately following activity.
36. The time an activity can be delayed without affecting the overall completion date of a project.
37. The tools and infrastructure used to produce other goods and services.

Review Questions
 1. Define resources. Discuss the differences between human and capital resources, and give three examples 

of each.
 2. Discuss the differences between duration and effort with respect to estimating resources.
 3. Should a project manager rely on only one technique for estimating resources? Why or why not?
 4. Compare and contrast four techniques for estimating resources.
 5. List and briefly discuss the outputs of resource estimating.
 6. Choose four activity duration estimating techniques and compare and contrast them.
 7. What is a critical path? What is the difference between the critical path method and the critical chain 

method?
 8. Which activities on a network diagram can have free float or total float? Which activities can’t have 

free or total float, and why not?
 9. Define schedule compression. Describe the two methods for compressing a schedule.
10. What are buffers? Define and discuss the differences between the two types of buffers presented.
11. List the various techniques to exert schedule control.

Chapter Exercises
 1. You have been chosen as the project manager for a project to develop an e-commerce presence for your 

company, which has, until now, been primarily a brick-and-mortar business. Upper management has 
arbitrarily chosen a launch date six months from now. You and your team have determined, through 
following the techniques described in this chapter, that completing the project in six months is possi-
ble, but unlikely. The project sponsor has asked you to tell him what day you expect the project to be 
complete. Explain why predicting the finish date down to the specific day is problematic. How might 
you explain this to reassure him that he has chosen the right project manager for the job?

 2. Consider a situation where you have enough money either to purchase textbooks for the term or to 
purchase a desktop PC (assuming you need one). Which purchase would you choose? Discuss your 
decision with respect to opportunity costs.

 3. Consider a paper you need to complete for a current class or consider some project you’re working 
on or anticipate working on. Identify four tasks needed to complete the paper or project, estimate the 
durations of each task, and discuss how effort relates to the task duration you’ve determined.

 4. Discuss a situation you’ve experienced when you made an inaccurate estimation for the duration of 
some activity. It doesn’t necessarily need to be during a project, but discuss your reasoning for estimating 
the duration of the activity the way you did and the factors that caused your estimate to be inaccurate.

 5. Describe a situation you’ve experienced where you had more time than needed to complete some task 
but took the entire time to complete it. Discuss the factors that influenced your filling up of the allotted 
time.
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 6. For the project described in Exercise 1, consider this situation. Your team has really performed well. The 
six-month launch date is rapidly approaching, and you have figured out a way to meet the deadline. To 
meet the deadline, you will have to either fast-track or crash four activities of the testing phase (system 
testing, integration testing, security testing, and acceptance testing) before you can go into deployment, 
training, and documentation. What method would you choose? Why?

 7. Now, based on Exercises 1 and 7, you discover that the four activities of the testing phase mentioned 
in Exercise 7 have competing needs for the same resource. Discuss how this might change or reinforce 
your decision in Exercise 8, considering the concepts of resource leveling, free slack, and total slack.

 8. Develop a three-point estimate for completing your degree. Discuss your reasoning for each of the three 
points.

 9. Using the following weighting factors, conduct a PERT analysis on your estimate from Exercise 9. 
Optimistic × 1, most likely × 3, and pessimistic × 2.

Chapter Case: Sedona Management Group and Managing Project Resources

Resource management is a fundamental part of 
project management and involves the allocation of 
resources to the different activities that need to be 
performed for the successful and timely completion 
of any project. These resources include human 
resources, equipment, space, and money. Each of 
them may be scarce, and for that reason, they have 
to be used effectively.

Poor resource allocation can have an adverse 
effect on project duration, cost, quality, and risk. In 
terms of project duration, if the required resources 
are not available when needed, it will be difficult to 
finish the project as targeted. Moreover, the time it 
takes to complete an activity depends on the number 
of people allocated to that activity. Resources also 
have associated costs, and consequently, resource 
allocation will impact the project’s budget. Similarly, 
the quality of the resources used during a project 
affects the quality of the project deliverables. Finally, 
if the resources being used are new to a project, 
project risk will be affected. Consequently, it is very 
important to manage project resources effectively.

One important resource that has to be consid-
ered in any information systems project is human 
resources—that is, the trained professionals who 
assess users’ needs, develop systems, and imple-
ment those systems. The success or failure of proj-
ects largely depends on the people who are working 
on them. At Sedona Management Group (SMG), given 
the small size of the organization, team composition 
remains largely the same as the company takes on 

new projects, such as the Seattle Seahawks’ web-
site development project. In addition, all members 
of the Sedona team typically have well-defined roles, 
which they repeat across projects, making efficient 
use of their individual skill sets (e.g., graphic design, 
database development, client communications, etc.). 
This approach may be different from other larger 
organizations, such as an IT consulting firm, where 
individuals are reassigned to new teams and roles as 
they take on new projects.

One challenge any project team takes on is mul-
titasking (i.e., how to simultaneously manage a vari-
ety of different tasks). These diverse tasks may be 
related to one project (e.g., the interface designer 
may not only need to be working on continually gath-
ering customer feedback but also may be involved in 
developing the interface itself), or in some instances 
on multiple projects, where a project member may 
be assigned to two or more projects (e.g., one proj-
ect for the Seattle Seahawks and another for a small 
Seattle coffee shop). It is the job of Tim Turnpaugh 
to efficiently assign resources (in terms of personnel, 
equipment, etc.) so that the various projects the team 
is working on at a certain point in time are completed 
in a timely manner. He needs to watch for issues like 
committing a team member to too many tasks at 
one time or not having sufficient resources to carry 
out a task when needed. To prevent such problems, 
SMG practices project techniques like resource lev-
eling, which essentially involves spreading the work 
in a more balanced fashion.

Chapter 7 Project Assignment
You will need different resources to complete the 
entertainment website development project. In this 
assignment, you will identify the needed resources 

as well as update the Gantt chart you developed as 
part of the assignment for the previous chapter with 
this information.
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 1. Determine the types of resources you will need 
to complete this project. These resources 
should include human resources as well as any 
equipment, in terms of software, technology, 
and so on.

 2. Discuss how the allocation of these different 
resources will affect project time, cost, quality, 
and risk.

 3. In the previous chapter, you developed a 
work breakdown structure (WBS). Allocate 

the resources you determined in Exercise 1 
to the different tasks in the WBS, and update 
the Gantt chart you developed in the previous 
chapter with this information.

 4. Determine how the allocation of project 
resources can affect the critical path of your 
project.

 5. Discuss some ways in which you and your 
team members will handle any overallocation 
of resources in the project.
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C H A P T E R  8

Managing Project 
Costs and Quality

Figure 8.1 Chapter 8 learning objectives

Opening Case: What Is Quality, Anyway?

In 2018, a number of companies found themselves 
in a race to develop self-driving (a.k.a. driverless or 
autonomous) cars. Among the contenders were 
automobile companies such as GM, Daimler, BMW, 
or Tesla; technology companies, such as Apple or 
Waymo (Google); or even ride-hailing companies, 
such as Uber. Self-driving cars use a combination of 
cameras, lidar sensors, GPS positioning technology, 
and various other sensors. At the heart of any 

self-driving car is complex software that helps detect 
other vehicles, road markings, pedestrians, or other 
objects, so as to safely get the car to the intended 
destination while not endangering other traffic 
participants. As such, any self-driving car project 
involves bringing together experts in a variety of 
areas, ranging from sensor technology to driving 
physics. 
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For developers of self-driving vehicles, a goal is to 
ensure that the self-driving car is safe for the driver, 
the passengers, as well as for pedestrians and other 
traffic participants. Unfortunately, this is no easy 
feat. In early 2018, a prototype of Uber’s self-driving 
cars, roaming the roads of Tempe, Arizona, collided 
with a pedestrian about to cross the street, resulting 
in her death. An investigation revealed that while the 
software had detected the pedestrian, the system 
labeled her as a “false positive,” and thus did not 

slow down or brake the vehicle. Why did this hap-
pen? The “quality” of a self-driving car is a trade-off 
between various factors, and safety is only one of 
them. Another factor is driving comfort. Unfortu-
nately, if the car is programmed to err on the safe 
side, comfort suffers, whereas when optimizing the 
system for the passengers’ comfort, the system 
increasingly labels real objects as false positives. 
When developing a self-driving vehicle, what should 
determine “quality”?

Based on: Lee (2018).

Introduction
Completing a project within the agreed-upon scope and on time are key considerations 
of project success. Yet as organizational resources are limited, another key consideration 
is cost, as shown by frequent reports of projects running over budget. Thus the project 
manager has to carefully balance time, costs, and scope (see Figure 8.3), all while main-
taining the desired quality. Project quality is often referred to as a fourth dimension of 
project management that must be considered along with the classic project constraints 
of cost, time, and scope. Project management experts argue that unless quality standards 
are realized, most projects should be considered failures, even if the other constraints of 
cost, time, and scope have been met. In this chapter, we will learn about the important 
areas of managing project costs and managing project quality as they pertain to infor-
mation systems projects.

Figure 8.2 U.S. states allowing self-driving cars
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Techniques for Managing Project Costs
In Chapter 4, you learned about different concepts used to estimate and compare the 
returns of different projects. In this section, you will learn about how costs are managed 
during a project. As with processes related to managing scope or resources, the first 
step is to plan how costs are managed throughout the project life cycle. Using the cost 
management plan as a basis, the project manager can estimate the costs, determine the 
budget, and—on an ongoing basis—control costs. You will recognize many inputs, tools 
and techniques, and outputs from the processes related to managing scope, resources, or 
duration, so we will only briefly cover these known concepts. Further, we will provide 
more detail about controlling costs in Chapter 12. 

Plan Cost Management
As with managing other aspects of the project (as well as the project itself ), the first step 
in managing costs is to develop a sound plan on how costs will be managed throughout 
the project life cycle, including estimation, budgeting, and monitoring and controlling. 
The Plan Cost Management process uses as inputs the project charter, the schedule 
management plan (discussed in Chapter 8), and the risk management plan (discussed 
in Chapter 9), while considering various enterprise environmental factors and organi-
zational process assets. This process uses expert judgment, meetings, and various data 
analysis techniques (such as alternatives analyses) to create the cost management plan, 
which specifies units of measurements, level of precision, and levels of accuracy for 
planning and monitoring costs, control thresholds, control accounts, how performance 
will be measured, and how cost reports will be delivered. 

Estimate Costs 
The goal of this process is to estimate the financial resources needed to complete the 
project. Typically, costs are incurred for almost any aspect of the project, be it human 
resources, materials, outside services, equipment purchase or rental, and so on; further, 
especially for projects of longer duration, factors such as the rate of inflation and cost 
of capital need to be taken into account. As with any estimation processes, costs are 
typically difficult to estimate with high accuracy from the outset of the project. Rather, 
as the project manager is able to flesh out the details of different activities, more detailed 
estimates can be provided. Consequently, the Estimate Costs process is performed peri-
odically throughout the project life cycle, so as to be able to provide more accurate cost 
estimates as the project progresses. 

Figure 8.3 Time, cost, and scope triangle
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As Figure 8.4 shows, project managers rely on a wide variety of different inputs 
when estimating costs. First, the cost management plan, the quality management plan, 
and the scope baseline give overall guidelines for estimating costs. In addition, project 
managers use outputs from prior stages of project planning—for example, the lessons 
learned register, project schedule, resource requirements, and the risk register. Finally, 
as in most processes, managers use enterprise environmental factors (such as market 
conditions, available commercial information on standard cost rates, or exchange rates) 
and organizational process assets (such as historical information from prior projects) 
to establish cost estimates. 

The tools and techniques used for the Estimate Costs process mirror those of 
resource or duration estimation. In particular, in addition to using expert judgment, 
project managers can use various types of software as part of the project management 
information system to assist with the estimating process. Commonly used tools and 
techniques include analogous estimating, parametric estimating, bottom-up estimating, 
and three-point estimating. Just as for estimating durations, the project manager can 
use a triangular distribution, or weight the most likely estimate more heavily; akin to 
PERT, a beta distribution weights the most likely estimate with the factor four. Fur-
ther, the project manager can use various data analysis techniques such as alternatives 
analysis and reserve analysis, while taking into account the cost of quality (discussed 
later in this chapter). 

The primary output of the cost estimating process (see Figure 8.4) is a detailed 
listing of the costs estimates (including contingency reserves to account for unforeseen 
or unplanned circumstances). As with resource or duration estimates, the basis of the 
estimates should be carefully captured, including how the estimates were derived, any 
assumptions made, confidence levels, and so on. Finally, outputs from the cost-estimat-
ing process includes updates to project documents such as the assumption log, the risk 
register, or lessons learned. 

Determine Budget
Once all costs have been identified, the next step is to develop an overall project budget 
that serves as the cost baseline. In addition to the cost estimates (and the basis of the 

Figure 8.4 The PMBOK (6th ed.) Estimate Costs process
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estimates), inputs to this process include the overall project scope baseline, as well as 
the cost and resource management plans and the risk register. Likewise, the project 
schedule is used to assign aggregated costs to calendar periods, especially for projects 
with longer duration. Finally, inputs to be used may include the business case and ben-
efits management plan, external agreements for outside purchases, as well as enterprise 
environmental factors (such as exchange rates) and organizational process assets (such 
as historical information or policies and procedures). 

Based on expert judgment, the project manager can then aggregate the costs by 
work packages; often, this includes reviewing historical information to develop analo-
gous or parametric estimates (described in Chapter 7). In addition to estimating overall 
project costs, the project manager uses techniques such as reserve analysis to establish 
the management reserve (funding that is part of the overall budget, but not included in 
the costs baseline, to be used to account for unforeseen work). Given resource limita-
tions and external constraints, the project manager may have to readjust the schedule 
to reconcile the budget with externally imposed funding limits (e.g., if funding for a 
multiyear project is only released on a yearly basis). Finally, the process of determining 
the budget might include acquiring financing for the project. 

The output of this process is the cost baseline, which contains the approved project 
budget for all schedule activities and serves as a basis for comparison during proj-
ect execution. The overall project budget is an aggregation of different components 
(see Figure 8.5): first, for each work package, estimates are derived by aggregating 
the activity cost estimates, together with a contingency reserve; the aggregated work 
packages, together with contingency reserves, make up the control accounts, which are 
then aggregated to form the cost baseline; the final project budget consists of the cost 
baseline and the management reserve (to complete unplanned project work). The cost 
baseline also allows for deriving funding requirements (total and by period). Finally, 
outputs of this process might include updates to the cost estimates, the project schedule, 
or the risk register.

Figure 8.5 Components of the overall project budget

Cost baseline 
A document that 
contains the approved 
project budget for all 
schedule activities and 
serves as a basis for 
comparison during 
project execution.
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Control Costs 
The last process within the Project Cost Management knowledge area is Control Costs, 
which includes monitoring project progress as compared to the cost baseline. Although 
we will cover control processes covered in greater detail in the final chapter of this book, 
we will briefly highlight this topic here. Using inputs such as the cost management plan, 
cost baseline, and performance measurement baseline of the project management plan, 
as well as funding requirements, work performance data, and other inputs, the project 
manager uses expert judgment, data analysis techniques such as earned value analysis, 
trend analysis, variance analysis, reserve analysis, and the to-complete performance 
index to produce work performance information, which highlights the project’s progress 
as compared to the cost baseline. Further, important outputs of this process are cost 
forecasts and change requests, and updates to various sections of the project manage-
ment plan, including the cost management plan, the cost baseline, and the performance 
measurement plan. Finally, various project documents are updated, including the cost 
estimates (and their basis), assumptions, and the risk register, in addition to the lessons 
learned, which include documentation of the causes of variance from the project cost 
baseline. This documentation becomes part of the organizational process assets.

What Is Quality?
Quality is about providing excellence in the products or services that an organiza-
tion produces. The International Organization for Standardization defines quality 
as “the degree to which a set of inherent characteristics fulfill requirements” (ISO, 
2015). Quality thus also depends somewhat on whom the quality issue affects; in other 
words, quality is to some extent determines by the customers’ (and other stakeholders’) 
expectations. For example, General Electric defines quality from different perspectives, 
including those of the customer, the process, and the employee (see Figure 8.6).

Why Is Project Quality Important?
Project quality is important because of its direct relationship to project success. Remem-
ber that project success can be defined as the degree to which project objectives have 
been achieved on time, within budget, and with the agreed upon quality and scope. 
Many examples of IS project success and failure can be attributed to project qual-
ity. In fact, many of the enterprise resource planning (ERP) systems implementation 
failures discussed earlier in the text can be attributed to inattention to project quality 
management.

Although quality is always an important concept, in some industries it can be 
critical. As an example, in the production of semiconductors, quality tolerances need 
to be quite tight to ensure that the products work as expected. As a consequence, a 
vast infrastructure of quality planning, monitoring, and control surrounds the process 
of semiconductor production. As one part of this quality system, semiconductor man-
ufacturers use clean rooms—sealed, highly sterile environments where semiconductor 
manufacturing occurs—in the manufacturing process (see Figure 8.7). In addition to 
monitoring air filtration, temperature, and humidity, workers in a clean room also fol-
low strict procedures to avoid contaminating the workplace. The importance of such 
processes and the monitoring of the resulting manufactured product can be critical, 
considering where such semiconductors are used. As an example, they may be used in 
the health care industry in medical equipment, or in an industry like aerospace where 

Quality 
The degree to which 
a set of inherent 
characteristics fulfill 
requirements.
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Figure 8.6 General Electric defines quality from different perspectives.

Figure 8.7 A clean room. Source: CC-BY-2.0, O. Usher (UCL MAPS).

they may be used to control flight functions of aircraft. Product quality in either envi-
ronment can be a life or death matter.

While quality processes may be slightly different for developing information sys-
tems, quality planning, management, and control are just as important in the software 
industry. As discussed earlier, systems may be used in contexts where there is little or 
no tolerance for error. One such example might include a program designed to support 
air traffic controllers—a system that controls the regulation and scheduling of incoming 
and outgoing flights at a major airport (see Figure 8.8). In such a situation, a glitch 
in the software might result in anything from a disruption of normal services to more 
disastrous results. Such was the case in 2017 when on multiple occasions, computers 
of Hong Kong’s new air traffic management system had to be rebooted to restore full 
functionality (Hong Kong Free Press, 2017). The quality errors resulted in a disruption 
to normal schedules, but more widespread system failure could have had much more 
serious consequences.

Frederick Reichheld, author of The Loyalty Effect: The Hidden Force Behind Growth, 
Profits, and Lasting Value, was quoted in PM Network regarding the importance of qual-
ity. Reichheld states that a simple 5 percent reduction in a company’s customer defection 
rate can lead to a 25 to 85 percent increase in profits (Dimov and Alexandrova, 2003). 
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Within the same article, Dimov and Alexandrova reference the results of research 
conducted by Xerox Corporation to determine the effect of customer satisfaction (one 
measure of quality) on purchase behavior. Xerox researchers found that customers who 
were “very satisfied” were 18 times more likely to repurchase from the company. Man-
aging quality, therefore, is vital to a company’s future success.

Companies have realized that quality issues detected by customers tend to have 
the highest costs, both in terms of rework or warranty issues and reputation. Therefore, 
organizations typically implement quality control processes to prevent defective product 
from reaching the customer. Even more effective in ensuring quality is to use quality 
assurance, so as to correct not only the deliverables, but to changes processes that led 
to substandard products in the first place, and to plan and design for quality. Finally, 
having a culture of commitment to quality throughout the organization is often seen 
as most effective in quality management (see Figure 8.9).

Managing Quality and the Project Life Cycle
Quality management processes are often considered during all phases of a project’s life 
cycle, including initiation, planning, execution, control, and closeout. As teams initiate 
and choose projects, they need to understand what quality standards they must achieve. 
Quality perspectives also have to be practiced during the project planning phase as 
project teams develop the quality control mechanisms they’ll use throughout the project 
life cycle. During execution and control, quality control mechanisms are put into place, 
giving the project team constant feedback on their performance. Finally, quality man-
agement is also practiced in project closure when the team documents its experiences 
for future organizational projects.

There is an important relationship between project teams and quality. Teams are 
often used to help establish the development of company quality standards for future 
projects (in many instances, these are former project teams). These quality standards 
can serve as a benchmark for future project efforts. In addition, once established, quality 
standards can be applied to how a team functions, what types of processes it uses to 
control quality, and how it can measure the success of its project management efforts.

Technology, as part of the project management information system, can facilitate 
the tracking and control of quality during IS projects. For instance, cost-benefit analyses 
are often performed using spreadsheet software. Project management software such as 

Figure 8.8 Air traffic control tower. Source: CC-BY-2.0, U.S. Army Corps of Engineers Savannah District.
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Microsoft Project can also help project teams manage project quality. Microsoft Proj-
ect’s Enterprise edition, in fact, includes common repositories for project documents. 
Using a repository allows for more consistent documentation because project team 
members share and reuse common documents. Further, project tracking features within 
Microsoft Project enable managers to quickly identify problem areas and take steps to 
eliminate them, ultimately resulting in improved quality.

Ethical Dilemma: Finding the Right Balance between Speed and Quality

The mantra in many companies today is “do more 
with less.” This expression is taking on a new 
meaning for IS project managers. Organizations 
are always focusing on costs. Consequently, IS 
projects, which used to take months, may have to 
be completed within weeks, while at the same time, 
the project deliverables are expected to be of the 
highest quality. Project managers are pressured to 
apply agile principles and also maintain quality. The 
struggle for project managers is to find the right 
balance between quality and speed.

Kevin Heard, a project manager at Clarkston Con-
sulting, says that this battle is hard. According to Mr. 
Heard, whereas sacrificing quality today can lead to 
additional expenses in the future, ensuring quality 
may likely result in longer project life cycles. The sit-
uation worsens because staff resources are typically 
limited. As a result, the project manager needs to be 

adept at identifying available skills and making good 
use of limited resources.

Moreover, project managers are increasingly fac-
ing pressure from executives to take shortcuts on IS 
projects. For example, an IT manager at a midwest-
ern manufacturer says that senior business lead-
ers have been pressuring him to rush an enterprise 
resource planning (ERP) system by bypassing critical 
business processes. Ken McLennan, the senior vice 
president of business solutions at Fujitsu Consult-
ing, says that project managers not only must resist 
this pressure but also should inform executives of 
the risks associated with cutting corners during IS 
projects. One risk that should be communicated to 
executives is that if project failures are publicized, the 
share price of the company will often be adversely 
affected.

Figure 8.9 Five levels of quality management
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Discussion Questions
 1. If faced with increasing pressure to get a 

project done ahead of time, what steps should 
a project manager take if he feels this will 
jeopardize project quality?

 2. In addition to the effects that a rushed project 
might have on project quality, what kind of 
short-term and long-term effects might it have 
on project team members?

Based on: Hoffman (2004); McPeak (2017).

Quality Pioneers and Standards
The concept of quality has evolved over the years. In this section we briefly discuss some 
quality pioneers who have influenced how today’s businesses think of quality. In addi-
tion, as a result of the concept’s evolution, quality processes have become so important 
to modern corporations that many industries have adopted standards for quality to 
signal their attention to a company’s quality processes, as well as to the quality of their 
product or service. We will also briefly discuss some of today’s more common quality 
standards and certifications before transitioning to our discussion of specific quality 
management techniques.

Quality Management Pioneers
There have been many quality management pioneers throughout history. This section 
discusses some of the most well-known quality proponents.

W. Edwards Deming
The statistician and quality expert W. Edwards Deming, who received a PhD in math-
ematics from Yale University in 1928, played a significant role in the economic resur-
gence of Japan following World War II, where he served as a consultant to Japanese 
industry. This role is particularly noteworthy because Deming’s management philoso-
phies had a significant impact on Japanese business thinking and, as a result, on global 
trade as corporations competed on quality. Based on his work, he achieved worldwide 
prominence and became known as the “prophet of quality.” Today, he is probably best 
known for his fourteen points of quality (see Figure 8.10), stated in his popular pub-
lication Out of Crisis. 

Joseph Juran
Born in 1904, Dr. Joseph Juran worked as an engineer until deciding to devote the 
remainder of his life to the study of quality management in 1945. Juran is often cred-
ited with adding the human element to what was previously a statistical view of project 
quality. Dr. Juran is further credited with the Pareto Principle, or the 80/20 rule. The 
Pareto Principle is a rule of thumb used to indicate that a small number of issues typi-
cally create the most work in projects. This rule of thumb can be applied in a variety of 
ways. For example, 80 percent of a project’s problems are likely caused by 20 percent of 
the defects, or 80 percent of a project manager’s time is consumed by 20 percent of the 
problems in a project. The 80/20 rule is typically used for project quality control, which 
we briefly introduce later in this chapter (see Figure 8.20) and then cover in more detail 
in Chapter 12. Juran was so influential that the American Society for Quality pro-
posed changing the name of the Pareto Principle to the Juran Principle in 2003. Juran 
authored the Quality Control Handbook (first released in 1951), the standard reference 
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work in this domain, and developed the Juran Trilogy. With its focus on the three areas 
of quality planning, quality improvement, and quality control, the Juran Trilogy has been 
accepted worldwide as a model for quality management (see Figure 8.11).

Philip B. Crosby
Philip B. Crosby (1926–2001), founder of Philip Crosby Associates, dedicated his 
career to convincing managers that preventing problems was cheaper than fixing them. 
Crosby published fourteen best-selling books, the most recognized of which was Qual-
ity Is Free (1979). In his groundbreaking work, Crosby defined quality in an absolute 
way so that companies could readily see whether or not quality existed in the workplace.

Kaoru Ishikawa
Kaoru Ishikawa (1915–1989) is best known for his cause-and-effect diagram, also called 
Ishikawa or fishbone diagram (see Figure 8.23 later in this chapter), a diagramming 
technique used to explore potential and real causes of problems. The fishbone diagram 
typically organizes problems into categories relevant to the industry. This diagramming 
technique will also be mentioned in Chapter 9’s consideration of project risk and dis-
cussed more extensively in Chapter 12’s treatment of project control. Ishikawa is also 
known for his insistence that quality could always be taken one step further. Ishikawa 

Figure 8.10 W. E. Deming’s fourteen points of quality
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Figure 8.11 The Juran Trilogy focused on quality planning, quality improvement, and quality control.

Figure 8.12 Plan-do-check-act model

expanded on Deming’s plan-do-check-act model to create an actionable list of six items 
(see Figure 8.12):

 1. Determine goals and target.
 2. Determine methods of reaching goals.
 3. Engage in education and training.
 4. Implement work.
 5. Check the effects of implementation.
 6. Take appropriate action.
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Robert Kaplan and David Norton
A new approach for managing and measuring business performance (including man-
agement and measurement related to quality) was developed in the early 1990s by 
Drs. Robert Kaplan and David Norton. They created a system named the balanced 
scorecard, which recognized some of the potential problems of previous management 
approaches. The balanced scorecard approach gives advice about what factors (or per-
spectives) companies should assess in addition to the traditional financial metrics that 
are typically used (Kaplan and Norton, 1992).

The balanced scorecard is a management system (as opposed to simply being a 
measurement system) that helps firms clarify and accomplish their corporate vision and 
strategy. It is described as follows:

The balanced scorecard retains traditional financial measures. But financial measures 
tell the story of past events, an adequate story for industrial age companies for which 
investments in long-term capabilities and customer relationships were not critical for 
success. These financial measures are inadequate, however, for guiding and evaluating 
the journey that information age companies must make to create future value through 
investment in customers, suppliers, employees, processes, technology, and innovation. 
(Kaplan and Norton, 1996, p. 7)

The balanced scorecard suggests viewing organizational activity from four per-
spectives: the learning and growth perspective, the business process perspective, the 
customer perspective, and the financial perspective. To use this method, metrics are 
developed and data are collected and analyzed to assess project performance relative 
to each of these perspectives. While the balanced scorecard was originally designed as 
a general management tool, it has been adapted to a wide variety of sectors and con-
texts, including the assessment of technology-focused projects. Given the inclusion of 
customer, business process, and learning perspective in this approach, this system has 
obvious implications for managing quality in organizations.

While many scholars and practitioners alike have focused on quality processes, 
these individuals have certainly played a large role establishing the quality standards 
used in industry today. Table 8.1 lists these project management pioneers and their 
achievements. In many cases, quality guidelines and metrics have been codified in qual-
ity standards, quality certifications, and quality awards. Among the more noteworthy are 
the ISO 9000 quality standard, the Six Sigma certification, and the Malcolm Baldrige 
Quality Award.

Quality Standards, Certifications, and Awards
In today’s business environment, companies pursue several quality management stan-
dards or goals not only to improve organizational quality but also to send competitive 
signals to the marketplace for the purpose of product or service differentiation. In many 
instances, organizations that have achieved certain levels of quality certification may 
require business partners and suppliers to achieve that same level of certification. This 
section provides an overview of several well-known quality certifications.

ISO 9000 Certification
In 1987, the International Organization for Standardization instituted the voluntary 
ISO 9000 standard. ISO 9000 is a set of quality management systems standards, which 
signifies that it is applicable to any industry or organization, including information 

Balanced scorecard 
A tool for assessing 
organizational activity 
from perspectives 
beyond the typical 
financial analysis.

ISO 9000 
A set of quality 
management systems 
standards that 
provide guidance on 
management and 
improvement of quality.
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systems focused enterprises. ISO 9000 is one of the most popular quality standards in 
the world. Thousands of organizations have adopted it, and more continue to do so on 
a regular basis.

The ISO 9000 family of standards is primarily concerned with quality management, 
specifically the processes that the organization performs to satisfy customer quality 
requirements, to satisfy regulatory requirements, to enhance customer satisfaction, and 
finally to provide for continual improvement in performance of these objectives. ISO 
9000 is based on seven quality management principles that focus on different aspects 
of an organization’s purpose (see Figure 8.13).

As a family of standards, ISO 9000 can be customized and applied to various 
industries. One example specific to information systems development is the problem 
of software configuration management. In the process of building computer software, 
change frequently occurs during the development stage. Despite the intention to con-
trol factors like scope creep, user requirements frequently evolve as a project moves 
forward. Software configuration management is a set of activities designed to help 
manage or control such changes by assisting developers or project managers in iden-
tifying those work products that are most likely to change, establishing relationships 
among work products so that the developer can anticipate any associated changes that 
will also need to be made, defining ways to manage different versions of work products, 
and reporting on changes that have been made. ISO 9000 can provide guidance to help 
a firm establish documented procedures for controlling such changes.

Six Sigma Certification
While the statistical usage of the term Six Sigma can be traced back much further in 
time, its application to quality management is attributed to a Motorola engineer named 
Bill Smith. In fact, Six Sigma is a registered trademark of the Motorola Company. The 
purpose of the Six Sigma quality methodology is to reduce variation and, therefore, the 
number of product or service defects. Six Sigma has been embraced as a management 
philosophy that relies on factors such as company culture to enhance quality.

Six Sigma certification requires a company to embrace and learn a body of knowl-
edge related to quality, to pass proficiency tests on the subject matter, and then to demon-
strate appropriate levels of competency in real environments. The body of knowledge 
associated with Six Sigma includes understanding the basics of what Six Sigma is, as well 
as the processes that help an organization define, measure, analyze, improve, and control 
its activities. Six Sigma certification testing is done at different levels of proficiency—for 

Table 8.1 Well-Known Quality Management Pioneers and Their Achievements

Quality Proponents Achievements
W. Edwards Deming Best known for his fourteen points of quality
Joseph Juran Added the human element to project quality

Credited with the Pareto Principle, or the 80/20 rule
Wrote a model for quality management based on quality planning, quality 
improvement, and quality control

Philip B. Crosby Convinced managers that preventing problems was cheaper than fixing them
Defined quality in an absolute way

Kaoru Ishikawa Best known for his cause-and-effect or fishbone diagram
Also known for his insistence that quality could always be taken a step further
Proposed an actionable list of six items to achieve quality

Robert Kaplan and David Norton Balanced scorecard
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example, green belt, black belt, master black belt, and champion. In addition to the 
knowledge associated with each level of proficiency, certification also requires organiza-
tional personnel to exhibit the quality standards through hands-on activities.

Six Sigma standards, like the ISO 9000 standards discussed previously, may be 
applied to information systems projects. In fact, the overlap between the information 
systems project management techniques discussed in this book and Six Sigma are evi-
dent if we compare the project life cycle of initiation, planning, execution, control, and 
closure discussed in this book to the objectives that companies try to meet in imple-
menting the Six Sigma methodology:

 • Defining the problem, the customers’ requirements, and critical project goals
 • Measuring core business processes
 • Analyzing the data collected
 • Improving target processes
 • Controlling improvements to ensure the processes remain in line with any 

changes, Six Sigma helps a company illustrate that they are adhering to processes 
that will improve both their product and service quality.

Figure 8.13 ISO 9000 quality management principles
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Baldrige National Quality Program
The Baldrige National Quality Program and the associated Malcolm Baldrige National 
Quality Award are focused on recognizing excellence and quality achievement. The 
award, established in 1987 and named after the former secretary of commerce, recog-
nizes outstanding achievements in seven areas: leadership, strategic planning, customer 
and market focus, information and analysis, human resource focus, process manage-
ment, and results.

Secretary Malcolm Baldrige was a firm believer that both quality and performance 
were crucial to the nation’s long-term prosperity and economic health. The Malcolm 
Baldrige Quality Award program was established not only to recognize organizations 
operating in an exemplary fashion but also to provide a benchmark that can encourage 
other American companies to aggressively pursue a world-class commitment to excel-
lence. While the award can be given to any type of firm, past award recipients have 
included technology-focused firms such as Xerox, AT&T, and IBM. Award recipients 
are assessed by third-party examiners across a number of dimensions, with performance 
rated on both customer satisfaction and business processes. The award also overlaps with 
the concepts discussed in this book. Information systems project management is con-
cerned with following rigorous process and procedures to enhance customer satisfaction 
as it relates to the information system being designed.

Total Quality Management
Total quality management (TQM) is a systematic approach to managing quality that 
originated in the 1950s and has grown in popularity since that time. Total quality 
describes the culture, organization, and attitude of a company that works toward pro-
viding customers with products and services that truly satisfy their needs. Adopting 
such a culture necessitates quality in all aspects of a firm’s operations. Processes are 
supposed to be done right the first time, with the goal of eliminating defects and waste 
from operations. TQM requires management and employees to become involved in the 
continuous improvement of the firm’s goods and services. Companies that have imple-
mented TQM include Ford Motor Company, Phillips Semiconductor, SGL Carbon, 
Motorola, and Toyota Motor Company.

Techniques for Managing Project Quality
The Project Management Institute outlines three Project Quality Management pro-
cesses within the PMBOK (PMBOK Guide, 2017). As shown in Figure 8.14, these 
processes are Plan Quality Management, Manage Quality, and Control Quality. The pro-
cesses of planning quality management and managing quality will be detailed later in 
this chapter. Quality control will be summarized in this chapter and discussed more 
fully in Chapter 12, which focuses on control processes.

Tips from the Pros: The Difficult Task of Managing IS Quality

Information technologies (IT) and the information 
systems (IS) function have become very important 
to any organization. Organizations are taking 
advantage of IT to support business operations and 
increase the value of their products and services in 
an attempt to gain a competitive advantage in the 

marketplace. To attain these goals, it is essential for 
organizations to implement an IS quality system. 
Management of IS quality can be quite difficult 
because it includes many dimensions and is judged 
differently by different stakeholders involved in a 
particular project. Although project team members 
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Figure 8.14 PMBOK (6th ed.) Project Quality Management processes

may be concerned about the daily operational details 
associated with controlling project quality, clients will 
typically be more concerned with the end product.

Several issues should be addressed when imple-
menting an IS quality system. These include:

 • Customer focus. The main goal of the IS 
department should be to provide products/
services that add value and contribute to 
keeping customers satisfied.

 • Process approach. Resources, activities, and 
outcomes of the IS function are interrelated, 
and therefore, these associations should be 
managed as processes. Viewing the IS function 
as a process makes the implementation of 
continuous improvement activities easier.

 • Leadership. Most quality programs are 
successful because of strong leadership. 
Strong leaders are the ones who are willing 
to invest energy and resources to make the IS 
quality program a success.

 • Culture. The cultural environment of an 
organization influences the success of a 
quality program. A culture where IS is treated 
as an important and integral function in 
organizational change should be promoted.

 • Broad participation. IS quality management 
should be a joint effort, where all stakeholders 
participate in, and contribute to, the success of 
the quality program.

 • Motivating the troops. For a quality program to 
succeed, committed and motivated personnel 
are very essential. IS personnel should be 
aware of the benefits of a quality program, 
in terms of work satisfaction and personal 
rewards.

 • Training. Well-trained personnel are more likely 
to be leaders and will more vigorously work 
toward the success of a quality program.

 • Measurement and constructive feedback. After 
the implementation of the IS quality program, 
results should be measured systematically 
in order to provide feedback for continuous 
improvement.

 • Accountability for results and rewarding 
achievements. Teams and individual persons 
should be rewarded for their efforts in the 
success of the quality program.

 • Self-assessment. The quality program should 
be evaluated continuously to provide critical 
feedback, which can be used to sustain it.

Based on: Leicher (2017); Stylianou and Kumar (2000).

Plan Quality Management 
Plan Quality Management is the process of identifying relevant quality standards 
and developing a plan to ensure the project meets those standards. Quality planning 
is usually performed at the same time that other project planning issues are addressed 
because many planning issues (e.g., scheduling, resource allocation, etc.) have quality 
dimensions. Figure 8.15 lists the inputs, the tools and techniques used, and the resulting 
outputs of the Plan Quality Management process.

Plan Quality 
Management 
The process of 
identifying relevant 
quality standards 
and developing a 
plan to ensure the 
project meets those 
standards.
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Plan Quality Management—Inputs
Inputs to quality planning include the project charter and components of the project 
management plan, including the requirements management plan, the risk management 
plan, the stakeholder engagement plan, and the scope baseline. In addition, project 
documents such as the assumption log, the risk and stakeholder registers, the require-
ments documentation, and the requirements traceability matrix serve as inputs into 
the quality planning process. We have covered most of these inputs in other chapters 
(e.g., the project scope statement and project management plan). Further, the project 
manager draws on enterprise environmental factors, including the government regu-
lations according to which the company must operate, as well as any rules standards 
or guidelines specific to the organization’s products or services, organizational culture, 
working conditions, and so on.

Finally, organizational process assets include factors like the organization’s quality 
policies, quality-related procedures and guidelines, and finally, any documented lessons 
learned from prior projects. An example of a quality policy is illustrated in Figure 8.16. 
As can be seen from Nestlé’s quality policy, this particular firm places the customers at 
the center of all quality-related efforts.

Plan Quality Management—Tools and Techniques
Some tools and techniques available during the planning quality management process 
include expert judgment; data gathering techniques such as brainstorming, interviews, 
or benchmarking; data analysis techniques such as cost-benefit analysis and cost of 
quality analysis; as well as test and inspection planning. Typically, the project manager 
uses flowcharts, logical data models, matrix diagrams, or mind mapping to present the 
data and facilitate decision-making.

In the Plan Quality Management process, experts in various areas of quality (such as 
assurance, control, measurement, improvement, or systems) can provide valuable input. 
You have learned about data gathering techniques like brainstorming and interviews 
in earlier chapters. Benchmarking is the study of a competitor’s product or business 
practices for the purpose of improving a company’s performance. In terms of IS project 
management, benchmarking may be used to compare a company’s IS project manage-
ment practices with those of other projects, both within or outside the organization. In 
this respect, benchmarking serves as an important tool for quality planning.

Figure 8.15 The PMBOK (6th ed.) Plan Quality Management process

Quality policy 
The overall intentions 
and direction of an 
organization with 
regard to quality, as 
formally expressed by 
top management.

Benchmarking 
The study of a 
competitor’s product 
or business practices 
in order to improve the 
performance of one’s 
own company.
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Serving a function similar to benchmarking are capability maturity models 
(CMMs). Capability maturity models are used to determine a company’s capabilities 
with respect to best practices within a given industry. More specifically, CMM is a 
methodology used to develop and refine how an organization approaches its software 
development process. CMMs were originally developed by the Software Engineering 
Institute (SEI), a research and development center sponsored by the U.S. Department 
of Defense. CMM is a five-level evolutionary model of increasingly organized and sys-
tematically more mature processes for systems development. These five maturity levels 
for software processes are shown in Figure 8.17. The CMM is similar to ISO 9001, one 
of the ISO 9000 series of standards discussed earlier in this chapter. ISO 9001 focuses 
specifically on the development and maintenance of software and specifies minimally 
acceptable quality levels for the processes used to develop software. CMM goes beyond 
ISO 9001 in establishing a framework for continuous process improvements surround-
ing software development, and in providing more detail on how to achieve these new 
quality standards.

Two important data analysis techniques used in the process are cost-benefit anal-
ysis and cost of quality analysis. As you have learned in Chapter 5, cost-benefit anal-
yses originated as an analogy to investment decision-making, where “go” or “no-go” 
decisions were frequently made. However, the technique is flexible enough to allow 
decision makers to choose among a range of alternatives. Performing a cost-benefit 
analysis on alternative approaches to meeting project objectives might include cal-
culating financial metrics, such as return on investment (ROI). In planning quality 
management, a cost-benefit analysis can be used to determine the trade-off between the 
benefits of higher quality and the costs incurred by ensuring a particular product meets 
those higher quality standards. For example, certain products may experience a “quality 
threshold.” In other words, a product may be of very high quality, yet if it does not fill a 
customer need, it will not be purchased regardless of its quality. In this case, it would not 
make sense to incur additional costs to improve the product’s quality. Likewise, meeting 
certain quality requirements incurs both costs and benefits, and the project manager has 
to evaluate how far the benefits of meeting the quality requirements (such as less rework 
or higher customer satisfaction) outweigh the costs (e.g., for using higher-skilled pro-
grammers, more testing, or using more expensive hardware).

Figure 8.16 Nestlé’s quality policy. Based on: Nestlé (2014).

Capability maturity 
model 
A technique used 
to determine a 
company’s capabilities 
with respect to a set of 
procedures considered 
as best practices 
within a given industry.
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In assessing the costs and benefits of quality activities, an important concept is that 
of the cost of quality (COQ). The cost of quality is composed of the cost of confor-
mance (i.e., costs to prevent quality problems) and the cost of nonconformance (i.e., 
costs resulting from quality problems). The cost of conformance includes prevention 
costs (such as training or equipment) as well as appraisal costs (such as testing or inspec-
tions); the cost of nonconformance includes internal failure costs (such as rework or 
wastage) and external failure costs (such as loss of goodwill or business, warranty costs, 
or liability issues; see Figure 8.18). In other words, the cost of quality might represent 
the amount of money a business could lose from products or services not being done 
well the first time around, as well as the costs to do it well the first time around. Esti-
mates are that the cost of quality may run from 15 to 30 percent of total costs for most 
businesses (see https://www.isixsigma.com/dictionary/cost-of-quality).

As an extreme example of the cost of quality, one need only think back to the Y2K 
programming issue, where dates were stored in two-digit representations to save storage 
space in early information systems (e.g., 98 instead of 1998). It was anticipated that 
once the year 2000 came to pass, systems with the two-digit date representation scheme 
would not able to distinguish between the year 1998 and 2098, resulting in systems 
errors in any calculation involving time (such as interest calculations). The Gartner 
Group estimated the worldwide costs for the Y2K issue to range from $300 to $600 
billion dollars, including activities ranging from reprogramming efforts to the handling 
of lawsuits from angry clients. What was the cost of quality (i.e., the cost of not doing 
it right the first time) in this case? A high price tag indeed!

During the Plan Quality Management process, the project manager also plans the 
procedures for evaluating the deliverables. In information systems projects, this typically 
involves developing a master test plan that specifies how testing will be conducted (e.g., 

Figure 8.17 CMM’s five maturity levels of software processes

Cost of quality 
The cost to improve 
or ensure quality 
measures, as well as 
the cost associated 
with a lack of quality.
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code inspections, desk checking, unit testing, alpha and beta testing), who will do the 
testing, how tests will be executed, and what constitutes success or failure.

Typically, a series of diagrams can help in presenting data for meetings and deci-
sion-making. For example, project managers develop flowcharts (to represent the steps 
in a process), logical data models (to identify potential issues with data quality), matrix 
diagrams (to depict relationships between factors and objectives), or mind mapping (to 
organize ideas or concepts).

Plan Quality Management—Outputs
The outputs from the quality planning stage include a quality management plan (as 
part of the project management plan), quality metrics, and updates to the project man-
agement plan and documents. A quality management plan is a plan specifying how 
quality measures will be implemented during a project. Unlike the quality policy intro-
duced previously, the quality management plan lays out the specifics, rather than a 
philosophy of how quality will be managed during the project. The components of a 
quality management plan (a rather substantial document) are shown in Figure 8.19. 
The quality management plan serves the additional purpose of being an input into the 
overall project management plan. Quality metrics are operational definitions of specific 
processes, events, or products, and include an explanation of how they will be measured 
in terms of quality. 

As the quality planning stage is finalized, these quality planning outputs will serve 
as updates to the project management plan, in addition to potential changes to the scope 
baseline and the risk management plan. As with any process, this process is likely to 
result in updates to various project documents, including the lessons learned, risk, and 
stakeholder registers, and the requirements traceability matrix.

Figure 8.18 The cost of quality

Quality management 
plan 
A plan specifying how 
quality measures will 
be implemented during 
a project.

Quality metrics 
Operational definitions 
of specific, processes, 
events, or products, as 
well as an explanation 
of how they will be 
measured in terms of 
quality.
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Common Problems: The Costs of Software Quality

Worldwide costs of software failure in 2016 have 
been estimated to be as high as US$1.1 trillion, 
affecting 4.4 billion customers and amounting to 
over 315 years of lost time. To maintain a competitive 
edge in the marketplace, software firms must deliver 
products of high quality on time and within budget. 
However, software managers may avoid quality 
inspections in an attempt to bring their products 
to the market faster because they feel such quality 
mechanisms only delay the software development 
process.

The costs of quality are divided into two major 
categories: conformance and nonconformance. The 
cost of conformance is the amount spent on achiev-
ing high-quality products. This category of quality 
costs is further divided into prevention and appraisal 
costs. Prevention costs are those associated with 
preventing any defects before they happen, whereas 
appraisal costs are those incurred in assuring con-
formance to quality standards. The cost of noncon-
formance includes all the expenses that result when 
things go wrong. This category of quality costs is 

also further divided into two subcategories—inter-
nal failure costs and external failure costs. Internal 
failure costs occur before the product is sent to the 
customer, whereas external failure costs arise from 
product failure at the customer’s location. Table 8.2 
lists the different types of quality costs, along with 
examples of each.

How can organizations decrease the costs asso-
ciated with software quality? The best strategy 
involves

 • Avoiding any failure costs by driving defects to 
zero

 • Investing in prevention activities to improve 
quality

 • Reducing appraisal costs as quality improves
 • Continuously evaluating and altering 

preventive efforts for more improvement
Quality improvements often result in cost savings 

that outweigh the money spent on quality efforts. 
Which of the provided strategies do you believe has 
the largest effect on controlling software quality? 

Based on: McPeak (2017); Slaughter, Harter, and Krishnan (1998).

Figure 8.19 Components of a quality management plan
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Manage Quality 
The Manage Quality process is composed of all the activities and actions required to 
ensure that the project meets the quality standards outlined in the Plan Quality Man-
agement process. This ongoing process (sometimes referred to as quality assurance) 
focuses on the project processes, so that the project’s final outcome meets stakeholder 
requirements. Thus the Manage Quality process uses inputs from the Control Quality 
process (discussed later) to improve processes as well as product design. For a list of 
the inputs required, the tools and techniques used, and the resulting outputs during the 
quality assurance process, see Figure 8.20. 

Manage Quality—Inputs
As illustrated in Figure 8.20, the inputs to the quality assurance process include the 
quality management plan, quality metrics, quality control measurements, the lessons 
learned register, the risk report, as well as organizational process assets (such as quality 
templates, lessons learned from prior projects, or organizational quality management 
systems). The quality management plan and operational definitions were developed as 
part of the quality planning process outlined earlier. The quality management plan is 
used to outline the specifics of the quality measures that will be in place during the 
project. The results of the quality control measures are often based on quality testing 
procedures and should be formatted for further analyses.

Manage Quality—Tools and Techniques
The tools and techniques used as part of the Plan Quality Management process can also 
be used during the Manage Quality process. In particular, data gathering, representa-
tion, and analyses techniques can help implement the quality management plan. Three 
new tools are also used in the quality assurance process—specifically, quality audits, 
process analysis, and “design for X.” Quality audits are activities designed to review 
other quality management procedures as well as to identify potential lessons learned. 
In a quality audit, the review is conducted in either scheduled or random fashion by 
trained personnel from within the organization or, in some cases, by qualified third-
party auditors. Quality auditors typically examine a number of different project facets 
looking for ineffective or inefficient policies, processes, or procedures. Quality auditors 
may start with an established checklist and rate the various project facets evaluated. 
Such a checklist is shown in Figure 8.21.

Another tool used in the quality assurance process is a process analysis, which 
examines not what is done but how it is done. Likewise, root cause analysis aims to 
determine the causes for a particular quality problem. Once the root cause of a problem 

Table 8.2 Types of Quality Costs

Types of Cost Example
Cost of Conformance

Prevention costs Costs of training staff in design methodologies

Appraisal costs Code inspection and testing

Cost of Nonconformance

Internal failure costs Costs of rework in programming

External failure costs Costs of support and maintenance

Manage Quality 
The process of 
ensuring that the 
project meets the 
quality standards 
outlined in the Plan 
Quality Management 
process.

Quality audit 
Structured and 
independent review 
activities designed 
to review quality 
management 
procedures and to 
identify potential 
lessons learned.
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Figure 8.20 The PMBOK (6th ed.) Manage Quality process

Figure 8.21 Sample quality audit checklist from the FDA’s Center for Devices and Radiological Health

is determined, steps can be taken to rectify the issue, so as to prevent the problem from 
reoccurring.

Any lessons learned and documented as part of the quality audit process are then 
used to improve performance during the current project or subsequent projects. Quality 
audits can be performed by in-house quality auditors or by outside auditors hired for 
a specific project.

The design of any product or service can have a number of objectives and involves 
trade-offs between various factors, such as quality, reliability, maintainability, service 
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performance, and so on. Acknowledging these trade-offs, Design for X (DfX)—some-
times referred to as design for excellence—is a recent concept relating to a focus on 
particular aspects of a product or service, where the design efforts focus on maximizing 
quality or reliability, minimizing costs, and so on. 

Manage Quality—Outputs
Finally, the outputs from the quality assurance process are quality reports, test and 
evaluation documents, and change requests. Often, such change requests affect different 
parts of the overall project management plan, such as the quality management plan, but 
also the scope, cost, and schedule baselines. Likewise, any identified issues and risks, 
as well as lessons learned, will be recorded in the issues log, the risk register, and the 
lessons learned register.

Control Quality 
Control Quality involves monitoring results to determine if the quality standards of 
the project are being met. The PMBOK inputs, tools and techniques, and outputs are 
briefly presented here; Chapter 12 will cover them in much more depth.

The Control Quality process is interrelated with both the Plan Quality Management 
and the Manage Quality processes, in that outputs of these processes serve as inputs 
into the Control Quality process, and outputs from the Control Quality process serve as 
inputs into the Manage Quality process; as the Manage Quality process, Control Quality 
is an ongoing process. Figure 8.22 shows the PMBOK inputs, tools, and outputs for 
the Control Quality process. Inputs discussed earlier include the quality management 
plan, quality metrics, test and evaluation documents, organizational process assets and 
enterprise environmental factors, work performance data, approved change requests, 
and importantly, the deliverables to be tested or evaluated. As defined in Chapter 2, 
work performance data include data about the outputs of activities, or about the activ-
ities themselves.

The most prominent tools and techniques in the Control Quality process are inspec-
tion and testing of the deliverables. Typically, inspection and testing are supported by 
the use of checklists and checksheets. Statistical sampling is used to identify samples for 
inspection or testing purposes. Further, questionnaires and surveys can be used to obtain 
feedback about the quality from customers or other stakeholders. Project managers 
can then perform performance reviews and data analyses (such as root cause analysis) 
based the information presented in various diagrams, such as cause-and-effect (also called 
fishbone or Ishikawa) diagrams (Figure 8.23), control charts (Figure 8.24), Pareto charts 
(Figure 8.25), flowcharting (Figure 8.26), histograms, run charts, or scatter diagrams. 
Often, these activities are accompanied by meetings to review the extent to which 
approved change requests were implemented and to discuss possible lessons learned. 
We depict a few of these tools graphically in this chapter but leave their explanation 
to Chapter 12.

Once you have utilized the various quality control tools and techniques to control 
the quality of the project, you will have produced a series of quality control outputs. 
The most obvious output is the verified deliverables—that is, the deliverables that are 
deemed as being of acceptable quality. Further, any quality control measurements serve 
as input into the Manage Quality process, where they are used to determine if process 
improvements are necessary to maintain the desired quality levels. Likewise, work per-
formance information serves as an input for various other processes. Further, updates 

Control Quality 
The process of 
monitoring results to 
determine if the quality 
standards of the 
project are being met.

Control chart 
Graphical, time-based 
chart used to display 
process results.

Pareto chart 
Histogram (or bar 
chart) where the 
values being plotted 
are arranged in 
descending order.
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Figure 8.22 The PMBOK (6th ed.) Control Quality process 

Figure 8.23 Cause-and-effect (fishbone) diagram 

include change requests and potential updates to the project management plan and 
project documents, such as the issue log, the risk and lessons learned registers, and the 
test and evaluation documents. As with the inputs, and the tools and techniques for 
quality control, these outputs will be covered in more detail in Chapter 12.

Table 8.3 lists some of the tools and techniques available for Project Quality Man-
agement, as well as a short explanation of what they are.
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Figure 8.24 Control chart 

Figure 8.25 Pareto chart
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Figure 8.26 Quality control flowchart

Table 8.3 Tools and Techniques Available for Project Quality Management

Tools and Techniques Short Explanation

Cost-benefit analysis An evaluation of the costs and benefits of alternative approaches to a proposed 
activity to determine the best alternative.

Inspection Measurement and testing procedures to determine whether results conform to the 
particular project standards.

Statistical sampling The process of selecting a random sample from a population in order to infer 
characteristics about that population.

Control charts Graphical, time-based charts used to display process results.

Cause-and-effect (fishbone) 
diagrams

A diagramming technique used to explore potential and real causes of problems. The 
fishbone diagram typically organizes problems into categories relevant to the industry.

Pareto diagrams Histograms ordered in terms of the number of occurrences of project problems that 
have been identified.
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Global Implications: Quality Assurance Works Better 
Than Quality Control for Offshore Projects 

Assume both a client company and an offshore 
vendor assign a project manager to an outsourcing 
project. The main role of the project manager at 
the client company is to work closely with the 
development team to ensure that the milestones 
and the project requirements are being met; thus 
the home office project manager has to perform 
quality assurance rather than quality control. In an 
offshore project, managing quality is more difficult 
because by the time the project results are verified, 
correcting mistakes could be quite costly. In such 
cases, quality assurance is useful because it focuses 
on the processes required to produce the results and 
thus will help prevent problems before they occur. 
Here are some tips for managing project quality in 
offshore projects:

 1. A set of clear and comprehensive requirements 
should be developed for the project.

 2. The project deliverables must be clearly 
described, and all stakeholders should agree 
to and approve this definition.

 3. Project success should be clearly defined 
by developing the criteria for assessing the 
project deliverables in terms of completeness 
and correctness.

 4. The project plan should clearly describe how 
the development team will do the work.

 5. Milestones should be set for the major 
deliverables, and there should be an approval 
and sign-off at each point to ensure quality.

 6. All formal communication during the project 
life cycle should be addressed to the project 
managers. The project manager knows what 
is going on at every stage of the project and 
can, therefore, better manage everyone’s 
expectations.

 7. Any problems that arise during the life cycle 
of the project should be communicated and 
addressed as soon as possible.

Based on: Mochal (2002); Tardugno (2003); Tkach (2017).

Managing Project Costs and Quality and PMBOK
In this chapter, we have focused primarily on Knowledge Area 7, Project Cost Manage-
ment, and Knowledge Area 8, Project Quality Management, within the Project Man-
agement Body of Knowledge (PMBOK, 2017). In addition to costs, Project Quality 
Management is often considered by some experts to be a fourth dimension that should 
be included in the cost-time-scope trade-off experienced during project management. 
Thus neither managing project costs nor managing project quality should be overlooked 
during any project and especially not during IS development. In this chapter, we have 
identified the various processes of Project Cost Management, including Plan Cost Man-
agement, Estimate Costs, Determine Budget, and Control Costs, as well as the processes 
associated with Project Quality Management, including Plan Quality Management, 
Manage Quality, and Control Quality. We have also identified the various tools and 
techniques that can be used in managing costs and quality. Figure 8.27 identifies this 
coverage and illustrates the coverage of upcoming chapters as well.
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Figure 8.27 Chapter 8 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
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7 Project Cost Management

7.1 Plan Cost Management             ⚫        

7.2 Estimate Costs ⚫

7.3 Determine Budget             ⚫        

7.4 Control Costs             ⚫       ��
8 Project Quality Management

8.1 Plan Quality Management               ⚫        

8.2 Manage Quality               ⚫      

8.3 Control Quality               ⚫       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources �� ��
10 Project Communications Management
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Running Case: Managing Project Costs and Quality

Cindy reviewed the project charter, looking at the 
objectives of the system: track customer purchases, 
create a point system for customers to use toward 
redeeming merchandise, reward customer loyalty, 
and improve management information. Cindy knew 
that the quality of this project needed to relate 
somehow to these objectives, but she wasn’t quite 
sure how to approach the issue.

Certainly, a system to track customer purchases 
and then allocate points to those customers mak-
ing purchases seemed to be rather straightforward. 
However, tracking whether they were adequately 
rewarding loyal customers and improving the infor-
mation that management used—both being quality 
objectives—seemed a bit vaguer.

The next day after the initial updates on project 
status, Cindy presented her dilemma: “We need to 
figure out if this project is doing what management 
wants it to.”

“Let’s talk about customer loyalty for a second. 
Since we are measuring loyalty by the number of 
times a customer returns and makes a purchase, 
let’s just track customer visits,” said Trey.

“That’s a good idea, but the problem is that we 
don’t always know if they have visited. What if they 
pay cash?” said Kevin.

“Ah, good point. How about if we track their use 
of the points? That’s really the key point of the new 
system anyway, isn’t it?” asked Trey.

“Well, yeah, but remember, while we want to 
reward customers for their loyalty, I think the real 
goal is to see how this loyalty impacts the bottom 
line,” said Kevin. “I think we need to somehow track 
the frequency of visits and maybe the size of the pur-
chases. If these go up, the system is working. And 
then, let’s not forget about the better information the 
system is supposed to provide to management. Is 
there a way to track information quality?”

“Wait,” said Cindy. “All this is related to whether 
the system is doing what we want at the end. What 
about managing the quality during the development 
of the system? How do we handle that?”

The meeting went on for some time as the team 
looked through materials for quality project man-
agement techniques and considered how they could 
apply to this project.

Adapted from: Valacich and George (2017).

Chapter Summary
Understand techniques for managing project costs. 
Managing project costs involves a series of processes, 
ranging from planning cost management to estimat-
ing costs, determining the budget, and controlling 
costs. Just as with estimating resources or durations, 
when estimating the costs of completing an activity, 
project managers rely on several tools and techniques, 
such as expert judgment, alternatives analysis, para-
metric estimating, analogous estimating, three-point 
estimating, and reserve analysis. After costs have been 
estimated, the project manager is then ready to develop 
a full project budget. By using several techniques, the 
successful project manager can develop an accurate 
budget based on activity cost estimates, contingency 
reserves, and management reserves. Controlling costs 
involves evaluating the project’s progress as compared 
to the approved cost baseline.

Understand the concept of quality and why it is 
important. Quality is defined by the International 
Organization for Standardization as “the degree to 
which a set of inherent characteristics fulfill require-
ments.” Project quality is often defined by companies 

as both conformance to manufacturer specifications 
and fitness for use by the customer. Project quality 
is important because it has a direct relationship to 
project success. Many examples of information system 
project success and failure can be attributed to project 
quality. In many instances, information systems are 
used in contexts that have little or no tolerance for 
error. An example highlighted in the chapter was that 
of an air traffic control system—a system that controls 
the regulation and scheduling of incoming and outgo-
ing flights at a major airport. A glitch in the software, 
caused by poor quality in designing or building such 
a system, could have disastrous results.

Discuss quality management pioneers and quality 
certifications and standards in industries today. 
There have been many quality management pioneers 
throughout history, including Deming, Juran, Crosby, 
and Ishikawa. Further, the need to manage quality 
has spurred the development of standards and systems 
supporting quality management, including ISO 9000 
and Six Sigma, as well as awards for quality, such as the 
Baldrige Award. Adopting the procedures associated 
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with quality certification programs may help improve 
the organization’s bottom line.

Describe tools and techniques for managing proj-
ect quality. Managing project quality can be accom-
plished by following the major processes of Plan 
Quality Management, Manage Quality, and Control 
Quality, as specified by PMBOK. Several tools and 
techniques were discussed in this chapter, including 

inspection, statistical control, control charts, cause 
and effect diagrams, and Pareto analysis. Each of 
these has specific uses within Project Quality Man-
agement. Technology also plays a major role in Project 
Quality Management. Statistical analysis, document 
repositories, and project data tracking represent just 
a few of the ways in which technology can be used 
during quality management.

Key Terms Review
A. Balanced scorecard
B. Benchmarking
C. Capability maturity models
D. Control chart
E. Control Quality
F. Cost of quality
G. Cost baseline
H. Fishbone diagram
I. ISO 9000

J. Manage Quality
K. Pareto chart
L. Plan Quality Management 
M. Quality
N. Quality audit
O. Quality management plan
P. Quality metrics
Q. Quality policy

Match each of the key terms with the definition that best fits it.

 1. A diagramming technique used to explore potential and real causes of problems.
 2. A document that contains the approved project budget for all schedule activities and serves as a basis 

for comparison during project execution.
 3. A plan specifying how quality measures will be implemented during a project.
 4. A set of quality management systems standards that provide guidance on management and improve-

ment of quality.
 5. A technique used to determine a company’s capabilities with respect to a set of procedures considered 

as best practices within a given industry.
 6. A tool for assessing organizational activity from perspectives beyond the typical financial analysis.
 7. Graphical, time-based chart used to display process results.
 8. Histogram (or bar chart) where the values being plotted are arranged in descending order.
 9. Operational definitions of specific, processes, events, or products, as well as an explanation of how they 

will be measured in terms of quality.
10. Structured and independent review activities designed to review quality management procedures and 

to identify potential lessons learned.
11. The cost to improve or ensure quality measures, as well as the cost associated with a lack of quality.
12. The degree to which a set of inherent characteristics fulfill requirements.
13. The overall intentions and direction of an organization with regard to quality, as formally expressed by 

top management.
14. The process of ensuring that the project meets the quality standards outlined in the Plan Quality Man-

agement process.
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15. The process of identifying relevant quality standards and developing a plan to ensure the project meets 
those standards.

16. The process of monitoring results to determine if the quality standards of the project are being met.
17. The study of a competitor’s product or business practices in order to improve the performance of one’s 

own company.

Review Questions
 1. List the processes of Project Cost Management.
 2. List two inputs for each of the Project Cost Management processes.
 3. List two tools or techniques for each of the Project Cost Management processes.
 4. List two outputs for each of the Project Cost Management processes.
 5. Define project quality.
 6. Give two examples of quality during an ISD project.
 7. List the processes of Project Quality Management.
 8. List two inputs for each of the Project Quality Management processes.
 9. List two tools or techniques for each of the Project Quality Management processes.
10. List two outputs for each of the Project Quality Management processes.
11. Describe the cost-benefit analysis.
12. What role does inspection play during Project Quality Management?
13. Describe the cause and effect (fishbone) diagram.
14. Describe the Pareto analysis. What is the 80/20 rule?
15. Describe the two well-known quality certifications.
16. Explain how technology can be used to manage quality.

Chapter Exercises
 1. Using the internet, find an example of an information systems development project that suffered from 

cost overruns. What was the primary reason for the overrun? 
 2. For the example from Exercise 1, were the initial estimates accurate? If the initial estimates were inac-

curate, what were the difficulties encountered in estimating project costs?
 3. Provide some examples of quality problems in information systems development projects and discuss 

how these quality problems can be avoided.
 4. Using the internet, perform a search for benchmarking. Describe what it is and its usefulness. Also 

explain how this tool is important in managing quality.
 5. Compare and contrast quality assurance and quality control.
 6. Think of a recent project that you were involved in (or the project you are involved in as part of your 

current course). Identify a problem that you encountered. Next, determine potential categories for 
causes associated with the specific problem. Based on this information, develop a fishbone diagram.

 7. Think of a recent project that you were involved in (or the project you are involved in as part of your 
current course). What were some of the problems you encountered? Were some of the causes of the 
problems more frequent than others? Using the 80/20 rule discussed in the chapter, construct a Pareto 
diagram illustrating the problems you encountered and the frequency of the causes.

 8. Using the internet or any other source, write a two-page report on quality management certifications.
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 9. Using the internet, perform a search for ISO 9000. What is involved in earning this certification? Is it 
important to have this certification? Why or why not?

10. Using the internet, perform a search for ISO 14000. What is involved in earning this certification? Is 
it important to have this certification? Why or why not?

11. Using the internet or any other source, write a two-page report on other quality management pioneers 
not mentioned in the chapter.

12. Discuss how a project team can know if their project delivers good quality.

Chapter Case: Sedona Management Group and Managing Project Quality

Every project is affected in different ways by its 
scope, time, and cost goals. These three areas 
represent project management’s triple constraint. 
However, lately there has been more and more 
agreement that quality should be included as a fourth 
dimension. Quality management is a very important 
topic in project management because it influences 
project success. The main goal of Project Quality 
Management is to ensure that the project satisfies 
the needs for which it was undertaken.

The Sedona Management Group (SMG) acknowl-
edges the importance of managing project quality. 
Over the last ten years, the team has done a great job 
managing project quality by consistently delivering 
products that meet stakeholders’ expectations in a 
timely manner.

At SMG, project quality is illustrated by the amount 
of new work that Sedona does for repeat custom-
ers. In addition, due to the high quality of its work 
related to both interface design and underlying web 
architecture, SMG has gained a reputation for being 
able to “clean up” websites built by other vendors. 
Satisfied customers spread the word about SMG’s 
quality workmanship, so word-of-mouth advertising 
has been responsible for a substantial amount of 
Sedona’s work over the last decades.

One of the first steps SMG follows in managing 
project quality is quality planning, which involves 
identifying the quality standards that are important 
to any given project, and then determining how to 
achieve these standards. In the case of the Seattle 
Seahawks project, it was important not only that the 

information conveyed on the website be accurate 
and easy to access but also that the system be highly 
reliable and secure. All of these factors were part of 
SMG’s quality plan, part of which involved establish-
ing the criteria that the Sedona team needed to meet 
to ensure project success.

While establishing quality objectives is important, 
part of managing project quality also involves estab-
lishing the quality management processes the team 
will practice as they develop the system. Such qual-
ity assurance and control processes include estab-
lishing sufficient communication with the clients to 
ensure that their needs are being met; scheduling 
regular project meetings to discuss issues, such 
as project problems and causes; and documenting 
problems so these lessons learned can be applied to 
future projects. Through regular meetings with the 
members of the project team, Turnpaugh ensures 
that these quality standards are being met through-
out the life cycle of the project. The Sedona team 
also ensures quality by reusing software code that 
has proven reliable in past projects.

Mike Flood, vice president of community relations 
with the Seattle Seahawks, recognizes SMG’s efforts 
at ensuring quality. He has been so satisfied that he 
regularly recommends SMG to other potential cli-
ents, and he has employed SMG for other Seahawks 
IS projects. Overall, the Sedona team has undertaken 
at least one project per year for the Seattle Seahawks 
since their original development of the Seahawks’ 
website.

Chapter 8 Project Assignment
An activity associated with Project Quality 
Management is problem identification during a 
project. There are several techniques for doing 
this, one of which is the Pareto analysis. In this 
assignment, you will develop a quality plan for your 
project and create a Pareto diagram that identifies 
problems you are encountering. You will have to

 1. Define quality as it relates to your project.
 2. Determine the requirements of the website you 

will be developing.
 3. The purpose of a quality management plan is 

to define overall project quality guidelines that 
will be applied to the project. Develop a quality 
management plan for your project. This plan 
should contain information about
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 • How you will control changes to the project
 • How you will ensure that the developed 

website meets the requirements
 • How you will ensure that the website works 

properly
 • How you will plan for and execute testing, both 

when the website is being developed and when 
design is completed

 • How you will track and resolve defects

 4. Identify and define the problems you are 
encountering during the project life cycle.

 5. Determine the importance of these problems 
by assigning a weight to each of them. Note 
that the weights should sum to 1.0 or 100 
percent. Generate a Pareto diagram based on 
these problems and write a small paragraph 
on what you learn from this diagram.

Special Case: Making It Work—Meeting Customer Expectations

Peter Dimov, a manager of software development 
at InterImage, and Petya Alexandrova, founder and 
president of Digital Enterprises Inc., recommend 
the following steps for meeting customer 
expectations—a critical component to quality.

Step 1: Build a communication channel and a trust-
ing relationship. These managers recommend using 
a bilateral mode of communication to ensure that 
you understand the customer’s needs. To earn trust, 
they state, managers must ensure the credibility of 
the information they provide to the client.

Step 2: Exchange relevant and meaningful informa-
tion. Dimov and Alexandrova have found that to avoid 

potential misunderstandings, managers must learn 
about clients’ personalities, thought processes, back-
ground, and company lingo. Further, they state that 
both formal and informal lines of communication 
should be established.

Step 3: Establish a system to measure success. For 
this step, the authors recommend that managers 
and clients develop a mutual acceptance of what 
makes a project successful.

Step 4: Conduct status meetings. As a final step, 
Dimov and Alexandrova stress the importance of sta-
tus meetings to discuss and remedy any potential 
misunderstandings of misconceptions.

Based on: Dimov and Alexandrova (2003).
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Opening Case: Mobile App Development: Reducing the Risks

For customer-facing businesses, mobile apps are 
growing to become a strategic necessity. In the 
beginning, mobile apps would allow customers to 
view products or services or find store locations, but 
businesses have quickly added additional features. 
For example, restaurants from Domino’s Pizza to 
the Cheesecake Factory have jumped on the digital 
bandwagon and now offer a range of services, from 
table reservations to online ordering and payment. 
To keep up with its competitors, the American 
casual restaurant chain Shake Shack developed a 
mobile app to allow customers to bypass long lines 
by placing orders via their mobile devices; once the 
order was ready at their chosen time and location, the 
customers would receive a text message notifying 
them that their order was ready for pickup.

Yet companies from Chipotle to Starbucks have 
experienced that while mobile ordering can boost 

online orders, it can also lead to delays and dis-
satisfaction from traditional customers. Making 
sure that both online and offline customers get the 
service they expect can be a challenge. Software 
flaws, customer acceptance, and changing in-store 
workflows could all negatively impact customer 
satisfaction and ultimately hurt business, and thus 
contribute to the overall risk of the project. Realizing 
such sources of negative risk, Shake Shack sought 
to find novel ways to reduce risks throughout the 
project. To ensure that the app was up to par right 
from the start, Shake Shack partnered with Applause, 
a crowdsourcing platform specializing on software 
testing and user experience (Figure 9.2). Hundreds of 
crowdsourced software testers were recruited to find 
bugs in the mobile app, as well as to suggest improve-
ments to the app’s usability. In the end, this risk mitiga-
tion technique helped make the app a success, with 

C H A P T E R  9

Managing Project Risk

Figure 9.1 Chapter 9 learning objectives
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more than 90 percent of actual users indicating that 
the app was visually appealing. Interestingly, the pos-
itive app experience even influenced the app users’ 

perceptions of Shake Shack’s food quality, with more 
than 85 percent indicating that the food quality sur-
passed that of their normal dine-in experiences. 

Based on: Bouton (2017); Munarriz (2017).

Introduction
Organizations face risks virtually every day. Choices about which products to develop, 
which investments to make, which employees to hire, and which projects to undertake 
are all examples of organizational activities that involve risks. In this chapter, we will 
discuss the general concept of risk, its relationship to project management, identify 
categories of risk and their effect on information systems projects, and apply techniques 
for managing project risk; these techniques include risk management planning, risk 
identification, qualitative risk analysis, quantitative risk analysis, risk response planning, 
risk response implementation, and risk monitoring.

What Is Risk?
Commonly, risk is generally viewed as threatening. For example, the Merriam-Webster 
Online Dictionary (http://www.m-w.com/dictionary/risk) defines risk as (1) possibility 
of loss or injury; (2) someone or something that creates or suggests a hazard. A more 
accurate and sophisticated conceptualization of risk, however, involves an assessment 
of both the probability of a loss occurring and the size of the loss if it does occur. As an 
example, a company considering installing a new ERP will evaluate the risk associated 
with such an installation by assessing not just the likelihood of the system not doing 
what it is expected to do (i.e., the probability of failure), but also the resultant cost to 
the organization if such a failure occurs. Given that such ERPs are designed to affect a 
vast number of business functions, even if the likelihood of failure is small, the size of 
potential loss from such a failure may be quite large. As a result, such a system would 
normally be considered as highly risky. In contrast, a system focused on one functional 
area of a business or possibly on a less critical process (such as a parking permit system) 
may not be considered as risky, even if the probability of system failure is high. In such 
a case, the size of the business loss may be low, and thus the overall risk may be low.

Is risk always bad? PMI’s definition of project risk would seem to indicate that risk 
might not always be something to be avoided: “Risk is an uncertain event or condition 
that, if it occurs, has a positive or a negative effect on one or more project objectives” 
(PMBOK 2017, p. 720). This is a slightly different view of risk and takes into consider-
ation that some uncertain events may enhance the project, although others may create 
problems. Thus, as you will learn in this chapter, the goal of risk management is to 

Figure 9.2 Shake Shack used crowdsourcing to mitigate risks.

Risk 
An uncertain event 
or condition that, if it 
occurs, has a positive 
or negative effect on 
one or more project 
objectives.
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minimize negative risks, while exploiting positive risks to maximize project outcomes 
(see Figure 9.3). In contrast to risks, which are uncertain future events or conditions, an 
issue is an event or situation that has already happened and has a negative impact on 
the project; thus specific actions or work-arounds are needed to address the issue and 
ensure that the project stays on track.

In managing risks, a project manager should not only focus on individual project 
risks, but also on the overall project risk. As you will see, carefully identifying and man-
aging risks can help achieve successful project outcomes. Remember that while we have 
defined project success as the degree to which project objectives have been achieved on 
time, within budget, and with the agreed upon quality and scope, the project manager has 
to work with different stakeholders to decide what success means for a particular project.

Technology and Risk
Many (especially large) information systems projects are inherently riskier than other 
projects, with technology rapidly evolving and software being inherently complex. With 
the constant flux and ever-evolving nature of technology in today’s business environ-
ment, the rate of change in information systems projects is higher than average. As new 
technologies are introduced, firms must quickly decide whether to invest in them or risk 
losing a potential competitive advantage or simply whether to match the capabilities 
of competitors who already have adopted a new technology. Likewise, in some cases, 
software updates may enable or necessitate changes in project scope, which can create 
special pressures in information systems projects. As an example, an enterprise system 
may be originally scoped to support multiple business units within a large corporation. 
In the middle of the development cycle for such an application, new capabilities may be 
released by the software vendor (e.g., SAP) that now enable better business-to-business 
integration, capabilities that are likely to be valued by the customer. Implementing these 
new capabilities, however, means that the project scope needs to be redefined. Similarly, 
it is possible that in the middle of a development project, new development tools will 
become available, such as a new platform for big data analytics. Should the project team 
adopt this new platform? How should the team respond if a software vendor is acquired, 
goes out of business, or support for an existing system is ended? The answers to such 
questions will depend on a large number of factors, including how far the project team 

Issue 
An event or situation 
that has happened and 
has a negative effect 
on one or more project 
objectives.

Figure 9.3 The goal of risk management is to minimize negative risks, while exploiting positive risks to 
maximize project outcomes.
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has progressed, the project team’s skill set, the estimated longevity of the project, and 
what sort of enhanced capabilities the change may provide for the development effort. 

Further, information systems projects are inherently risky due to the complexity—
and often unknown nature—of information systems. Many systems attempt to pro-
vide solutions that have never been tried before and are thus highly complex. With 
increasing functionality come exponential increases in code base and complexity, so that 
it is typically nearly impossible to test each logical path within the software’s source 
code—even using automated tools—and almost no software can ever be free of errors 
or defects. In addition, information systems projects often suffer from unclear require-
ments and progressive, uncontrolled increases in project scope, but even small changes 
in a project’s scope can pose large risks to a project. Adding to this complexity is the 
fact that information systems do not operate in a vacuum, and project success may not 
only depend on the system itself, but also on the firm’s information systems architecture. 
Changes in hardware or in the networking infrastructure may introduce new complex-
ities, provide new opportunities, and alter design needs—all of which influence project 
risk. Thus technological changes need to be constantly monitored and considered as the 
information systems project develops. 

Other Sources of IS Project Risk
A source of risk specific to IS projects involves the complications associated with user 
acceptance. Many IS projects are very large in scope and may need to be replicated across 
different parts of the organization, possibly in different parts of the world. Because of 
this, project managers must be sure that any new system will meet the needs of a diverse 
set of users, adding risk to the project. Further, end users often think requests to change 
system requirements will be easier to implement than they really are. Small changes in 
scope—such as a request for an additional piece of data to be displayed on a customer 
support screen—may dramatically change the design of an underlying database, thus 
substantially changing project scope and potentially delaying system delivery. Project 
managers must constantly monitor and negotiate such project risks.

Another source of risk that is specific to the unique nature of IS projects relates 
to the acquisition and use of skilled personnel. Locating, hiring, and retaining compe-
tent IS personnel not only is a monumental task for human resource managers during 
projects but also represents a specific category of risk. Getting the right people on an 
IS project can mean the difference between success and failure. If an experienced pro-
grammer familiar with the project chooses to leave for a better job during the imple-
mentation of an IS, replacing him or her with someone who is less familiar with the 
project will almost certainly result in project delays. This is particularly problematic 
when dealing with IS personnel, because background and skill sets in different devel-
opment environments can vary widely. Further, related to the potential technology 
changes, project team members’ skills will also dictate whether newly introduced tech-
nologies can be used during the project.

Managing Risk and the Project Life Cycle
Risk may influence each of the project management process groups of initiation, plan-
ning, execution, monitoring and controlling, and closing. Even before project initiation, 
risk often occurs during project selection. During this process, top management must 
make project selection decisions based on the information provided to them. Proj-
ect selection decisions are usually based on multiple criteria. One important criterion 
often considered is the project’s synergy with the direction and goals of the initiating 
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organization. Sometimes, this may be a difficult decision. Based on its industry posi-
tion, what strategies (and thus what projects) is the company pursuing? If the company 
is following a diversification strategy, project risks may increase as it pursues projects 
outside its core competency. Take, for instance, a technology focused project from the 
global coffee vendor Starbucks. Facing the potential of a saturated retail coffee market, 
Starbucks has launched MyStarbucksIdea, a project for crowdsourcing ideas from its 
community (Schoultz, 2016). In pursuing such projects, Starbucks may need to build 
and manage various new technologies—an area where they may not have an adequate 
resource base, both in terms of skilled personnel and technology infrastructure. This 
serves to increase both corporate and project risks (see Figure 9.4). Next, during project 
initiation, risks may arise from lack of stakeholder support or problems with selecting 
or recruiting the right team members.

In the project planning processes, other types of project risk may also be encoun-
tered. Risk associated with procurement planning is one example of potential risk 
during an IS development project. The instability of new technologies used during 
an IS project may result in unreliable estimated delivery dates from vendors trying to 
win project contracts. Relying on these unrealistic delivery schedules can be very risky 
because the entire project can be delayed if the delivery of that technology is on the 
project’s critical path. 

Another risk during project planning is associated with developing the project 
schedule. Project schedules built around the work breakdown structure are generally 
based on previous project information or expert knowledge, as discussed in previous 
chapters. Neither of these techniques is completely foolproof. For example, if an IS 
development project schedule is based on archived project information, even slight dif-
ferences between the previous and current projects can result in project delays. Further, 
basing schedule information on expert knowledge, although a valuable technique, none-
theless amounts to a risk taken by project managers because experts are only human, 
and humans make mistakes. In particular, people’s rationality is limited not only by 
the information people have available, but also by cognitive or time limitations; this 
bounded rationality can lead to suboptimal decisions. Likewise, systematic errors in 
thinking (i.e., cognitive biases) influence judgments and decisions; Table 9.1 lists some 
cognitive biases commonly influencing project teams (note that there are dozens of 
possible cognitive biases; refer to any textbook on behavioral economics for a discus-
sion on cognitive limitations and biases). Thus developing a project schedule and work 
breakdown structure during project planning inherently influences project risk.

During the execution, monitoring, and controlling of project activities, managers 
may find themselves faced with many decisions involving risk. For example, a vendor 

Figure 9.4 The use of new technologies can increase risk.
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may inform a manager that a critical project component is in danger of not meeting 
the scheduled delivery date. A good project manager would have anticipated this risk 
and planned the appropriate response accordingly; if this has not been done, the project 
manager must decide whether to delay activities that are to be performed before and 
after the component’s installation and focus on other project activities, or to proceed 
with the schedule as planned and take a risk that the component will be not delivered 
as scheduled. Another risk that may be taken by project managers involves technology 
upgrades, as discussed previously. Managers may find that an upgraded version of a 
technology has become available during execution. Even if the upgraded version comes 
at no additional cost, managers must still risk problems associated with the new version’s 
functionality. Monitoring and controlling processes can also carry risk, such as when 
deciding how to test the individual modules and the entire system.

During project closing, managers may also face risk. One major risk involves the 
acceptance of a vendor’s contract as finished. This can be especially risky if major con-
tracts are involved because the acceptance of the project may trigger significant closing 
payments to project contractors. Once the contracts have been signed off as met, it may 
become more difficult to get vendors to return and fix any problems without additional 
charges. Finally, control processes are used to monitor and react to project risk, a topic 
discussed more thoroughly in Chapter 12.

Techniques for Managing Project Risk
Risk is natural during IS development projects and is often magnified because new 
technologies and methodologies are used. However, using established project man-
agement processes can help mitigate risk during IS projects. Specific risk management 
processes as identified by the PMBOK Guide (2017) include Plan Risk Management, 
Identify Risks, Perform Qualitative Risk Analysis, Perform Quantitative Risk Analysis, 
Plan Risk Responses, Implement Risk Responses, and Monitor Risks. Project managers can 
use various information systems during risk planning and risk identification, as well 
as in the analysis of risk. As an example, knowledge management systems may help 
project managers in the risk identification process. Similarly, statistical tools and big 
data analytics may also help the project manager conduct quantitative risk analysis. 
The project management processes related to risk are summarized in Figure 9.5. Each 
process, including specific examples applying the tools and techniques, is discussed in 
more detail in the following sections.

Table 9.1 Examples of Cognitive Biases Influencing Project Teams

Bias Explanation

Anchoring bias People’s tendency to use even unrelated information as input into a judgment or decision

Availability heuristic People’s tendency to rely on examples or information that come to mind most easily

Confirmation bias People’s tendency to seek confirming evidence while discounting disconfirming evidence

False consensus effect People’s tendency to overestimate others’ agreement

Functional fixedness People’s inability to see or realize other creative uses of an object (or skills of a person)

Optimism bias People’s tendency to believe that they are more successful than their peers
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Common Problems: The Universal List of Software Project Risks

Software projects are notorious for being very 
difficult to manage, with many ending in failure. 
These problems are common not only among U.S. 
firms but also among organizations around the 
world. A survey of experienced software project 
managers from different countries (Finland, Hong 
Kong, and the United States) asked them to identify 
specific risk factors, and then rank and rate those 
risks in terms of their importance. The respondents 
considered nearly a dozen factors to be important. In 
order of their relative importance, they were

 • Lack of top management commitment to the 
project

 • Failure to gain user commitment
 • Misunderstanding the requirements
 • Lack of adequate user involvement
 • Failure to manage end user expectations
 • Changing scope/objectives
 • Lack of required knowledge/skills in the project 

personnel
 • Lack of frozen requirements
 • Introduction of new technology
 • Insufficient/inappropriate staffing
 • Conflict between user departments

Based on: Keil et al. (1998); Wallace and Keil (2004).

Figure 9.5 PMBOK (6th ed.) Project Risk Management processes
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Plan Risk Management 

The Plan Risk Management process involves a systematic approach to planning the 
risk management activities for a given project. It is important to plan a risk management 
strategy that matches the types of risk that may be encountered during the project 
and the importance of the project to an organization. Consider the development of a 
small-scale stand-alone IS project; extensive project risk management planning may 
not be necessary in this case. On the other hand, even the upgrading of the operating 
systems for dozens of office PCs should involve risk management, as any problems can 
incapacitate large parts of the organization.

Plan Risk Management—Inputs

Figure 9.6 lists the inputs required, the tools and techniques used, and the resulting 
outputs of the Plan Risk Management process. The inputs of risk management planning 
are the project charter, the project management plan, project documents (such as the 
stakeholder register), enterprise environmental factors (attitudes toward risk and risk 
tolerance), and organizational process assets (such as lessons learned, templates, or the 
organizational processes put in place to handle risk).

Plan Risk Management—Tools and Techniques

Risk management planning meetings represent the main tool used in the Plan Risk 
Management process. These meetings should be attended by senior managers, project 
team leaders, stakeholders, project members who have decision-making responsibilities, 
as well as experts in the area of risk management. During such meetings, a variety of 
risk-related issues are discussed and decided, including determining the plans for con-
ducting all risk management activities, as well as risk-related elements to be included 
in the budget and schedule. Further, responsibilities for dealing with risk are assigned. 
Likewise, data analysis techniques such as a stakeholder analysis can be helpful in 
determining the stakeholders’ risk tolerance. All of these factors are assembled into the 
output of the risk management planning process, specifically the risk management plan. 

Plan Risk Management—Outputs

The primary output from this process of risk management planning is a risk manage-
ment plan. PMI lists the following potential components of a risk management plan:

Plan Risk 
Management 
A systematic approach 
to planning the risk 
management activities 
of a given project.

Risk management plan 
An overall plan used 
to outline risks and 
the strategies used to 
manage them.

Figure 9.6 The PMBOK (6th ed.) Plan Risk Management process
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 • Risk Strategy. The risk strategy should provide a high-level outline of the approach 
to be followed in managing project risk. 

 • Methodology. The methodology should discuss the specific approaches to the man-
agement of risk during the project.

 • Roles and responsibilities. This component of the risk management plan should 
establish project members’ roles and responsibilities for the risk activities identi-
fied in the risk management plan.

 • Funding. This is simply the preparation of a risk-management budget for the 
project, including various contingency and management reserves.

 • Timing. This section of the risk management plan should outline how the risk 
management activities will fit within the project life cycle.

 • Risk categories. A structured representation of risk categories, such as using a risk 
breakdown structure to represent risks as hierarchical categories (similar to a 
resource breakdown structure).

 • Stakeholder risk appetite. This component of the risk management plan determines 
the criteria according to which risks will be acted upon, based on the risk appetite 
of the project stakeholders. 

 • Definitions of risk probability and impacts. Definitions of probability and impact 
levels (e.g., on a three-level scale as high, medium, or low, or on a five-level scale) 
and their expected impact, based on the nature of the project and the risk appetite 
of stakeholders. 

 • Probability and impact matrix. This section describes how risks are prioritized 
based on their probabilities and impacts, and provides templates for defining and 
categorizing risk impacts and probabilities.

 • Reporting formats. This section outlines the format for the risk response plan and 
describes how risk management processes will be documented and communicated 
during the project.

 • Tracking. Project risk planning activities should be tracked, documented, and 
archived for use during future projects.

Identify Risks 
The Identify Risks process consists of identifying and documenting potential risks to 
the project. This process should be performed by project managers, project teams, the 
risk management team, experts, customers, end users, outside experts, and additional 
stakeholders. 

Identify Risks—Inputs
Figure 9.7 illustrates the inputs, tools, and outputs of the Identify Risks process. The main 
inputs include various parts of the project management plan, including the require-
ments, schedule, cost, quality, and resource management plans, all of which are used to 
identify potential risks; likewise, the risk management plan specifies what is classified 
as risks, and how risks are classified and represented; the scope, schedule, and costs 
baselines are used to identify other areas that might lead to ambiguities or uncertain-
ties. In addition to these components of the project management plan, various project 
documents serve as inputs, including the assumption and issue logs, cost and duration 
estimates, and requirements documentation and resource requirements; the stakeholder 
register helps identify stakeholders who may participate in risk identification activities 

Identify Risks 
The process of 
identifying and 
documenting a 
project’s potential 
risks.
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or who may serve as risk owners, and the lessons learned register provides insights from 
prior projects. In addition, agreements and procurement documentation (discussed in 
Chapter 10) can be used to identify procurement-related risks. Finally, enterprise envi-
ronment factors (such as publicly available risk-related information and benchmarks) 
and organizational process assets (such as organizational controls or checklists) are used 
in identifying project risks. 

Identify Risks—Tools and Techniques
In addition to expert judgment, the project manager extensively uses data gathering 
and analysis techniques to identify risks. In prior sections, you have learned about the 
use of brainstorming and interviews to gather data to support various processes; in 
addition, checklists are valuable data gathering tools. In identifying risks, checklists 
enable risks for a project to be listed and checked off. They are especially useful for 
projects that are similar to past projects. Their limitation, however, is that it is often not 
feasible to develop a comprehensive list of potential project risks. You have also learned 
about various data analysis techniques, such as root cause analysis, or the analysis of 
assumptions and constraints. Another useful data analysis technique is a strengths, 
weaknesses, opportunities, and threats (SWOT) analysis. You may recognize this term 
from your management or marketing courses. A SWOT analysis can be used to increase 
the reach within which risks will be considered (see Figure 9.8). Finally, document 
analysis involves reviewing existing project documentation, which may include project 
plans and assumptions. Historical information is useful in developing the risk register 
and comprises any project risk management information collected during the course of 
previous projects. Specific sources of historical information may include

Figure 9.7 The PMBOK (6th ed.) Identify Risks process 
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 • Project files, which include previous risk management plans, project reports, and 
lessons learned

 • Published information, which is often contained in public databases, published 
reports, academic studies, and through published benchmarking information

Often, it is helpful to use prompt lists—which suggest risk categories—when devel-
oping the risk register (see Figure 9.9 for an example), the primary output from the 
risk identification process. Commonly used risk categories include technical, quality, 
or performance risks; project management risks; organizational risks; and external risks 
(see Table 9.2; PMI 2004).

The project manager may also use other commonly used strategic frameworks (such 
as PEST/PESTEL) to identify risk categories. Often, the different activities associated 
with identifying risks are conducted using meetings, where effective interpersonal and 
team skills are especially helpful in identifying a comprehensive list of risks.

Identify Risks—Outputs
The primary output of the risk identification process is the risk register, a key tool 
in managing project risk. The risk register includes a detailed list of identified risks 

Figure 9.8 A SWOT analysis can be used to increase the reach within which risks will be considered.

Table 9.2 Commonly Used Risk Categories (PMI 2004)

Risk Category Examples
Technical risks Reliance on new, unproven, or unreliable technology
Quality and performance risks Performance goals that cannot be easily met

Changing industry standards
Project management risks Risks associated with poor project planning and poor use of recognized project 

management processes
Organizational risks Inconsistent goals

Lack of funding
Conflicting priorities

External risks Legal events
Environmental concerns
Natural disasters, such as earthquakes and floods

Risk register 
A formal record 
listing all project 
risks, explaining the 
nature of the risk and 
management of the 
risk.
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and possible risk triggers (i.e., events that serve as early warnings of risk), potential 
responses to those risks, the root causes of the risk, and an updated list of risk categories 
(based on any new risks being identified that were not in the prior list of risk categories). 
A sample risk register is shown in Figure 9.9.

Ethical Dilemma: The Difficult Job of Managing Project Risk

Managers often face ethical dilemmas related to 
risk. Consider the following example of a project 
manager’s ethical dilemma during software testing. 
Normally, alpha testing—testing conducted to ensure 
that bugs are being fixed before a beta version of 
the product is released to real customers—is 
performed using test scenarios and simulated test 
data. During alpha testing of a new module for an 
enterprise resource planning (ERP) system, you 
notice that the engineer responsible for the testing 
has not generated test data, but instead extracted 
live customer data from the existing system to 
use as test data set. Given that the module being 

tested is accessible to various unauthorized staff 
throughout the organization, there is the potential 
that confidential customer data may leak outside the 
organization. As the alpha testing is already nearing 
completion, you have to decide whether you should 
complete the test, risking that customer data may 
become exposed, or whether you should terminate 
the test and restart with simulated test data; under 
this circumstance, you risk a significant delay in 
completion of the project, and your organization may 
have to pay substantial contractual penalties to your 
client.

Discussion Questions
1. Under what situation(s) would it be permissible to use live data for system testing?
2. If you were a project manager facing pressure to reduce costs or project duration by cutting corners, what 

tactic would you use to try to convince the manager to follow your advice?

Perform Qualitative Risk Analysis
The Perform Qualitative Risk Analysis process involves evaluating the potential 
impact and likelihood of specific risk occurrence, so as to prioritize risk responses. 
Throughout the life of the project, qualitative risk analysis tools are utilized to evaluate 
these dimensions. Figure 9.10 summarizes the required inputs, the tools and techniques 
used, and the resulting outputs for qualitative risk analysis.

Perform Qualitative Risk Analysis—Inputs
Inputs to the Perform Qualitative Risk Analysis process include the risk management 
plan, project documents (such as the risk register, the stakeholder register, and the 
assumption log), as well as enterprise environmental factors (such as commercial data-
bases or industry studies) and organizational process assets (such as historical informa-
tion from prior projects).

Perform Qualitative Risk Analysis—Tools and Techniques
A variety of tools and techniques specified by the PMBOK guide can be utilized in the 
Perform Qualitative Risk Analysis process. As with risk identification, expert judgment, 
data gathering techniques such as interviews, and meetings (using skilled facilitators) 
are commonly used to perform qualitative risk analysis; likewise, risk categorization, as 
previously discussed, can help determine which part of the project may be most suscep-
tible to risk. For example, a risk breakdown structure (similar to a WBS) can be used 
to identify the risks organized by project component. During qualitative risk analysis, 
various data analysis techniques have proven helpful. In particular, these are risk data 
quality assessment, risk probability and impact assessment, as well as the assessment of 

Trigger
Event that serves as an 
early warning of risk.

Perform Qualitative 
Risk Analysis 
The evaluation of the 
potential impact and 
likelihood of specific 
risk occurrence.
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other risk parameters. As any outputs can only be as good as the inputs, assessing the 
quality of the risk data is an important first step in performing qualitative risk analyses; 
in other words, the project manager attempts to determine completeness, objectivity, 
relevance, timeliness, and other aspects of the quality of the risk data. This might include 
project assumption testing, a tool used to further test the assumptions embedded in 
risk identification. Data precision ranking can be used for risk data quality assessments. 
The following dimensions are considered in such a ranking:

 • The extent to which a risk is understood
 • Available risk data
 • Data quality
 • Data integrity and reliability

Especially with ever-increasing availability of big data for project management, 
assessing the quality of these data becomes ever more important. Once the risk data 
has been determined to be of sufficient quality, the project manager determines risk 
probability and impact, which are important dimensions of qualitative risk analysis. 
Risk probability is concerned with the likelihood that a certain risk will occur and can 
be measured on a scale from very low to very high. Risk impact, or the consequences 
associated with the occurrence of a given risk, is concerned with the impact on project 
outcomes if the risk event occurs.

During probability and impact assessment, a probability/impact risk rating matrix 
is used to graphically represent project risk in terms of its probability of occurring 
and its impact on project outcomes. Probability scales are generally measured on a 
0 to 1 scale, where 0 represents no chance that the event will occur and 1 represents 
the certainty of its occurrence. Probability scores are most often determined through 
expert judgment and are thus susceptible to human error. Scores can be attributed on 

Figure 9.10 The PMBOK (6th ed.) Perform Qualitative Risk Analysis process

Project assumption 
testing 
A technique used 
during qualitative 
risk analysis to test 
the assumptions 
made during risk 
identification.

Probability/impact 
risk rating matrix
A technique used to 
analyze project risk in 
terms of its probability 
of occurrence and 
its impact on project 
outcomes.
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an ordinal scale, such as not at all likely to very likely, or by assigning specific values, 
such as 0.1, 0.2, 0.3, and so on. Impact scales represent the magnitude of the effect the 
risk occurrence may have on the project objective. Impact scores can be ratio scales, 
as for probability scales, or ordinal, in which specific values are assigned to potential 
impacts. Importantly, both measures and their associated scales should be developed 
independently by organizations to reflect their risk analysis preferences. An example 
of a probability/impact matrix is shown in Figure 9.11. Such a matrix can be applied 
to a particular project (which could help assess a project’s overall risk relative to other 
projects), or to particular components or tasks within a single project (which might help 
a project team prepare for project risks).

In addition to assessing risk probability and impact, the assessment of various other 
characteristics can help prioritize risk responses (see Figure 9.12). In particular, import-
ant characteristics include the strategic impact, the detectability and manageability of 
the risk, and the controllability of the outcome; likewise, risks differ in urgency (i.e., how 
quickly risk response must be implemented before they become ineffective), proximity 
(i.e., how long it takes before a risk will have an impact), dormancy (i.e., when the risk 
occurrence can be detected), and connectivity (i.e., in how far a risk is interrelated with 
other risks); finally, risks differ in propinquity, or in how far they are considered to be 
significant by different stakeholders. Differences in these characteristics are typically 
represented using hierarchical charts, such as bubble charts, where different dimensions 
represent different characteristics. Further, the project manager uses data representation 
techniques such as probability and impact matrices and hierarchical charts to present 
the risks visually. 

Perform Qualitative Risk Analysis—Outputs
The output from the qualitative risk analysis is updates to various project documents. 
Primarily, the project manager updates the risk register and the risk reports, in addition 
to updates to the assumption and issue logs, in case there have been changes to these 
items. 

Perform Quantitative Risk Analysis
Similar to qualitative risk analysis, the Perform Quantitative Risk Analysis process is 
used to analyze the probability of occurrence and the impact of risk on project objec-
tives. However, during quantitative risk analysis, more quantitative numerical analyses 
are conducted to determine the extent of the uncertainty. As quantitative risk analysis is 
effortful and requires high-quality data, it is typically only performed for large projects, 
or for projects with high strategic importance. However, big data analytics increasingly 
facilitates performing quantitative risk analysis even for smaller projects; further, project 

Figure 9.11 Probability/impact risk rating matrix

Perform Quantitative 
Risk Analysis 
The analysis of 
the probability of 
occurrence and the 
impact of risk on 
project objectives 
using numerical 
techniques.
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managers can draw on ever more data to perform quantitative risk analyses, so as to 
arrive at more accurate estimates. As with performing qualitative risk analyses, this 
process is undertaken throughout the project.

Perform Quantitative Risk Analysis—Inputs
Figure 9.13 lists the required inputs, the tools and techniques used, and the resulting 
outputs of the Perform Quantitative Risk Analysis process. Decision techniques enable 
project managers to

 • Assess the likelihood of realizing a specific project objective.
 • Quantify risks in terms of additional scheduling and cost needs.
 • Identify the most salient risks in terms of the project.
 • Set realistic targets in terms of scope, cost, and schedule.

Quantitative risk analysis can be performed separately or with qualitative analysis. 
Decisions whether to use one or the other or both should be made on an individual 
project basis.

Inputs for this process comprise outputs from the previous risk management pro-
cesses, including the risk management plan and the scope, schedule, and cost baselines, 

Figure 9.12 Other risk parameters include urgency, proximity, dormancy, manageability, controllability, 
detectability, connectivity, strategic impact, and propinquity.
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all of which can point to sources of risk. In addition, important inputs are cost and 
duration estimates, resource requirements, the milestone list, as well as cost and sched-
ule forecasts, and the assumptions and bases of the estimates. The risk register and risk 
report provide input about individual and overall project risk. Other valuable input 
includes enterprise environmental factors (such as published reports or databases) and 
organizational process assets (such as lessons learned or risk-related information from 
prior projects).

Perform Quantitative Risk Analysis—Tools and Techniques
As with many other processes, important tools and techniques used in the Perform 
Quantitative Risk Analysis process include expert judgment and data gathering tech-
niques such as interviewing. Interviewing techniques are instrumental during the Per-
form Quantitative Risk Analysis process because interviews with project experts and 
other stakeholders can assist in quantifying risk probabilities and consequences. A 
skilled facilitator can be valuable during interviews as well as risk workshops.

Probability distributions can be applied to represent risks or uncertain estimates. 
Such probability distributions can illustrate the probability of something’s occurring 
or, in some cases, more general results such as optimistic, most likely, and pessimistic 
scenarios.

Quantitative risk analysis techniques include the use of sensitivity analysis, decision 
tree analysis, expected monetary value analysis (EMV), and simulation. Sensitivity analy-
sis is used to determine which risks have the largest potential impact on a project. One 
example of a sensitivity analysis is the tornado analysis, which graphically shows, in 
descending order, which risks can cause the greatest variability in some outcome. The 
risks at the top can cause the greatest variability, and the risks at the bottom cause the 
least variability. A tornado analysis is illustrated in Figure 9.14; it shows how differ-
ent risks can cause variability in the base value of an information system. In this case, 

Figure 9.13 The PMBOK (6th ed.) Perform Quantitative Risk Analysis process

Sensitivity analysis 
A technique used to 
examine the potential 
impact of specific risks 
to a project.

Tornado analysis 
A diagramming 
technique that 
graphically shows, 
in descending order, 
which risks can cause 
the greatest variability 
on some outcome.
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changes in the discount rate, the ability to avoid costs, and the changing nature of 
hardware costs are the top three risk factors and could have a very large effect on the 
base value of this system. Conversely, uncertainty about the system’s ultimate revenue 
generating capability and about the costs associated with software licenses are likely to 
have much smaller effects on the base value. Another way of diagrammatically repre-
senting project risk is the use of influence diagrams, which represent the interrelation-
ships among entities, outcomes, and influences in a project. Using such diagram can 
help identify which aspects may be uncertain; such uncertainties can then be associated 
with a certain probability distribution.

Expected monetary value analysis is a statistical technique that captures the aver-
age value of potential projects by analyzing the likelihood of possible project outcomes 
as well as each outcome’s financial consequences. A graphical depiction of EMV can 
be captured in a decision tree analysis. A decision tree analysis is a diagramming tech-
nique used to evaluate a given course of action in terms of its costs and benefits relative 
to other courses of action. Figure 9.15 depicts a decision tree; the right-hand column 
shows the net path values. As illustrated in the figure, the choice to build a new plant 
or upgrade the existing plant was conducted using the EMV approach following these 
steps. First, the various project options are depicted (in this case, building a new plant or 
upgrading an existing plant). Next, the possible project consequences of pursuing those 
projects are illustrated (shown in the diagram as scenarios of strong and weak demand), 
along with their probability of occurrence and financial results. The net path value rep-
resents the value associated with a particular path (e.g., the first path in the diagram is 
valued at $200M) minus the costs of pursuing that option ($120M). To arrive at the 
EMV for each project option, you simply multiply the probability times the expected 
financial result for each project consequence, and then sum those values for each project 
option; finally, subtract the initial estimated project cost of each project option. Thus the 
EMV calculations as illustrated for Project 1 (new plant) would be

Figure 9.14 Tornado analysis

Expected monetary 
analysis (EMV) 
A statistical technique 
that captures the 
average value of 
potential projects 
by analyzing the 
likelihood of possible 
project outcomes 
as well as each 
outcome’s financial 
consequences.

Decision tree analysis 
A diagramming 
technique used to 
evaluate courses of 
action in terms of 
their potential cost 
and benefits relative 
to other courses of 
action.
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EMV = ((65% × $200M) + (35% × $90M)) – $120M = $41.5M

For Project 2 (upgrade), the EMV calculations would be

EMV = ((65% × $120M) + (35% × $60M)) – $50M = $49.0M

Using the EMV technique, a project selection committee would rate Project 2 as 
more desirable because of its higher EMV. In a decision tree diagram, the designa-
tion “True” indicates the selected project, whereas “False” indicates the rejected option. 
While this particular decision-making scenario focuses on a capital strategy (upgrading 
an existent plant or building a new plant), this technique could just as easily be applied 
to a make, buy, or upgrade decision related to an information system.

As defined in Chapter 7, simulation is a process of evaluating different scenarios 
and their effects on the project. Simulations typically refer to analytical methods that 
imitate some sort of real-life systems. Without using simulations, spreadsheet-based 
“what-if ” models typically only examine the effect of changes in input variables to one 
outcome at a time. In contrast, simulations vary input variables and examine multiple 
possible outcomes.

Monte Carlo analysis is probably the most recognized form of simulation analysis. 
In the case of a Monte Carlo simulation, values for uncertain input variables (such as 
changes in resource availability or time to complete particular project tasks) are ran-
domly generated over and over (typically several thousand times) to achieve a distri-
bution of possible project outcomes. The results of such analysis are typically displayed 
as an S-curve, representing the cumulative probability distribution of likely outcomes.

Figure 9.15 Decision tree and EMV analysis
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Perform Quantitative Risk Analysis—Outputs
Outputs from this stage again include updates to various project documents. Such 
updates include an overall assessment of the exposure to project risk (including the 
chances of project success and the degree of remaining variability), as well as a proba-
bilistic analysis of the project; this helps with planning the contingency reserves needed, 
identifying individual project risks, as well as identifying the major drivers of overall 
project risk. In addition, outputs include prioritization of project risks and possible risk 
responses. Finally, as quantitative risk analysis is performed throughout the project, 
trends in risks may become visible, which can assist in prioritizing changing risks and 
planning appropriate response.

Tips from the Pros: Effective Risk Management

Identifying and assessing risks should be an ongoing 
activity, yet in many organizations, these activities 
do not produce the desired results. Steve Minsky, 
the CEO of risk management software provider 
LogicManager Inc., suggests a five-step approach 
to improve the effectiveness of risk assessment:

 1. Look for root causes. Understanding the root 
causes of events is the first step in any risk 
assessment. Identifying the root cause 
as being related to issues with processes, 
systems, people, relationships, or external 
issues will suggest appropriate mitigation 
approaches.

 2. Remove subjectivity. Subjectivity in risk 
assessments is one of their biggest 
impediments. Consequently, Minsky suggests 
standardizing scales and criteria used to 
evaluate risks across the organization to 
minimize duplicate work and increase the 
usefulness of the assessments for different 
departments and business units.

 3. Link risks to controls. Without having clear 
linkages between the risk and potential 

controls or mitigation strategies, it will be 
impossible to assess the effectiveness of 
the controls. Therefore, it is crucial to have a 
formal approach to linking risks to controls, 
even if a control is used to address multiple 
risks.

 4. Link risks to strategic goals. Making sure to 
identify the risks associated with the most 
important strategic goals will help prioritize 
risks and obtain resources for potential 
mitigation approaches.

 5. Make risk a part of everyone’s job responsibility. 
By making risk part of everyone’s day-to-
day activities and responsibilities, you can 
minimize the chance that you will wake up to 
surprises, ranging from missed deadlines to 
budget overruns. 

It is clear that different contexts call for different 
strategies to mitigate risk, and each situation may 
present special challenges. By following a structured 
approach to assessing risks, project managers can 
effectively control risk and bring projects to success-
ful completion.

Based on: Minsky (2016).

Plan Risk Responses 
During the Plan Risk Responses process, methods for responding to project risks are 
developed. Responses are developed based on anticipated adverse effects of risk, as well 
as any opportunities that may be present as a result of a specific risk. Risk response 
planning should consider the severity of the risk, the type of project, and cost-benefit 
information. This process focuses on developing suitable risk management strategies 
as well as determining who is responsible for dealing with the risk. All project stake-
holders should agree upon any risk planning actions to be implemented. In general, the 
responses should focus on minimizing individual threats and maximizing individual 
opportunities, so as to reduce the project’s exposure to negative risks. Any response 
to be implemented should be appropriate, realistic, and cost-effective. Depending on 

Plan Risk Responses 
The process of 
developing methods 
for responding to 
project risks.
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the risks and their potential impacts, project managers may develop backup strategies, in 
case the originally planned risk responses may not be as effective as planned. Figure 9.16 
shows the required inputs, tools, and techniques used, and resulting outputs of the Plan 
Risk Responses process.

Plan Risk Responses—Inputs
Inputs to the risk response planning process include the project management plan and, 
in particular, the resource management plan, the risk management plan, and the cost 
baseline; these help determine roles and responsibilities, as well as resources and contin-
gency funds available for responding to risks. Further, various project documents serve 
as inputs to this process, including the project schedule, team assignments, resource cal-
endars, and the stakeholder register (to help with scheduling resources for responding to 
risks and identifying risk owners). Risk owners (project members who are responsible 
for specific risk activity decisions) should be involved during risk response planning. 
Other project documents include the risk register and risk reports (to prioritize risk 
responses), as well as the lessons learned register, which points to successful or unsuc-
cessful risk responses from earlier projects. Finally, enterprise environmental factors 
(such as risk thresholds) and organizational process assets (such as experts on response 
strategies) serve as inputs to this process.

Plan Risk Responses—Tools and Techniques
Many techniques and strategies are available for risk response planning. In planning risk 
responses, typical techniques include the use of expert judgment, data gathering and 
analysis skills, decision-making skills, as well as interpersonal and team skills. Particular 
strategies to deal with risks include escalation, avoidance/exploitation, transference/
sharing, mitigation/enhancement, and acceptance. 

Figure 9.16 The PMBOK (6th ed.) Plan Risk Responses process

Risk owner
Project member 
responsible for specific 
risk activity decisions.
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Risk escalation involves assigning the response to a higher organizational level—
for example, if the threat is beyond the authority of the project manager or has impli-
cations beyond the particular project. 

Risk avoidance is designed to avoid any identified threats to the project. Within an 
IS development project, this may include avoiding the use of an untested technology 
or avoiding changes to the scope of the system. Analogously, the project manager may 
seek to exploit opportunities to reap the most benefits, such as by assigning capable 
staff or utilizing new technologies. 

Risk transference involves the transfer of risk to another party. Risk transference is 
often facilitated through the use of contracts in which the risk associated with a given 
activity is transferred to another party. Depending on the type of contract being used, 
risk may be transferred from the seller to the buyer or from the buyer to the seller. For a 
detailed discussion of contracts, see Chapter 10, the procurement management chapter. 
A project manager may also share an opportunity and transfer it to a third party to share 
the benefits (as in joint ventures or teams).

Risk mitigation is used to reduce, eliminate, or transfer the chances of risk occur-
rence or to reduce the impact of the risk on project objectives. An example of risk 
mitigation during an IS development project is the use of a known technology provider 
rather than reliance on a less established vendor. Analogous to mitigating a threat, a 
project manager may enhance an opportunity, so as to increase the probability or impact. 
Having contingency plans can help identify the best risk mitigation strategies.

Risk acceptance occurs when managers simply decide that an effective response 
cannot be developed for a specific risk, or when the expected impact is minimal and any 
response would be costlier than taking no action. In such a circumstance, the project 
team may decide to not alter the project management plan to deal with this particular 
risk, given the lack of a suitable response strategy. For example, an IS development 
project team may accept the risk that a new version of a particular software released 
during the execution phase of a project may not function as intended.

On the overall project risk level, the same strategies can be used for opportunities 
and threats (although escalation is often not an option for overall project risk). Depend-
ing on the risks, some strategies may be contingent on certain events or conditions. 
In any case, the choice of strategy typically depends on the probabilities and impacts 
estimated during the Perform Qualitative Risk Analysis and Perform Quantitative Risk 
Analysis processes. 

Plan Risk Responses—Outputs
Outputs from the risk response planning process include updates to the project man-
agement plan, including the schedule, cost, quality, resource, and procurement manage-
ment plans, as well as to the scope, schedule, and cost baselines. Any of these changes 
have to go through formal approval procedures in the form of change requests. Other 
outputs include updates to the risk register and risk report, updates to the cost forecasts, 
project schedule, and project team assignments, as well as updates to the assumption 
log and lessons learned register. In the risk register, the responses are captured in a risk 
response plan, which includes some or all of the following components:

 • Any risks that have been identified, along with a description and the areas and 
objectives the identified risk may affect

 • The roles and responsibilities of any risk owners

Risk escalation 
A risk response 
strategy that involves 
assigning the 
response to a higher 
organizational level if 
the threat is beyond 
the authority of the 
project manager. 

Risk avoidance 
A risk response 
strategy designed to 
avoid potential project 
risks.

Risk transference 
A risk response 
strategy designed to 
transfer risk to another 
party.

Risk mitigation 
A risk response 
strategy in which steps 
are taken to mitigate 
project risk.

Risk acceptance 
A risk response 
strategy in which risks 
are simply accepted 
and contingency 
strategies are planned.

Risk response plan 
A documented plan for 
risk response.
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 • Qualitative and quantitative risk analysis results, as well as any trends identified 
during either of these processes

 • A description of the risk response strategies, including escalation, avoidance/
exploitation, transference/sharing, mitigation/enhancement, and acceptance, and 
the specific risks to which the various strategies will be applied

 • An acknowledgment of any residual risk projected to remain after any risk 
response strategies have been applied

 • A list of actions to be used to implement the risk response strategies
 • Budget and schedule information for any risk response
 • Any contingency plans used as part of an active response to accept risks

Some other terms are also useful to understand in risk response planning. Residual 
risks, or those risks that remain after avoidance, transfer, or mitigation strategies have 
been applied, are identified during risk response planning. Secondary risks are those 
risks resulting from the application of a risk response strategy. Risk-related contractual 
agreements for the purpose of risk transference are another important output of risk 
response planning. During an IS development project, they could include a transfer of 
responsibility for systems implementation or some other phase of systems development. 
Contingency reserve (a provision held in reserve by the project sponsor to meet unan-
ticipated changes in factors like project scope) amounts needed should be estimated 
based on risk information generated during risk management. Inputs to other processes, 
as with other risk management activities, represent another important output to be 
considered during response planning. For example, identified risks and their assigned 
response strategies may provide information for other project management processes. 
These risk response planning outputs serve as inputs to the project plan so that the risk 
response activities can be incorporated into the project schedule.

Global Implications: Outsourcing and Project Risk

There have been conflicting arguments for and 
against outsourcing. Advocates of the practice argue 
that it results in significant cost reduction, given 
that it provides access to advanced capabilities, 
cheaper labor, and reduced requirements to support 
an additional organizational function outside of 
one’s core competency. Opponents argue that 
outsourcing involves major risks. While certainly 
outsourcing does provide many opportunities, it is 
also important—particularly given the focus of this 
chapter—to understand the relationship between 
outsourcing and project risk.

One type of risk associated with outsourcing soft-
ware development projects concerns internal resis-
tance. Managers, project managers, developers, and 
other personnel in a company may feel threatened 
because they fear that there will be shifts in respon-
sibilities and power or possibly layoffs. For those 
reasons, affected individuals may act to sabotage 
an offshore project throughout the life cycle of the 
project, adversely affecting project success. Accord-
ing to Rick Pfeiffer, former head of Asia-Pacific IT and 

operations at General Electric Co., internal opposition 
plays a major role in 60 percent of failed offshore 
projects. Some of the ways to deal with internal 
resistance include ensuring strong support from 
upper management, picking the right people to be 
on the team, getting managers involved early in the 
outsourcing process, and appropriately reassuring 
employees regarding the goals of the outsourcing 
effort and how it will affect the company and project 
team members.

Another risk associated with outsourcing and 
offshoring is security and privacy. Some American 
companies fear that their data or proprietary pro-
cesses might fall into the wrong hands. For exam-
ple, recently, Jolly Technologies, which is a division of 
the U.S. company Jolly Inc., reported that portions of 
the source code and confidential design documents 
relating to one of its key products were stolen by 
an insider at its research and development center 
in Mumbai. Because of weak intellectual property 
laws and inefficient enforcement, the probability of 
intellectual property theft may be more pronounced 

Residual risks 
Any risks remaining 
after risk response 
strategies have been 
applied.

Secondary risks 
Any risks resulting 
from the application 
of a risk response 
strategy.

Risk-related 
contractual 
agreements 
Any contracts for 
the purpose of risk 
transference during 
the project.
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in other countries. To ensure security and privacy, 
American companies have been demanding that out-
sourcing companies in these countries put security 
measures in place. These include physical security 
measures, such as electric fencing around buildings, 
the use of card keys and biometric authentication 

devices to gain access to facilities, and closed-circuit 
TVs for surveillance. Companies also want their data 
and information systems to be protected through 
the use of event logging and monitoring tools, intru-
sion-detection systems, firewalls, and encryption 
technologies.

Based on: Gnatyk (2018); Ribeiro (2004); Thibodeau (2004); Vijayan (2004).

Implement Risk Responses
The Implement Risk Responses process puts the Plan Risk Responses process into 
motion. Performed throughout the project, this process is designed to implement the 
risk response plan devised in the Plan Risk Responses process, so as to minimize threats 
and maximize opportunities and manage overall project risk exposure. We will discuss 
the inputs, tools and techniques, and outputs of this process in Chapter 11.

Monitor Risks 
Consistent with the process of project management control, identified risks must be 
monitored for change and controlled. Just as implementing risk responses, the Monitor 
Risks process generally takes place over the entire life of the project. Although risk 
monitoring will be covered in depth in Chapter 12, we introduce the topic here. The 
purpose of risk monitoring and control is to identify, analyze, and plan for newly aris-
ing risks; to watch existent risks (on the watch list); to monitor conditions that would 
trigger risk responses; and finally, to determine if such responses are working. Risk 
monitoring employs such tools as reserve analysis using performance data, project risk 
response audits, technical performance analysis, and others to update the risk register 
and project management plan and other outputs. Again, a more complete treatment 
of this topic is reserved for Chapter 12. Figure 9.17 shows a list of the required inputs, 
tools and techniques used, and resulting outputs of the Monitor Risks process.

Managing Project Risk and PMBOK
In this chapter, we have focused primarily on Knowledge Area 11, Project Risk Man-
agement, within the Project Management Body of Knowledge (PMBOK, 2017). In this 
chapter, we have identified the various processes of Project Risk Management, includ-
ing Plan Risk Management, Identify Risks, Perform Qualitative Risk Analysis, Perform 
Quantitative Risk Analysis, Plan Risk Responses, Implement Risk Responses, and Monitor 
Risks. We have also identified the various tools and techniques that can be used in man-
aging risk. Figure 9.18 identifies this coverage and illustrates the coverage of upcoming 
chapters as well.

Implement Risk 
Responses 
The process of 
reacting to identified 
project risks so as 
to minimize threats 
and maximize 
opportunities, and 
manage overall project 
risk exposure.

Monitor Risks 
The process of 
monitoring identified 
risks for change and 
controlling those 
changes.

Project risk response 
audits 
Audits designed 
to evaluate the 
effectiveness of risk 
response strategies 
and risk owners.

Periodic project risk 
reviews 
Reviews designed 
to review existing 
risk activities and to 
monitor any changes 
to the project.

Technical 
performance 
measurement 
A tool used to 
determine whether 
important technical 
milestones are being 
met.
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Figure 9.17 The PMBOK (6th ed.) Monitor Risks process

Figure 9.18 Chapter 9 and PMBOK (6th ed.) coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��

  Information Systems Project Management,
Edition 2.0



348 • Chapter 9 / Managing Project Risk

5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources �� ��
10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ⚫      

11.2 Identify Risks                 ⚫   ��  

11.3 Perform Qualitative Risk Analysis                 ⚫      

11.4 Perform Quantitative Risk Analysis                 ⚫      

11.5 Plan Risk Responses                 ⚫      

11.6 Implement Risk Responses ⚫ ��

  Information Systems Project Management,
Edition 2.0



Chapter Summary • 349

11.7 Monitor Risks                 ⚫     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ��

Running Case: Managing Project Risk

“I received the official notice of Maria’s promotion 
to Minneapolis. It’s too bad that we lost our only 
contact on the floor,” says James.

“I’m sure Maria will be willing to spend some time 
on the project from Minneapolis. At least for the tran-
sition phase while we find someone else to replace 
her on the project,” said Cindy.

“I’m not sure,” said James. “Trey has talked to 
her and said that she would require a few months 
to settle into her new environment before she can 
contribute to the project.”

“Looks like we’ll just have to work without her till 
the next person comes in!” Cindy exclaimed.

“That’s fine,” said James as he turned to Kevin 
and Trey. “Would you both find out the tasks that 
Maria was assigned and the resources that she had 
planned for those tasks? I’d like to see how much is 
done and how much is left. Depending on this, I’d like 
to see how much can be held off till the new person 
comes in.”

“Sure,” said Kevin, while Trey nodded his head. 
Both of them walked out of conference room chat-
ting about Maria.

James took a brief call, and after getting off the 
phone said, “We got a new person from the store in 
Irvine, California! His name is Rick Piccoli. He should 
be on the phone with us in a few minutes.”

Just then, Trey stormed into the room and said, 
“Angela McKenzie has given her two months’ notice 
because she received an offer from BestBuy. I’m sure 
we’ve lost her, too.”

“That’s okay. Forget about Maria’s part; I think 
we’ve got her replacement. Would you both see the 
status of Angela’s part in the project? By the way, 
Maria’s replacement is Rick Piccoli from the Irvine 
store,” said James.

Trey nodded his head in his characteristic manner 
and left.

“One after the other!” James exclaimed. “This 
really had the potential to throw off the project. Man-
aging project risk would not have been so easy with-
out such explicit scheduling and resource allocation.”

“I can take on most of Angela’s work,” offered 
Cindy. “I’ve done a little bit of customer relations quite 
some time back.”

“Thanks. I’ll need all the help I can get if I want to 
keep this project on schedule!”

Adapted from: Valacich and George (2017).

Chapter Summary
Understand the concept of risk and its relationship 
to project management. Risk is frequently defined 
in terms of potential losses, but as we have seen from 
this chapter, the Project Management Institute thinks 
of risk as “an uncertain event or condition that, if it 
occurs, has a positive or a negative effect on a project 
objective”; accordingly, risks can offer opportunities 
as well as threats. Further, risk should be considered 

to be a combination of both the probability of occur-
rence and the overall effect of the occurrence. Risk 
may be associated with the project management pro-
cess groups of initiation, planning, execution, closing, 
and control. Teams may be formed to manage risk 
during projects, and the forming of teams may be 
risky as well.
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Identify sources of risk and their effect on infor-
mation systems projects. Risk is natural during IS 
development projects. Specific sources of risk were 
discussed as they pertain to the unique nature of IS 
projects. Among these were risks as a result of the 
rapid technological change associated with today’s 
businesses, the difficulty of hiring and retaining key 
IS personnel, acceptance by diverse users, and the 
numerous systems development methodologies avail-
able. Using established project management processes 
can help mitigate risk during IS projects.

Apply techniques for managing project risk. Spe-
cific risk management processes include Plan Risk 
Management, Identify Risks, Perform Qualitative Risk 
Analysis, Perform Quantitative Risk Analysis, Plan 
Risk Responses, Implement Risk Responses, and Moni-
tor Risks. Many tools and techniques used during risk 
management were discussed in this chapter. Among 
them were information gathering techniques such as 
brainstorming. Qualitative and quantitative analysis 
tools such as probability/impact matrices were dis-
cussed. Finally, risk response strategies such as escala-
tion, avoidance, mitigation/exploitation, transference/
sharing, and acceptance were also discussed. 

Key Terms Review
A. Decision tree analysis
B. Expected monetary value analysis
C. Identify Risks 
D. Implement Risk Responses 
E. Issue
F. Monitor Risks
G. Perform Qualitative Risk Analysis
H. Perform Quantitative Risk Analysis
I. Periodic project risk reviews
J. Plan Risk Management 
K. Plan Risk Responses
L. Probability/impact risk rating matrix
M. Project assumption testing
N. Project risk response audits
O. Residual risks
P. Risk

Q. Risk acceptance
R. Risk avoidance
S. Risk escalation 
T. Risk management plan
U. Risk mitigation
V. Risk owner
W. Risk register
X. Risk response plan
Y. Risk transference
Z. Risk-related contractual agreements
AA. Secondary risks
BB. Sensitivity analysis
CC. Technical performance measurement
DD. Tornado analysis
EE. Trigger

Match each of the key terms with the definition that best fits it.

 1. A diagramming technique that graphically shows, in descending order, which risks can cause the 
greatest variability on some outcome.

 2. A diagramming technique used to evaluate courses of action in terms of their potential cost and benefits 
relative to other courses of action.

 3. A documented plan for risk response.
 4. A formal record listing all project risks, explaining the nature of the risk and management of the risk.
 5. A risk response strategy designed to avoid potential project risks.
 6. A risk response strategy designed to transfer risk to another party.
 7. A risk response strategy in which risks are simply accepted and contingency strategies are planned.
 8. A risk response strategy in which steps are taken to mitigate project risk.
 9. A risk response strategy that involves assigning the response to a higher organizational level if the threat 

is beyond the authority of the project manager. 
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10. A statistical technique that captures the average value of potential projects by analyzing the likelihood 
of possible project outcomes as well as each outcome’s financial consequence.

11. A systematic approach to planning the risk management activities of a given project.
12. A technique used during qualitative risk analysis to test the assumptions made during risk identification.
13. A technique used to analyze project risk in terms of its probability of occurrence and its impact on 

project outcomes.
14. A technique used to examine the potential impact of specific risks to a project.
15. An event or situation that has happened and has a negative effect on one or more project objectives.
16. A tool used to determine whether important technical milestones are being met.
17. An overall plan used to outline risks and the strategies used to manage them.
18. An uncertain event or condition that, if it occurs, has a positive or negative effect on one or more project 

objectives.
19. Any contracts for the purpose of risk transference during the project.
20. Any risks remaining after risk response strategies have been applied.
21. Any risks resulting from the application of a risk response strategy.
22. Audits designed to evaluate the effectiveness of risk response strategies and risk owners.
23. Event that serves as an early warning of risk.
24. Project member responsible for specific risk activity decisions.
25. Reviews designed to review existing risk activities and to monitor any changes to the project.
26. The analysis of the probability of occurrence and the impact of risk on project objectives using numer-

ical techniques.
27. The evaluation of the potential impact and likelihood of specific risk occurrence.
28. The process of developing methods for responding to project risks.
29. The process of identifying and documenting a project’s potential risk.
30. The process of monitoring identified risks for change and controlling those changes.
31. The process of reacting to identified project risks so as to minimize threats and maximize opportunities 

and manage overall project risk exposure.

Review Questions
 1. Define risk.
 2. Explain how project risk can have both a positive and a negative effect on a project objective.
 3. Describe how risk can affect each stage of the project life cycle.
 4. What are the different risk management processes? Provide a brief description of each.
 5. Give two examples of risk during an information systems development project.
 6. List two inputs for each of the Project Risk Management processes (note that the Implement Risk 

Responses process is not discussed in this chapter).
 7. List two outputs for each of the Project Risk Management processes (note that the Implement Risk 

Responses process is not discussed in this chapter).
 8. List two tools or techniques for each of the Project Risk Management processes (note that the Implement 

Risk Responses process is not discussed in this chapter).
 9. Describe probability/impact risk analysis.
10. Discuss qualitative risk analysis.
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11. Discuss the various techniques for quantitative risk analysis.
12. List the common elements of a risk response plan.
13. Compare and contrast risk avoidance, risk transference, risk mitigation, and risk acceptance.
14. Explain the different categories of risk pertaining to the uniqueness of IS projects.

Chapter Exercises
 1. Identify the common sources of risks in information systems projects. Provide suggestions for managing 

them.
 2. Find an example of a risk management plan on the internet or any other source. What are the elements 

of this plan?
 3. Using the internet or any other source, write a two-page report on information gathering techniques. 

Be sure to discuss the information gathering techniques discussed in the chapter.
 4. Think of a recent project that you were involved in (or the project you are involved in as part of your 

current course). What were some of the risks you faced? Were some of the risks more likely to occur 
than others? What was the potential impact of the risks you faced? Using this information, construct 
a probability/impact matrix as outlined in this chapter.

 5. Using the internet or any other source, write a two-page report on qualitative and quantitative risk 
analysis. Be sure to discuss the analyses discussed in the chapter.

Chapter Case: Sedona Management Group and Managing Project Risk

All projects involve a certain level of risk. Project risk 
is any uncertain event that may have a positive or 
negative effect on a project objective. Project Risk 
Management, therefore, involves understanding 
the possible problems that might occur during the 
project life cycle and how they will affect the success 
of the project. Significant improvements in project 
outcomes result from effectively managing project 
risk. Organizations need to understand that Project 
Risk Management processes are an investment—
these processes cost money but can also yield 
benefits.

Sedona Management Group (SMG) typically 
associates different categories of risks with the infor-
mation systems projects they pursue. The first cate-
gory includes risks associated with the constant flux 
of technology in today’s business environment. The 
team at SMG has mitigated—or reduced—this type 
of risk by constantly scanning for new technologies 
that will reduce development time, reduce the costs 
of maintenance, and stimulate the reuse of code in 
an efficient manner for new projects. The second cat-
egory includes risks associated with locating, hiring, 
and retaining competent personnel. As mentioned in 
an earlier case, SMG strives to provide a work envi-
ronment that has a fun organizational culture and 
that is also professionally and financially rewarding. 
Providing such a work environment has been a criti-
cal element in SMG’s ability to hire and retain valued 

employees and in its success in today’s high-tech-
nology business environment. The third category 
involves risks associated with the user’s acceptance 
of the system. The Sedona team mitigates this type 
of risk by keeping the customer constantly involved 
throughout the life cycle of the project. Consequently, 
SMG’s customers know what to expect, and there are 
no surprises.

Risk occurs at every stage of the project life cycle. 
In the initiation phase, risk occurs in the project 
selection process. In any company, the selection of 
the wrong project, whether in terms of profitability or 
complexity, may harm the company. In the case of 
SMG’s commercial website development business, 
the result might be that the company could no longer 
sustain itself. As a result, SMG employs a detailed 
process for selecting projects, and as mentioned 
earlier, projects that don’t meet SMG’s criteria are 
rejected.

In the planning stage, other types of risks may 
be encountered. Tim Turnpaugh recognizes that the 
probability of project success increases with good 
planning. The company’s experience with success-
ful projects over the last ten years helps the Sedona 
team define the scope, time, and cost of any project 
quite accurately. By using processes that accurately 
identify project scope, the team can determine the 
budget and time it would take to complete the proj-
ect. All of these standardized processes are used to 
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manage project risk. The contract that SMG uses for 
its clients also minimizes the risks associated with 
the development process by explicitly describing the 
customers’ expectations, the technology used in the 
development of the system, the capabilities of the 
final system, the customer’s availability for project 
related communication, and finally the costs associ-
ated with any changes in project scope.

In the execution phase, other types of risks will 
be encountered. Despite a thorough plan developed 
with the client, there is still the risk that the project 
somehow won’t meet client expectations. To miti-
gate this risk, SMG involves the customer through-
out the development process, so that any potential 
issues can be identified early. In the case of the 
Seattle Seahawks, the Sedona team produced sev-
eral different potential designs based on the initial 
requirements set forth by the Seahawks. Mike Flood, 
the Seahawks’ manager in charge of the develop-
ment effort, was able to assess these prototypes in 
connection with potential website users and chose 

to continue the development process with the ver-
sion that seemed to best meet their needs.

Another area where risk can be managed is in 
project control and closure. Project control involves 
measuring the progress of the project in terms of 
the project objectives, monitoring any deviation from 
the project plan, and taking any corrective action 
required to match the progress with the plan. Turn-
paugh has rigid rules about change requests. If the 
customer requests any substantial changes during 
the project life cycle, these change requests will 
result in a modified project budget and schedule. The 
purpose of project closure involves ensuring that the 
project deliverables have been completed and deliv-
ering the final product to the customer. The Sedona 
team ensures that the customer understands how 
to adequately maintain the delivered system, which 
prevents downstream maintenance risks, as well as 
risks to Sedona’s reputation. At the closure stage, 
SMG also documents any lessons learned during the 
project to reduce the risks of future efforts.

Chapter 9 Project Assignment
During the life cycle of a project, it is important to 
manage risk because it can have an impact on the 
project scope, schedule, and budget. In this exercise, 
you will have to identify the potential risks that might 
occur when you are developing the entertainment 
website.

 1. Define risk as it relates to your project.

 2. Identify sources of risks that will occur at 
different stages of your project.

 3. Referring to Chapter 8 (which discusses quality 
management), develop a cause-and-effect, or 
fishbone, diagram to trace the root causes of 
the risks you identified for Question 2.

 4. Discuss the different techniques (e.g., risk esca-
lation, avoidance/exploitation, transference/
sharing, mitigation/enhancement, and accep-
tance) that you will use to address these risks.

 5. Develop a risk response plan, which is a 
documented plan for risk response. The 
document should contain

  • The identified risks
  •  The project areas or objectives the risk may 

affect
  •  The roles and responsibilities of any risk 

owners
  •  A description of the risk response strategies, 

including escalation, avoidance/exploitation, 
transference/sharing, mitigation/enhance-
ment, and acceptance that will be used to 
address the identified risks

  •  An acknowledgement of any residual risks 
projected to remain after any risk response 
strategies have been applied

  •  A list of actions to be used to implement the 
risk response strategies
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Opening Case: Outsourcing Is Big Business

Outsourcing is big business. Research and consulting 
firm Gartner estimated that worldwide spending on 
information technology (IT) services would surpass 
US$1 trillion in 2017. When an organization decides 
to outsource its IT development and management, 
it typically looks to a few familiar firms. IBM, one 
of the best-known names in IT, is the leader in the 
global managed IT services market. Together, IBM, 
DXC Technology, and Fujitsu are controlling more 
than 50 percent of that market.

IT outsourcing varies in scope and range of ser-
vices provided, but outsourcing contracts typically 
involve a company’s handing over such major tasks 
as data center management, software development, 
call center operations, and desktop and network sup-
port to an IT service provider.

Known for its many widely recognized brands, 
such as Cuervo tequila (Figure 10.2), Guinness 
beer, and Smirnoff vodka, beverage maker Diageo 

extensively used IT outsourcing and had a long-
term agreement with HP for the management of its 
IT infrastructure. In 2003, Diageo signed over man-
agement of its worldwide IT infrastructure to IBM. 
Analysts estimated the deal to be worth $400–500 
million over seven years. As Diageo was formed 
through the merger of beverage makers Guinness 
and Grand Met, along with subsequent acquisitions, 
another part of the outsourcing agreement involved 
the integration of several disparate systems the 
company had acquired through that mergers and 
acquisition process. In 2014, Diageo signed an 
agreement with the Indian outsourcing company 
Tata Consulting Services to manage its IT infrastruc-
ture. Clearly, companies are always looking for IT ser-
vices provides that best meet their needs. Diageo’s 
switch to Tata is a sign that other players beyond 
the traditional giants continue to gain market share.

Based on: BCC (2018); Flinders (2014); Hines (2003); Van der Meulen and Pettey (2018).
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Introduction
As the opening case illustrates, outsourcing the management of a company’s informa-
tion technology infrastructure is big business, and procurement of information tech-
nology and information systems has become a major part of most projects. Almost no 
serious systems development is done from scratch by in-house information systems 
personnel anymore. Instead, entire systems or various system components are pur-
chased from outside the organization and then integrated with existing systems. In 
some cases, development and management of systems is completely handed over to 
another company, as is the case with the outsourcing example in the opening case. As 
in the opening case, companies tend to attempt to reduce costs for systems that do not 
add strategic value—that is, if the system is used to run the business and considered a 
cost center (see the “run, grow, transform” model introduced in Chapter 5). Whether a 
company is procuring an entire information systems infrastructure and its management 
or simply the software components needed for its internal systems development efforts, 
procurement, the subject of this chapter, becomes a key project management activity.

This chapter has two main parts. The first part is about the many current choices 
available today for systems development. This section of the chapter is organized 
according to the types of organizations from which software or its components can 
be procured. These include packaged software providers, open source software, Soft-
ware-as-a-Service (SaaS) providers, vendors of enterprise-wide solution software, and 
information technology services firms. The second part of the chapter is about the pro-
curement process and the various steps that are a part of it. These project procurement 
processes include Plan Procurement Management, Conduct Procurements, and Control 
Procurements.

Alternatives to Internal Systems Development
In the early days of computer-based organizational information systems, companies 
typically had to develop systems from scratch to support their individual business 
processes. Few experienced systems developers existed, and systems development 

Figure 10.2 Tequila is distilled from the blue agave. Source: CC-BY-SA-4.0, Faguilal.
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methodologies were often only loosely followed. As a result, documentation was often 
lacking, and systems maintenance tended to be a daunting task. Addressing these 
issues, systems developers increasingly attempted to take a more engineering-oriented 
approach to systems development, with a stronger focus on highly structured meth-
odologies and well-documented development processes. This was increasingly possible 
due to the emergence of computer-assisted software engineering (CASE) tools, which 
not only helped develop systems, but also helped create useful documentation. How-
ever, this focus on highly structured methodologies led to relatively rigid and inflexible 
systems, which could not easily be adapted to changing business needs. For in-house 
development, organizations now increasingly turn to agile methodologies, which allow 
for an expedited approach to systems development focusing on iterative development, 
incremental delivery, and frequent feedback, so as to be able to quickly react to changing 
business conditions or user needs.

In the first wave of developing computer-based information systems, organiza-
tions were forced to develop their own systems internally, as the off-the-shelf software 
industry only took off in the late 1960s, and organizations did not have the possibility 
to purchase packaged software for even generic business functions such as accounting 
or human resources. As the packaged software industry took off, many developers con-
tinued to believe that high quality software that would meet the organization’s needs 
could only be built in-house and rejected off-the-shelf software—often referred to as 
the “not built here” syndrome. While more rigorous development methodologies helped 
improve the quality of the software and the documentation, systems development con-
tinued to be a relatively slow process. With the widespread diffusion of the internet in 
the mid-1990s, organizations’ business needs tended change more rapidly, making slow 
and inflexible in-house development processes increasingly impractical. Thus, especially 
for generic business processes, obtaining software from outside providers has become 
the norm.

Therefore, information systems development today typically involves the procure-
ment of individual systems components or even entire systems. Consequently, internal 
IT departments now focus less on developing systems, but spend increasing efforts 
integrating externally obtained components and systems. The question is, how and 
where can organizations obtain components or entire systems? In this chapter, we 
will discuss the various sources of software. Given the various options, understanding 
external acquisition (i.e., the procurement of products and/or services from an outside 
vendor) and the associated procurement processes become increasingly important; we 
will discuss these processes in the latter part of this chapter.

External Acquisition
Broadly categorized, there are five sources of externally developed information systems 
or application software: (1) packaged software providers, (2) open source software, (3) 
Software-as-a-Service providers, (4) vendors of enterprise-wide solution software, and 
(5) information technology services firms (Figure 10.3). Whereas some of the orga-
nizations focus on generic software for common business processes, others provide 
custom-made systems or solutions for their clients’ particular needs. When deciding on 
how to externally acquire systems, organizations need to consider the lifetime costs of a 
system, which not only include the initial costs for purchasing and installing the system, 
but also the ongoing costs for system maintenance, which tend to be lower for commer-
cial off-the-shelf software (often referred to as COTS) than for custom-built systems. 

External acquisition 
The procurement 
of products and/
or services from an 
outside vendor.
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Packaged Software Producers
Since the 1960s, the software industry has seen tremendous growth. Today, several of 
the largest computer companies are primarily focusing on software development. For 
example, whereas Microsoft at times has ventured into developing hardware, such as the 
Surface family of devices, more than 63 percent of the company’s revenue comes from 
selling software, such as the Windows operating system, the Office productivity suite, 
or the CRM and ERP application Dynamics 365. Likewise, Oracle almost entirely 
focuses on database software and enterprise systems, as does SAP, which is one of the 
largest developers of enterprise-wide information systems.

Various companies focus on developing prepackaged software geared toward generic 
tasks or business processes. For example, Intuit’s Quicken, QuickPay, and QuickBooks 
can be used for relatively standardized accounting tasks in almost all industries. These 
systems, developed by packaged software producers, are normally sold as is, and are 
thus often referred to as off-the-shelf or shrink-wrapped systems; this type of software 
is typically distributed as executables, so the source code cannot be accessed. While 
large software companies typically offer broad-based packages targeted at mass mar-
kets, other companies focus on very specific needs of niche markets, such as software 
for running a day care center. Packaged software producers may focus on one particular 
platform or may develop software for different platforms (such as Microsoft Office, 
which is offered as PC and as Mac versions). Typically, packaged software producers 
consult with key customers in the early stages of development, so as to define market 
needs and test and improve the system.

A distinguishing aspect of off-the-shelf software systems is that they are generic 
and can typically not be customized to account for the needs of individual organiza-
tions. As they cannot be customized, such applications are sometimes referred to as 
turnkey systems. However, producers of turnkey systems typically take user feedback 
into account when developing future releases of their applications. Other of-the-shelf 
systems can be modified to a certain degree, allowing organizations to adapt the system 
to their particular needs. Yet those modifications are typically limited, and organizations 
are unlikely to find shrink-wrapped software that meets the exact needs of the organiza-
tion. Based on published estimates, at most 70 percent of any given off-the-shelf appli-
cation meets the of an organization, with up to 30 percent of the features going unused.

Figure 10.3 Sources of externally developed information systems or application software

Packaged software 
producer 
Company in the 
business of developing 
and selling off-the-
shelf software.

Turnkey system 
Off-the-shelf 
software that cannot 
be modified to 
meet the specific, 
individual needs of an 
organization.

  Information Systems Project Management,
Edition 2.0



Alternatives to Internal Systems Development • 359

Open Source Software
In contrast to proprietary off-the-shelf software, the source code of open source software 
can be accessed and modified as needed. Rather than being developed by commercial 
entities, open source software is developed by (sometimes very large) communities of 
interested people (these can be independent individuals or employees of software firms). 
Open source software alternatives now exist for most types of systems, ranging from 
operating systems (e.g., Linux and Android), database systems (MySQL), web browsers 
(Firefox), to email software (Thunderbird). While open source software is often freely 
available, various companies have developed business models around providing service 
or maintenance for open source software, or by selling enterprise versions with higher 
levels of reliability security, or scalability, so as to reduce risks for organizations.

Software-as-a-Service Providers
Both off-the-shelf and open source software are typically designed to be installed and 
run in-house, on an organization’s computers. In contrast, Software-as-a-Service (SaaS) 
providers offer software that is hosted “in the cloud” (i.e., on the provider’s infrastruc-
ture). In other words, this software is typically accessed remotely via a web browser, and 
the software itself (as well as the data in some cases) is stored on the providers’ systems. 
In other words, SaaS can be seen as a form of on-demand computing, where comput-
ing resources are provided on an as-needed basis. Typically, SaaS providers use a utility 
computing model, such that the organization only pays for the resources (processing, 
data storage, or data traffic) that are being used (Dignan, 2002), and resources can be 
adjusted based on demand, making such systems highly scalable. Given that the pro-
vider is responsible for the purchase, installation, and maintenance of the underlying 
infrastructure, using SaaS is a form of risk transference. 

Just as open source software has seen rapid increases in popularity, increases in band-
width have contributed to increasing popularity of SaaS. SaaS providers offer a variety 
of software, ranging from office automation tools (such as Microsoft Office Online) to 
enterprise resource planning systems, often geared toward small and medium enter-
prises. For example, Salesforce.com offers customer relationship management systems, 
and SAP even offers enterprise resource planning systems (SAP Business ByDesign) on 
a SaaS basis. In addition to software being hosted in the cloud, organizations can use 
Platform-as-a-Service (PaaS) and Infrastructure-as-a-Service (IaaS). For example, pro-
viders such as Rackspace.com, Amazon.com, and Microsoft Azure provide platforms 
that allow customers to run their own applications (PaaS), or offer basic computing 
infrastructure (such as processing, storage, or networking) on an as-needed basis (IaaS), 
giving the customer maximum control over what is being implemented.

Enterprise Solutions Software
As organizations have grown to be more complex, they have attempted to move away 
from disparate legacy systems toward integrated systems for managing business pro-
cesses. Such integrated solutions, called enterprise resource planning systems (ERP), 
provide modules supporting individual business functions, such as accounting, distri-
bution, manufacturing, and human resources. However, rather than purely focusing 
on business functions, these modules are integrated in a way to allow for seamless 
integration of business processes, such that a process can be completed without having 
to move data between separate systems. Likewise, such systems increase data quality 
and availability throughout an organization, allowing the organization to have more 

Open source software 
Systems software, 
applications, and 
programming 
languages of which 
the source code is 
freely available for use 
and/or modification.

On-demand 
computing 
Provision of computing 
resources on the basis 
of users’ needs.

Utility computing 
A service provisioning 
model where 
resources (such as 
processing, data 
storage, or networking) 
are provided as 
needed, and the 
organization only pays 
for the services used.

Enterprise resource 
planning (ERP) 
system 
A system that 
integrates individual 
traditional business 
functions into a 
series of modules 
so that a single 
transaction occurs 
seamlessly within a 
single information 
system rather than 
over several separate 
systems.
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up-to-date and complete information about business processes, customers, and the 
like. For example, the handling of an order, including the order entry, inventory man-
agement, shipping, billing, and after-sales-service processes are integrated in a uni-
fied system, such that all aspects of a transaction can be completed within the same 
system using the same underlying data. ERP systems are typically developed by very 
large software companies, the most well-known being SAP and Oracle; recently, these 
behemoths have seen increased completion from ERP solutions targeted at small and 
medium enterprises, often provided on an SaaS basis.

Using an integrated system helps increase the consistency and accuracy of the data 
and helps speed up business processes. Further, ERP systems are often somewhat flexi-
ble, in that they allow adding modules and configuring processes based on a company’s 
particular needs. However, given the very nature of these systems, they tend to be very 
large and highly complex, so that implementing ERP systems is typically a lengthy, 
costly, and risky project. In fact, examples abound where ERP installation projects 
have run far over budget or time or have been abandoned before the system has been 
implemented. In addition, implementing ERP systems requires standardizing data and 
processes across the organization, and many large-scale ERP systems (notably SAP) 
necessitate modifications to a company’s business processes to match the software. Both 
of these aspects greatly contribute to the risk of implementing such systems, especially 
if stakeholders do not sign off on the objective of standardization. Given the complexity 
and risk of going with one single ERP solution, some companies have moved toward a 
best-of-breed strategy, integrating different modules from different ERP vendors (e.g., 
SAP’s order entry modules and Oracle’s financial and human resources modules) to 
maximize the benefits. Yet this approach introduces new difficulties, such as integrating 
the systems, data, and user interfaces, and sacrifices the benefits offered by having a 
unified single system.

Information Technology Services Firms
As you have seen, options for obtaining information systems abound. However, off-
the-shelf software, open source software, and enterprise systems are to a large extent 
designed in a one-size-fits-all approach. Designed to appeal to the greatest market, such 
systems may not suit the exact needs of an organization. Likewise, an organization may 
need a very particular system to gain or sustain competitive advantage, or may need 
to integrate disparate systems from various sources. Yet, developing systems is not the 
core competency of most organizations, and organizations often lack the expertise or 
resources to develop custom systems in-house. Filling this void, various IT services 
firms focus on developing custom information systems for organizations’ internal use 
or on hosting systems; in addition, IT services firms provide other consultancy or sys-
tems maintenance services. As you can see from the list of the top ten global software 
firms presented in Table 10.1, several of the top ten firms offer IT services. In addition 
to having extensive expertise in systems development, they also understand specific 
business areas and industry sectors, such as banking, manufacturing, retail, and so on. 
Whereas companies such as IBM or HP have initially focused primarily on hardware, 
they have now transitioned their business models to focus on consulting; Hewlett Pack-
ard Enterprise—which was formed after HP acquired EDS—merged its enterprise 
services business with Computer Sciences Corp. and is now known as DXC.technology. 
In addition to the companies listed in Table 10.1, other notable IT services include 
Accenture, Wipro, and Capgemini.

Table 10.2 compares the five different sources for systems and software compo-
nents. Choosing the most suitable supplier will be determined by your needs, not by 

Best-of-breed strategy 
A strategy of using 
different software 
products from different 
sources (including in 
house development) 
to capitalize on the 
strengths of different 
products.

IT services firm 
A firm that helps 
companies develop 
custom information 
systems for internal 
use or develop, host, 
and run applications 
for customers.
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Table 10.1 The Top Ten Global Software Companies

Rank Company
2017 Software/Services 
Revenue (Million USD)

Software Business Sector

1 IBM $70,224 Middleware / application server / web server / systems 
integration services / IT consulting

2 Microsoft $51,5298 Operating systems / application software
3 HP $48,238 Business solutions
4 Hewlett 

Packard 
Enterprises

$47,023 Systems integration services / IT consulting

5 Accenture $32,882 Systems integration services / IT consulting
6 Oracle $32,379 Database / business process management
7 Ericsson $26,016 Telecommunication services
8 SAP $24,414 Business process management
9 Apple $24,348 Operating systems / application software
10 Tata $16,596 Systems integration services
Adapted from: Software Magazine (2018). 

Table 10.2 Comparison of Five Different Sources of Software Components

Producers When to Go to This Type of 
Organization for Software Internal Staffing Requirements

Packaged software producers When supported task is generic Some IS and user staff to define 
requirements and evaluate packages

Open source When the supported task is generic 
but cost is an issue, as well as when 
companies want to have the flexibility 
to view and modify the source code

Some IS and user staff to define 
software requirements and evaluate 
packages

Software-as-a-Service providers When the company already invests 
heavily in IT and has standard business 
processes 

Ideally, none

Enterprise-wide solutions For complete systems that cross 
functional boundaries

Some internal staff necessary, but 
mostly consultants

IT services firms When task requires custom support 
and the system can’t be built internally 

Internal staff may be needed, 
depending on application

what the supplier has to sell. The results of your procurement planning analysis will 
define the type of product you want to buy and will make working with an external 
supplier much easier, productive, and worthwhile.

Tips from the Pros: Ensuring Offshore Project Success

As you have read, procurement many times reaches 
offshore. Although offshore providers are often 
sought for their lower costs, they frequently do not 
have the necessary management and organizational 
skills to deliver all of the anticipated business benefits. 
Here are some tips on how to ensure that offshore 
procurement is successful, from Craig Rintoul, a 
consultant who specializes in outsourcing and IT 

management and who works with PA Consulting 
Group in Cambridge, Massachusetts.

 1. Onshore team: The onshore business leadership 
team must take a hands-on approach. They 
must ensure that the offshore team delivers 
business benefits. The onshore team has to 
ensure that the offshore team delivers both 
technical and business benefits.
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 2. Program management: Offshore projects are 
very susceptible to changes in budget, timing, 
and deliverables. The program management 
team needs to be able to redeploy resources 
as needed and to anticipate change before it 
happens.

 3. Delivery of benefits: Early benefit delivery from 
offshore projects is very important in proving 
feasibility and sustainability of service. 
Specific benefits need to be aligned with each 
requirement and linked to implementation 
milestones. It is important to plainly map 
dependencies so that it is clear what needs to 
be done to deliver a particular milestone.

 4. Change and project management: The geo-
graphic separation and mix of cultures inher-
ent in an offshore project increase risk, worsen 
problems that arise, and lengthen time to res-
olution. A back-to-basics approach in project 
and change management will increase the 

chances of success. The offshore vendor’s and 
the client’s responsibilities need to be clearly 
defined and understood by both parties.

 5. Geographic and cultural differences. One of the 
greatest challenges is overcoming differences 
in language, culture, and geography. While 
good communication is important to any 
project, it is crucial to offshore projects. The 
onshore company has to be aware of cultural 
differences and their effect on how directions 
are received, how problems are resolved, and 
how responsibilities are delegated. When 
agreeing on schedules or reviewing specifi-
cations, onshore project managers should 
ensure that everyone correctly understands 
the details. Scheduling is also made difficult 
by differences in the number and timing of 
local holidays and vacation practices across 
countries. In some countries, for example, 
workers may typically get four to six weeks of 
paid vacation per year.

Based on: De Marco (2017); Rintoul (2004).

Steps in the Procurement Process
Once the decision has been made to externally acquire systems or services (or both), the 
project team begins the project procurement process. According to the PMBOK (2017), 
there are three major processes in the Project Procurement Management knowledge 
area. These are Plan Procurement Management, Conduct Procurements, and Control Pro-
curements (see Figure 10.4). As with all other management processes in the PMBOK, 
each of the procurement processes can be understood in terms of its inputs, internal 
tools and techniques, and outputs.

A quick look at Table 2.2 (in Chapter 2) will show which process group each of 
the three procurement processes belongs in. Plan Procurement Management is part of 
planning; Conduct Procurements belongs to the executing process group; and Control 
Procurements is part of the monitoring and controlling process group. There are no 
procurement processes in the initiating and closing process groups.

The Plan Procurement Management process helps determine which of your projects 
needs can best be met by obtaining services or products from outside the project organi-
zation. Typically, this implies vendors from outside of the overall organization, although 
it is possible for some services and products to be obtained from other units within the 
organization. Once the decision has been made to procure externally, a cost estimate for 
budgeting purposes is created, before the documents needed to support the processes of 
requesting seller responses and selecting sellers are created. These documents are used 
to seek proposals from prospective vendors. They describe what is to be purchased and 
ask for offers from vendors who are interested in providing it. Common names for these 
documents include invitation for bid, request for proposal (RFP), request for quotation, 
tender notice, or invitation for negotiation. In this chapter, we will refer to these pro-
curement documents primarily as RFPs, which are typically issued to a list of qualified 
sellers. The main task of requesting seller responses is to obtain bids that respond to 
the RFP. Once these documents have been created, the Conduct Procurements process 
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begins. Here, seller responses are obtained and the bids are compared and judged by the 
selection criteria that the project organization has established; typically, this involves 
separately evaluating quality and cost, before performing a combined evaluation to 
determine the proposal that best meets the organization’s needs. A vendor is chosen, 
and a contract is negotiated and signed. Control Procurements is the process through 
which the project organization works with the vendor for the duration of the contract, 
including managing relationships and monitoring performance, and, once the terms of 
the contract have been satisfactorily met, close the contract. Both sides of the agreement 
accept the work performed, and the contract is completed. In the next sections, you will 
read more about each of these three processes.

Plan Procurement Management
Plan Procurement Management involves determining which project needs can best 
be met by external acquisition, and how procurement is performed. In other words, the 
purpose of this process is to develop make-or-buy decisions, a procurement manage-
ment plan, a procurement strategy, cost estimates, bid documents, a statement of work, 
and source selection criteria.

Plan Procurement Management—Inputs
As detailed in Figure 10.5, the inputs for the Plan Procurement Management process are 
the project charter, business documents (such as the business case and the benefits man-
agement plan), the project management plan (and, in particular, the scope baseline as 
well as the scope, quality, and resource management plans), project documents (includ-
ing the milestone list, resource requirements, project team assignments, the stakeholder 
and risk registers, and the requirements documentation and traceability matrix). Finally, 
inputs include enterprise environmental factors and organizational process assets. The 
project charter provides the current boundaries of the project, including requirements, 
constraints, and assumptions. The most common constraint is limited funding. The proj-
ect management plan provides the overall plan for managing the project and includes 
subsidiary plans that can provide guidance for procurement (see Chapter 5); various 

Figure 10.4 PMBOK (6th ed.) Project Procurement Management processes

Plan Procurement 
Management 
The process of 
determining which 
project needs can 
best be met by 
external acquisition 
and planning how 
procurement activities 
are performed.
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project documents inform about milestones, resource availability, potential risks, or 
stakeholder needs. Enterprise environmental factors include the services and prod-
ucts available in the marketplace, the key providers, typical terms and conditions, legal 
procurement advice, and the circumstances under which the services or products are 
available. Organizational process assets are the existing formal and informal policies, 
procedures, guidelines, and management systems that are considered in developing 
the procurement management plan. Some organizational process assets include lists 
of preapproved vendors, which limit the number of direct sellers to the organization. 
Further, organizational process assets include the different types of contracts used by 
the procuring organization. Three types of possible contracts are fixed-price, cost-reim-
bursable, and time-and-material contracts. In addition, depending on the project, the 
customer and vendor may agree on yet other terms to fit the specific needs of the project.

For a fixed price contract, the project requirements have been sufficiently detailed 
for suppliers to feel comfortable in establishing a fixed price. The supplier or vendor is 
bound to the price provided in the contract. A fixed-price contract is less problematic 
when the product or service is well-defined. Often fixed price contracts include incen-
tives for performance (in terms of cost, schedule, or technical performance); especially 
for contracts with longer durations, fixed price contracts can allow for economic price 

A cost-reimbursable contract (sometimes referred to as cost-plus contract) involves 
the reimbursement of the vendor’s actual costs in providing the product or service 
plus—typically, a fixed fee that represents the vendor’s profits. Costs are considered to 
be either direct or indirect. Direct costs are those incurred by the vendor in providing 
the product or service. Indirect costs, also called overhead costs, are part of the vendor’s 
cost of doing business and involve such things as the salaries of managing executives. 
Indirect costs are typically billed as a percentage of direct costs. For example, many 
sponsored research contracts between universities and government sources involve 

Figure 10.5 The PMBOK (6th ed.) Plan Procurement Management process

Fixed-price contract 
A type of contract 
specifying a fixed price 
for a product/service.

Cost-reimbursable 
contract 
A type of contract that 
involves payment for 
the actual cost of the 
product plus a fee 
that represents the 
vendor’s profits.
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cost-reimbursable contracts, and indirect cost rates set by universities are as high as 
50 percent or more. As with fixed-price contracts, cost-reimbursable contracts may 
include an incentive for performance, or additional funds (beyond the vendor’s costs) 
are awarded if certain performance objectives are met.

Under time and materials (T&M) contracts, vendors state an hourly rate and 
estimate the amount of time and materials required. It is possible to cap a T&M con-
tract by asking the vendor to provide a not-to-exceed price. Otherwise, the price is 
open. For a T&M contract, it is often recommended that contract requirements specify 
review points and progress assessments. The contractor may also want to tie payment 
to deliverables (Porter-Roth, 2002).

Global Implications of Outsourcing: Managing Security

The key motivation for procuring development 
services offshore is to save money and improve 
productivity. In the process, however, security 
may suffer. The issue is not so much that firms in 
India and China do not observe standard security 
measures such as firewalls and data backup—they 
do. The real issue is that differences in culture result 
in differences in how corporate data are treated. In 
close-knit cultures such as India, the attitude toward 
personal privacy is more relaxed than in the United 
States and Europe. Workers may not think twice 
about sharing what could be sensitive corporate and 
client data, according to Gartner India research vice 
president Partha Iyengar.

What can a company do to ensure that security 
is not overlooked in the procurement of services off-
shore? Suggestions from Iyengar and others include

 • Document corporate processes and get ven-
dors to sign off on them.

 • Have vendors perform background checks on 
their staff.

 • In some countries, such as India, ask vendors 
to hire only applicants who have Indian 
passports, which can be acquired only after 
passing vigorous security checks by Indian 
law enforcement.

 • Have vendors increase security awareness 
through employee training.

 • Write security and regulatory compliance 
concerns into the procurement contract.

 • Visit offshore outsourcing facilities and check 
them out personally.

 • Investigate and understand local laws regard-
ing internet access and restrictions.

Based on: De Marco (2017); Pruitt (2004).

Plan Procurement Management—Tools and Techniques
As with most project management processes, expert judgement and meetings are used 
in the Plan Procurement Management process. Further, data about sellers, services, and 
products are gathered during market research, at industry conferences, or from online 
sources. The project team can also develop a list of qualified vendors from the internet, 
relevant local sources, or library directories. The key data analysis technique used in 
procurement planning is a make-or-buy analysis. For information systems projects, 
“make” used to be the routine determination, but now the routine decision is often 
more likely to be “buy.” 

In addition, evaluation criteria (sometimes referred to as source selection criteria) 
used to rate proposals that are received in response to a request for proposals are devel-
oped. The criteria can be objective or subjective, and they are often included in the RFP. 
Typically, the vendors can be selected based on cost, quality, or a combination of the two 
factors; similar to a cost-based method, a fixed budget can be used, which sellers have 
to meet. Other criteria include how well the vendor understands the problem, whether 
or not the vendor has the technical ability to perform appropriately, and whether the 

Time-and-material 
contract 
A type of contract 
where vendors provide 
an hourly rate and 
estimate the amount 
of time and materials 
required.

Make-or-buy analysis 
A technique determine 
whether a product 
or service should be 
produced in-house 
or procured from an 
outside vendor.

Evaluation criteria 
Criteria used to rate 
proposals that are 
received in response 
to a request for 
proposals.
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vendor has or can obtain the resources necessary to deliver what is promised in the pro-
posal. Buyers may also want to consider how long the vendor has been in business, how 
many employees the vendor has, whether an established vendor may be about to change 
business lines or emphases, and the number of other comparable projects the vendor has 
completed or is currently engaged in. In exceptional cases (such as for highly specific 
systems or services), only a sole provider may be asked to provide a proposal. Sometimes 
the organization issuing the RFP may prepare its own independent estimates for the 
price for whatever is being procured. These estimates act as a check against the prices 
offered in the proposals; likewise, independent estimates help provide realistic cost 
ceilings. Major differences in these estimates and the prices in the proposals obtained 
indicate the vendor did not adequately understand what was being asked for or did not 
respond fully. Sometimes these independent estimates are called should-cost estimates.

Plan Procurement Management—Outputs
As with all types of planning, Plan Procurement Management attempts to anticipate all 
of the resources and processes necessary to make the overall effort a success. One of 
the key outputs for this process, then, is a procurement management plan. The plan 
addresses such issues as how multiple vendors will be managed, where standardized 
procurement documents can be obtained, and how procurement will be coordinated 
with other project tasks. Further aspects covered in the procurement management plan 
include a timetable, performance metrics for procurement contracts, responsibilities of 
stakeholders, and so on. In addition to the procurement management plan, an import-
ant output of this process is “make-or-buy decisions,” which list which project products 
and services the project team will purchase and which it will develop. This includes 
products and services needed to do the work of the project, as well as for operating the 
project’s ultimate product. For those products or services that will be acquired exter-
nally, a procurement strategy specifies how the product/service will be delivered, which 
contract type will be used, and what different phases and milestones are used in the 
procurement process. Especially for large projects, independent cost estimates may be 
obtained, so as to achieve realistic cost estimates.

Another key output is a statement of work. The statement of work (SOW) is a 
document prepared for potential vendors that describes the service or product being 
sought in enough detail that potential vendors can determine if they can supply it. The 
SOW helps ensure a common understanding of the project needs and is a very useful 
communication tool. Figure 10.6 shows a sample outline for an SOW. This outline 
gives you an idea of the scope of information required in a typical SOW. Statements of 
work are not necessarily static documents. Instead, they tend to be revised and refined 
as they move through the procurement process. For example, an SOW may change 
after a prospective vendor has suggested a cheaper or more efficient way to provide the 
desired product or service. In addition to the statement of work, the Plan Procurement 
Management process results in the agreed upon evaluation criteria.

Based on the procurement strategy, the statement of work, cost estimates, and the 
evaluation criteria, procurement documents to solicit proposals from vendors can 
be developed. The most common procurement document is the request for proposal 
(RFP). According to Porter-Roth (2002), an RFP is “a standard tool used by govern-
ments and businesses to purchase equipment and services by promoting competitive 
proposals among suppliers.” An RFP allows buyers and suppliers to communicate using 
the same rules, requirements, schedule, and information. It is more than just a presenta-
tion of a problem that needs a solution: once a vendor responds to the request, the RFP 
becomes a foundation for the future working relationship between the buyer and the 

Independent 
estimates
Estimates prepared 
independently of 
proposals which act 
as a check against 
the prices offered in 
proposals.

Procurement 
management plan 
A plan that addresses 
such issues as how 
multiple vendors 
will be managed, 
where standardized 
procurement 
documents can be 
obtained, and how 
procurement will be 
coordinated with other 
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solicit proposals from 
vendors.

Request for proposal 
(RFP)  
A document provided 
to vendors to ask them 
to propose a solution 
to a specific problem 
related to your project.

  Information Systems Project Management,
Edition 2.0



Steps in the Procurement Process • 367

vendor (or supplier). In fact, the proposal prepared by the vendor often becomes a part 
of the final contract, as an addendum or exhibit, between the supplier and the vendor.

Although the format and content of RFPs differ by industry, individual company, 
and the product or service sought, the basic parts of an RFP include

 1. Project overview and administrative information
 2. Project details
  2.1. Scope of work
  2.2. Outcome and performance standards
  2.3. Deliverables
  2.4. Project timeline
 3. Supplier qualifications and references
 4. Pricing
 5. Bidding process and procedure for evaluation of bids
  5.1. Proposal preparation requirements
  5.2. Evaluation and award
 6. Contract and license agreement 
  6.1. Project terms and conditions

Figure 10.6 Sample outline of a statement of work
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The project overview and administrative information section contains an over-
view of the company and a statement of the problem the RFP is designed to solve. 
The administrative information part of this section lists all of the requirements for an 
acceptable proposal. These include where and when to submit the proposal, if and when 
a bidders’ conference will be held, the relevant dates for procurement, specific require-
ments for preparing proposals, how proposals will be evaluated, RFP staff contact names 
and addresses, and other information required for a supplier to be judged responsive. 
The project details section includes an overview of the relevant technical information 
and the SOW so that potential vendors can determine if they can provide the solution 
that is being sought. This section will include technical factors critical to the success of 
the project, functional specifications, performance specifications, and so on. This section 
also contains information about the project’s needs for implementation, installation, 
training, maintenance, and related matters, such as staffing requirements, installation 
schedule, and acceptance test requirements.

The third part of the RFP, the supplier qualifications and references section, is a 
request for information about the potential vendor. Its purpose is to help the buyer 
determine if the vendor is really qualified to supply the needed product or service. 
Information requested includes the vendor’s financial status, the number of its currently 
installed systems or components, and the names of customers who can provide refer-
ences for the vendor. The fourth section, the pricing section, provides a detailed format 
for vendors to follow to prepare their price proposals. Pricing can be broken down into 
separate items for such things as maintenance, licensing, and documentation. If the 
RFP is for a complete system, then the price proposal should include separate items 
for software, hardware, installation, systems integration, and so on. In any proposal, 
the vendor should also distinguish between one-time and recurring costs. The fifth 
section specifies how proposals should be prepared and how bids will be evaluated. The 
last section, the contract and license agreement section, provides guidance to potential 
vendors on how to respond to contracts and agreements, and also provides contracts 
used by the buyer so suppliers can study them. 

Creating and evaluating an RFP is often a project in itself and can take up to 
six months or longer. Often an RFP team is created to manage the process, and the 
RFP team has a project leader. Like any other project, creating and evaluating an RFP 
requires following many different steps, typically in a specific order. A sample list of 
activities to be followed for an RFP is presented in Figure 10.7. Note that many activ-
ities occur before the main work on the RFP begins and that many other activities 
take place after the RFP has been written and sent to potential vendors. Most of the 
activities listed in Figure 10.7 under post-RFP activities are covered when discussing 
solicitation and source selection.

Typically, the Plan Procurement Management process also results in updates to var-
ious project documents, including the milestone list, requirements documentation and 
traceability matrix, as well as the risk, stakeholder, and lessons-learned registers. Like-
wise, information on qualified sellers is updated in the organizational process assets.

A final output is requested changes. Requested changes to the project management 
plan could result from the Plan Procurement Management process, and these changes 
are processed through the Perform Integrated Change Control process (see Chapter 12).
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Figure 10.7 Sample Project Schedule for a Request for Proposal

Common Problems: Choosing the Right Support Contract

A big part of procuring IT services is obtaining 
product support for your organization from the 
vendor of the services. Two key types of service 
contracts are available: incident-based support 
models and subscription-oriented models. Incident-
based (i.e., pay-as-you-go) models provide for 
the vendor to charge the client organization for 
each support related call the vendor handles. A 
subscription-oriented (sometimes called fixed price) 
model involves unlimited support from the vendor for 
a monthly fee.

According to Billy Marshall, vice president of 
enterprise sales at Red Hat, the Linux provider, inci-
dent-based support contracts are a bad idea for any 
organization. He cites two main reasons. The first is 
that a contract based on payment per support call 
provides an incentive for the vendor to sell bad or 
broken technology to clients. If the amount of reve-
nue a vendor receives is tied to the volume of service 
calls received, then the natural result, according to 
Marshall, is “poor technology, poor documentation, 
and poor service such that the customer is required 
to call repeatedly.” The second reason that inci-
dent-based support contracts are a bad idea is that 

they promote “incident hoarding.” Given that they are 
penalized for each call they make (i.e., they have to 
pay for each call with real money), customers search 
for other ways to take care of their problems rather 
than waste a support call. They may try to solve 
the problems themselves or engage in extensive 
searches on the internet for solutions. Such behav-
ior may in the long run be even more expensive than 
support calls because customers waste time looking 
for solutions instead of doing the jobs they are paid 
to do and because the solutions they find may actu-
ally cost the organization additional money if they are 
so bad that they cause their own costly problems.

Marshall recommends subscription-based sup-
port contracts that give customers the opportunity 
for unlimited contact with the vendor’s technical 
support staff. The emphasis in such contracts is on 
maximizing the value the customer derives from the 
technology the vendor delivers. Marshall says such 
contracts “allow customers to build better infrastruc-
tures by building more worthwhile customer–vendor 
relationships. Customers are allowed—even encour-
aged—to freely collaborate with their chosen vendors 
to create better technology and solutions.”

Based on: M3 (2018); Marshall (2004).
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Conduct Procurements
The goal of the Conduct Procurements process is a contract with a vendor to supply 
the desired product or service. Thus this process involves all activities associated with 
requesting seller responses, selecting sellers, and negotiating and awarding the con-
tract. Requesting seller responses involves obtaining responses to the procurement 
documents produced during Plan Procurement Management. Based on the evaluation 
criteria established in the Plan Procurement Management process, the project manager 
can then select the winning seller and begin contract negotiations. A contract is a legal 
relationship between parties, and it is subject to remedy in the court system. Most 
organizations have policies governing who can sign a procurement contract on behalf 
of the organization. Because contracts are legal documents, they are typically subject to 
lengthy internal reviews by an organization’s legal representatives.

Conduct Procurements—Inputs
Procurement documentation (such as bid documents, SOW, cost estimates, and source 
selection criteria), established in the Plan Procurement Management process, as well 
as the actual seller responses form the basis for selecting sellers. Further, as with the 
Plan Procurement Management process, inputs include components of the project 
management plan, such as the cost baselines, as well as the scope, requirements, risk, 
communications, configuration, and procurement management plans. Further, project 
documents such as the project schedule, the requirements documentation, as well as 
the risk, stakeholder, and lessons-learned registers can serve as inputs into the process 
conduct procurement. Finally, enterprise environmental factors (such as marketplace 
conditions, historical information on relationships with particular sellers, or laws and 
regulations governing procurement processes) and organizational process assets (such 
as organizational policies or lists of preapproved sellers) are all used in selecting sellers.

Conduct Procurements—Tools and Techniques
Tools and techniques include advertising, bidder conferences, data analysis, expert 
judgment, and interpersonal and team skills. We will discuss each of these next. First, 
procurement documents can be sent to preapproved vendors and any others that the 
project team has identified as potential bidders. Potential vendors can also be identified 
through advertising in newspapers or trade magazines or professional journals. Another 
way to attract potential bidders is through vendor conferences (also called contractor 
or bidder conferences), where members of the project team can meet with prospec-
tive bidders. At these conferences, project team members can explain the procurement 
process and goals, and potential bidders can ask questions. The answers to some of the 
questions asked at these conferences may even become part of the revised procurement 
document. The main activity of this process is to evaluate the proposals received, based 
on the procurement documents developed in the Plan Procurement Management process. 

The process of selecting sellers follows the approach of a multicriteria analysis, as 
introduced in Chapter 5. A weighting system is a method to quantitatively compare 
the proposals that are received from prospective vendors. Each of the proposals is seen 
as an alternative solution, and each of the evaluation criteria are converted to attributes. 
A value is assigned to each attribute of each alternative. The attributes themselves are 
then weighted to reflect their relative importance. Attribute values are then multiplied 
by the weights to generate scores, and the scores are totaled across attributes to give 
sum totals for each alternative. The alternative with the highest score should then be 

Requesting seller 
responses 
The process of 
obtaining responses 
to the procurement 
documents 
produced during 
Plan Procurement 
Management.
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received from potential 
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the best one, and as such, it should be the best alternative in the set. The vendor with 
the best alternative should be chosen for the contract.

An example of how this technique works is included in Table 10.3. On the left, we 
have listed six different evaluation criteria. These criteria were all derived during the 
Plan Procurement Management process, and for simplicity, we have kept them at a fairly 
high level. The criteria are weighted in terms of what is most important to the project 
team. In this case, price is considered the most important criterion, with 40 percent of 
the total weight. Solution functionality and the vendor’s financial resources carry the 
most weight after price, with 15 percent each. The remaining three criteria, vendor 
technical ability, vendor experience, and whether the vendor team has a PMI certified 
project manager, all carry 10 percent of the total weight. Notice that all of the weights 
add up to 100. Weights are arrived at in discussions among the project team and oth-
ers who possess key knowledge or have a stake in the effort. Weights tend to be fairly 
subjective; thus open discussions can reveal underlying assumptions before attempting 
to reach consensus.

In this example, we have received three proposals in response to our RFP. Each one 
is listed across the top of Table 10.3. We have simply named the potential suppliers 
Company Alpha, Company Beta, and Company Gamma. Under each company name, 
there are two columns. The first is for the ratings given to each evaluation criterion for 
that proposal. The second is for the score for each criterion for that proposal. Scores 
are computed by multiplying the weight for a criterion by the proposal’s rating for that 
criterion. The ratings are on a scale of 1 to 5. A rating of 1 indicates that the proposal 
does not meet the evaluation criterion very well. A rating of 5 indicates that the pro-
posal meets or exceeds the criterion. Ratings are even more subjective than weights 
and should also be determined through ample open discussion among the members 
of the evaluation team. The final step is to add the weighted scores for each proposal. 
We have included totals for the weights and for each proposal. Note that the proposal 
from Company Alpha is the best because it scored a total of 360 points. The proposal 
from Company Beta is second best with 290 points, and the proposal from Company 
Gamma, with 260 points, is last. The proposal from Company Alpha should win.

A different way to select a winning proposal is to use a screening system. Under a 
screening system, the project team establishes minimum values for one or more of the 
performance criteria. Any proposal that does not meet the minimum values is elimi-
nated. To see how this works, look again at Table 10.3. Let’s assume that the project 
team has decided that any proposal that did not score at least a 3 on price would be 
eliminated. Because 1 is the worst rating for a criterion, a 1 on price would mean that 

Screening system 
A system using 
minimum values 
for one or more 
performance criteria 
to eliminate proposals 
that do not meet the 
minimum values.

Table 10.3 Weighted Evaluation of Three Proposals

Company Alpha Company Beta Company Gamma
Weight Rating Score Rating Score Rating Score

Price 40 3 120 3 120 2 80
Vendor Technical Ability 10 4 40 4 40 4 40
Solution Functionality 15 4 60 3 45 2 30
Vendor Experience 10 3 30 3 30 4 40
Vendor Financial Resources 15 4 60 3 45 4 60
PMI Certified Project 
Manager 

10 5 50 1 10 1 10

Total 100 360 290 260
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the proposal’s price was very high and out of range. A rating of 5 would mean that the 
proposal’s price would be considered good. A 3 would be in the middle—neither too 
high nor too low—and, therefore, a 3 would be a reasonable minimum. Looking at 
Table 10.3, the proposal from Company Gamma has been given a rating of 2 on price, 
so it would be eliminated from further consideration. That still leaves the proposals 
from Companies Alpha and Beta, both of which have ratings of 3 on price. We would 
then move to another criterion to distinguish between the two remaining proposals. 
Let’s choose whether or not the proposal features a PMI certified project manager. The 
proposal from Company Alpha has a rating of 5 on this criterion, meaning it does have 
a PMI certified project manager. The proposal from Company Beta has a rating of 1, 
meaning the proposal does not mention a PMI certified project manager. The proposal 
from Company Beta would be eliminated, and in this case, the proposal from Company 
Alpha would once again be chosen as the winner.

Seller rating systems have been developed by some companies as an additional 
way to select vendors. These systems use information about vendors, such as their past 
performance, quality ratings, delivery performance, and contractual compliance. Com-
panies may have such information on vendors because they have dealt with them before 
and collected this information as part of the procurement process.

As noted previously, expert judgment can be called upon to develop the criteria 
used to evaluate proposals, and it can also be used to evaluate proposals directly. Pro-
posals can be circulated to domain experts from universities or the government or other 
organizations, and these experts can provide their own evaluations and rankings of 
the proposals, independent of the procuring organization. The expertise can also come 
from within the organization but from outside the project team, and can include legal, 
financial, accounting, manufacturing, engineering, and other experts. 

Expert judgment is useful not only in evaluating the proposals, but also during 
contract negotiations, which result in a signed contract. Likewise, interpersonal and 
team skills help achieve a successful outcome of any contract negotiations. In contract 
negotiation, representatives from the buyer and the vendor chosen for the contract 
engage in discussions to clarify and reach agreement on the structure and the require-
ments of the contract prior to its being signed. All agreements reached to date should be 
reflected in the contract. Topics to be covered include responsibilities, authority, applica-
ble terms and laws, contracting financing, and price. Typically, the buying organization 
will have personnel who are in charge of negotiating contracts. If this is the case, it is 
very important that the people in charge of contracts have access to any documents 
that were generated during the proposal process, as well as to the individuals who were 
involved. Personnel from purchasing also may play a role in contract negotiations.

Conduct Procurements—Outputs
The key output from the Conduct Procurements process is the contract. As a legally 
binding agreement, a contract should not only specify the deliverables, milestones, and 
pricing and payment terms, but also specify what is considered acceptable quality, out-
line any incentives or penalties, and discuss how changes are handled and performance 
is reported, how the contract may be terminated, how subcontractors are approved, 
what future product support may be provided, and other general terms and conditions. 
Further, this process may result in updates to the scope, schedule, and cost baselines, as 
well as to the requirements, quality, communications, risk, and procurement manage-
ment plans; as with any updates to the project management plan, these updates have to 
go through formal change control processes. In addition, other project documents, such 
as the requirements documentation, requirements traceability matrix, resource calendar, 

Seller rating system 
A system used to 
select vendors based 
on factors such as 
past performance, 
quality ratings, 
delivery performance, 
and contractual 
compliance.

Contract negotiation 
Discussions between 
the buyer and seller 
to clarify and reach 
agreement on the 
structure and the 
requirements of the 
contract.
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and stakeholder and risk registers, are updated, in addition to the lessons-learned reg-
ister. In case of multiple sellers, another output is a list of the selected sellers for further 
approval by senior management. Finally, updates to the organizational process assets are 
seller lists, as well as any information on positive or negative experiences with sellers.

Ethical Dilemma: When Relations between Procurement 
Managers and Vendors Are Too Close

A big part of procurement is working with vendors. 
Procurement officials work with vendors to get 
the best deal for their companies. The relationship 
between procurement and outside vendors is 
supposed to be neutral, with each side out to get 
the best deal for the organizations they represent. 
Sometimes, however, the relationship turns cozy. 
Procurement managers and vendors become too 
close, especially in industries where few vendors can 
supply what a company needs. In these situations, 
vendors have considerable power over procurement 
and over the managers who are in charge of buying. 
Vendors in such situations have more influence over 
the terms of the deal than would be the case if lots 
of vendors were available, a situation that favors the 
buying organization. Where there are few vendors, 
the buying organization is at a disadvantage. To 
make it easier for a procurement manager to go 
along with a deal that is disadvantageous to his or 
her company, a powerful vendor may offer kickbacks 
or other inducements, such as a job at the vendor’s at 
some point down the road or other personal favors.

The ethical issues involved in procurement are 
well illustrated by a case that involved the airplane 
manufacturer Boeing Co. and the U.S. Air Force. For 
more than a decade as the air force’s second-highest 
contracting officer, Darleen Druyun systematically 
steered various contracts to Boeing, as she admit-
ted during her trial in October 2004. She left the air 
force and went to work as a vice president for Boeing 
in December 2002, but she was fired in 2003 when it 

was revealed that she had negotiated her $250,000 
per year job at Boeing while overseeing the compa-
ny’s contracts with the air force. She was found guilty 
of conspiracy to violate conflict-of-interest laws and 
was sentenced to nine months in prison.

Among the things she admitted to doing, Ms. 
Druyun confessed to handing Boeing a $4 billion proj-
ect to upgrade C-130 transport planes, even though 
Boeing rival Lockheed Martin Corp. had manufac-
tured the planes and was in a better position to mod-
ernize them. One of the reasons Ms. Druyun gave for 
awarding the contract to Boeing was that the com-
pany had hired and retained her daughter and son-in-
law as employees. During her trial, Ms. Druyun also 
confessed to negotiating “sweetheart” deals with 
Boeing for two other aircraft programs: (1) mainte-
nance of C-17 cargo planes, and (2) a restructuring 
of plans to buy early-warning aircraft for the North 
Atlantic Treaty Organization. Ms. Druyun admitted 
at trial that both deals were overpriced in Boeing’s 
favor. Her biggest deal favoring Boeing, however, was 
a proposed $23 billion deal to lease aerial-tankers for 
refueling aircraft from Boeing as a way to provide “a 
parting gift to Boeing” before leaving the air force.

On its part, after the trial, Boeing issued a state-
ment pledging to “work with any and all government 
agencies that have concerns about the actions of 
Ms. Druyun.” Chief Executive Officer Harry Stoneci-
pher said Ms. Druyun’s admissions of wrongdoing 
during her trial came “as a total surprise.”

Discussion Questions
1. What is the proper role for a procurement officer in relation to his or her company’s major vendors? Justify 

your answer.
2. How might a procurement officer resist the temptations offered by a powerful vendor to steer business 

their way? What are the ethical implications of such a situation? What do you think Ms. Druyun should 
have done in her role in U.S. Air Force procurement?

Based on: Pacztor (2004); Perlo-Freeman (2017).

Control Procurements
The final procurement process is Control Procurements, which is primarily concerned 
with ensuring that the product or service procured meets the agreed upon performance 
standards. In this ongoing process, the project manager monitors the performance of 
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the seller, implements needed changes, and closes the contract. In addition to moni-
toring the performance of the seller, this process also includes the payment of invoices. 
Typically, this process involves inspections and audits to compare what was contracted 
for with what has been done or delivered. If the contracted work meets the require-
ments, the procurement is closed after all outstanding invoices have been paid. Any dis-
putes are handled through a claims administration process. We will discuss the Control 
Procurements process in more detail in Chapter 12.

Managing Project Procurement and PMBOK
As Figure 10.8 demonstrates, you have covered almost all of the Project Management 
Body of Knowledge after reading this chapter. We have only two chapters left in the 
book—Chapters 11 and 12. The primary topic of Chapter 10 is project procurement, and 
as you can see from Figure 10.8, this material corresponds to Chapter 12 in PMBOK, 
which covers Project Procurement Management. All three areas of the PMBOK that 
relate to procurement were covered over the course of this chapter.

Figure 10.8 Chapter 10 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
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5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources �� ��
10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      
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11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ⚫    

12.2 Conduct Procurements                   ⚫ ��  

12.3 Control Procurements                   ⚫   ��
13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ��

Running Case: Managing Project Procurement

Although the customer loyalty project at Jackie’s 
Electronics went slowly at first, the past few weeks were 
fast-paced and busy, project manager James Cheung 
thought to himself. The weeks it took to finish the 
request for proposals (RFP), to line up potential 
vendors to submit bids, and to receive the bids all 
seemed to have zipped right by. James was on his 
way to meet with Sarah Codey, the company’s COO, 
to discuss the remaining bids and the one he thought 
should win.

“Hi, Sarah,” James said, as he walked into her 
office and sat down at her desk.

“Hi, James,” Sarah said. “I’ll be right with you.” 
Sarah finished replying to an email message and 
then turned around and faced James. “I have been 
reviewing the three remaining bids. Even though I 
opposed it originally, I think your strategy of having a 
panel of IT and marketing professionals rate the bids 
and eliminate the inappropriate ones turned out to be 
a good one. I think we can succeed with any one of 
these proposals. Do you have a favorite?”

“Well, actually, I have already compared the 
remaining proposals, and I do have one that I think 
we should choose,” James replied. “Just for review, 
here is a copy of the memo I sent you, with the 
requirements and constraints, and with the three 
competing systems summarized” (Table 10.4).

“Thanks,” Sarah said. “This keeps me from having 
to dig through all my stuff to find my copy. Did you 
also bring me a copy of your evaluation matrix?”

“Yes, here it is.” (See Table 10.5.)
“So, your matrix favors the XCT CRM system,” 

Sarah noticed. “Looks like their proposal meets our 
requirements the best, but the Nova group’s proposal 
does the best job with the constraints.”

“Yes, but just barely. There is only a five-point dif-
ference between XCT and Nova, so they are pretty 
comparable when it comes to constraints. But I 
think the XCT system has a pretty clear advantage 
in meeting our requirements.”

“We’ve never worked with XCT, but they seem to 
be pretty highly rated in your matrix in terms of all of 
the requirements. You have them ranked better than 
the other two proposals for implementation, scal-
ability, and vendor support. The 5 you gave them for 
proven performance is one of the few 5s you have in 
your whole matrix.”

“They are one of the best companies in the indus-
try to work with,” James responded. “Their reputation 
is stellar.”

“OK, then,” Sarah said. “Your numbers convince 
me. But I don’t have the authority to approve this 
choice alone. Let me get started on the approval 
process. Meanwhile, I think you better set up a meet-
ing with the legal team to get started on a contract.” 
Sarah smiled.

“Will do,” James said, and he sighed with relief.

Adapted from: Valacich and George (2017).
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Table 10.4 Requirements, Constraints, and Alternatives for Jackie’s Customer Loyalty Project

Requirements:

Effective customer incentives—System should be able to effectively store customer activity and convert to 
rewards and other incentives.

Easy for customers to use—Interface should be intuitive for customer use.

Proven performance—System as proposed should have been used successfully by other clients.

Easy to implement—Implementation should not require outside consultants or extraordinary skills on the 
part of our staff or require specialized hardware.

Scalable—System should be easily expandable as number of participating customers grows.

Vendor support—Vendor should have proven track record of reliable support and infrastructure in place to 
provide it.

Constraints:

Cost to buy—Licenses for one year should be less than US$500,000.

Cost to operate—Total operating costs should be no more than US$1 million per year. Time to implement—
Duration of implementation should not exceed three months.

Staff to implement—Implementation should be successful with the staff we have and with the skills they 
already possess.

Alternatives:

Alternative A: Data warehousing–centered system designed and licensed by Standard Basic Systems 
Inc. (SBSI). The data warehousing tools at the heart of the system were designed and developed by SBSI, 
and work with standard relational DBMS and relational/OO hybrid DBMS. The SBSI tools and approach 
have been used for many years and are well-known in the industry, but SBSI-certified staff are essential 
for implementation, operation, and maintenance. The license is relatively expensive. The customer loyalty 
application using the SBSI data warehousing tools is an established application, used by many retail 
businesses in other industries.

Alternative B: Customer relationship management –centered system designed and licensed by XRA 
Corporation. XRA is a pioneer in CRM systems, so its CRM is widely recognized as an industry leader. 
The system includes tools that support customer loyalty programs. The CRM system itself is large and 
complex, but pricing in this proposal is based only on modules used for the customer loyalty application. 

Alternative C: Proprietary system designed and licensed by Nova Innovation Group Inc. The system 
is relatively new and leading edge, so it has only been implemented in a few sites. The vendor is truly 
innovative but small and inexperienced. The customer interface, designed for a standard web browser, is 
stunning in its design and is extremely easy for customers to use to check on their loyalty program status.
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Chapter Summary
Describe the various sources of systems and soft-
ware components. Systems are hardly ever developed 
from scratch in-house these days. Instead, systems, 
software, and software components are procured 
from various other organizations. These organizations 
include packaged software providers, open source 
software, Software-as-a-Service (SaaS) providers, 
vendors of enterprise-wide solution software, and 
information technology services firms. Each different 
source of systems and software has its own advantages 
and disadvantages, and making the proper choice 
among them depends on knowing their strengths 
and weaknesses.

Describe how to plan purchases and acquisitions, as 
well as the steps in the procurement process. Project 
Procurement Management is the part of a project that 
covers the acquisition of resources, whether products 
or services or both, from outside the project’s home 
organization. Project Procurement Management, 
according to PMBOK, has three processes: Plan Pro-
curement Management, Conduct Procurements, and 
Control Procurements. Plan Procurement Management 
is the process of determining which project needs 
can best be met by external acquisition and planning 
how procurement activities are performed. One of the 

key processes at the heart of planning purchases and 
acquisitions is the make-or-buy decision. Major out-
puts of the process are a procurement strategy, a state-
ment of work (a document that describes the product 
or service being sought), as well as bid documents 
that describe what is to be procured and ask for offers 
from vendors who are interested in providing it. Such 
a document has many names but is referred to here 
primarily as a request for proposal, or RFP. Another 
important output of planning contracting is the set 
of evaluation criteria used to judge the proposals 
that vendors write in response to the RFP. Another 
important part of this process is an attempt to find 
the potential vendors who are the best equipped to 
respond to the RFP. Once responses or bids are in 
hand, the Conduct Procurements process begins. Here 
the bids are compared with each other and are judged 
by the selection criteria that the project organization 
has established. One vendor is chosen, and a contract 
is prepared. One way to help determine the best pro-
posal is the use of a weighted system; another way is 
the use of a screening system. Finally, Control Pro-
curements is the process through which the project 
organization works with the vendor for the duration 
of the contract. Once the terms of the contract have 
been satisfactorily met, contract closure begins. Both 

Table 10.5 Evaluation Matrix for Customer Loyalty Proposals

SBSI XRI Nova
Weight Rating Score Rating Score Rating Score

Requirements
Effective customer incentives 15 5 75 4 60 4 60

Easy for customers to use 10 3 30 4 40 5 50
Proven performance 10 4 40 5 50 3 30
Easy to implement 5 3 15 4 20 3 15
Scalable 10 3 30 4 40 3 30
Vendor support 10 3 30 4 40 3 30

60 220 250
Constraints
Purchase cost 15 3 45 4 60 5 75
Operating costs 10 3 30 4 40 4 40
Time needed for 
implementation

5 3 15 3 15 3 15

Staff needed for 
implementation

10 3 30 4 40 3 30

40 120 155 160
Total 100 340 405 375
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sides of the agreement accept the work performed, 
and the contract is completed.

Key Terms Review
A. Best-of-breed strategy
B. Contract negotiation
C. Cost-reimbursable contract
D. Enterprise resource planning (ERP) system
E. Evaluation criteria
F. External acquisition
G. Fixed-price contract
H. Independent estimates
I. IT services firm
J. Make-or-buy analysis
K. On-demand computing
L. Open source software
M. Packaged software producer

N. Plan Procurement Management 
O. Procurement documents
P. Procurement management plan
Q. Request for proposal (RFP)
R. Requesting seller responses
S. Screening system
T. Seller rating system
U. Statement of work (SOW)
V. Time-and-materials contract
W. Turnkey system
X. Utility computing
Y. Weighting system

Match each of the key terms with the definition that best fits it.

 1. A document provided to vendors to ask them to propose a solution to a specific problem related to your 
project.

 2. A method used to quantitatively compare proposals that are received from potential vendors.
 3. A plan that addresses such issues as who will prepare the evaluation criteria, how multiple vendors will 

be managed, where standardized procurement documents can be obtained, and how procurement will 
be coordinated with other project tasks.

 4. A service provisioning model where resources (such as processing, data storage, or networking) are 
provided as needed, and the organization only pays for the services used.

 5. A strategy of using different software products from different sources (including in house development) 
to capitalize on the strengths of different products.

 6. A system that integrates individual traditional business functions into a series of modules so that a 
single transaction occurs seamlessly within a single information system rather than over several separate 
systems.

 7. A system used to select vendors based on factors such as past performance, quality ratings, delivery 
performance, and contractual compliance.

 8. A system using minimum values for one or more performance criteria to eliminate proposals that do 
not meet the minimum values.

 9. A technique to determine whether a product or service should be produced in-house or procured from 
an outside vendor.

10. A type of contract specifying a fixed price for a product/service.
11. A type of contract that involves payment for the actual cost of the product plus a fee that represents 

the vendor’s profits.
12. A type of contract where vendors provide an hourly rate and estimate the amount of time and materials 

required.
13. Company in the business of developing and selling off-the-shelf software.
14. Criteria used to rate proposals that are received in response to a request for proposals.
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15. Discussions between the buyer and seller to clarify and reach agreements on the structure and the 
requirements of the contract.

16. Document prepared for potential vendors that describes the service or product being sought.
17. Documents used to solicit proposals from vendors.
18. Estimates prepared independently of proposals which act as a check against the prices offered in 

proposals.
19. Firm that helps companies develop custom information systems for internal use or develop, host, and 

run applications for customers.
20. Off-the-shelf software that cannot be modified to meet the specific, individual needs of an organization.
21. Provision of computing resources on the basis of users’ needs.
22. Systems software, applications, and programming languages of which the source code is freely available 

for use and/or modification.
23. The process of determining which project needs can best be met by external acquisition and planning 

how procurement activities are performed.
24. The process of obtaining responses to the procurement documents produced during Plan Procurement 

Management.
25. The procurement of products and/or services from an outside vendor.

Review Questions
 1. Describe the types of software and systems that IT services firms produce.
 2. What is an ERP system?
 3. What is Software-as-a-Service?
 4. What is open source software, and what are its benefits?
 5. Explain the Plan Procurement Management process, including its inputs, processes, and outputs.
 6. What is a statement of work? Why is it so important to procurement?
 7. Explain how to conduct procurement, including its inputs, processes, and outputs.
 8. What is an RFP? What is it good for?
 9. What are the basic contents recommended for any RFP?
10. Explain how seller responses are requested.
11. Explain how sellers are selected.
12. Explain how a weighting system is used for comparing proposals from an RFP.
13. Explain how a screening system is used for comparing proposals from an RFP.
14. Why is a contract a special document? How is it treated differently from other documents?

Chapter Exercises
 1. Compare and contrast the various organizations that supply systems and systems components. What 

are their relative strengths and weaknesses? For each source, describe a situation where that particular 
source would be the best choice.

 2. Create a statement for work for a job that you know well.
 3. Locate an RFP from someone you know (e.g., a parent, an employer, a professor). Analyze it carefully, 

comparing its structure and content to the guidelines provided in the chapter, and write a two-page 
essay about what you find.
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 4. Explain how project procurement fits within the larger picture of project management. When would 
you ever be involved in a project that did not involve procurement of products and services from outside 
your organization?

 5. Bob’s project team is working on developing a webstore. As part of their project, the team has decided 
it makes little sense to develop their own shopping cart system, given that so many complete shopping 
cart systems are available on the market. Bob’s team needs to write an RFP for a shopping cart system. 
Do some research on shopping cart systems for webstores, and using the outline in this chapter for the 
contents of an RFP, write a short version of the RFP Bob’s group would need.

 6. Bob’s team, described in Exercise 5, has issued its RFP and has received three responses. The team 
has developed the following evaluation criteria. Price is the most important criterion; the second 
most important is the extent to which the shopping cart system can be modified; the third most 
important is the number of features available in the system; fourth is the number of years the ven-
dor has been in business; and fifth is the number of employees the vendor has. For price, the low-
est price is best. For modification, more is better, and the same is true of the number of features. 
The longer the vendor has been in business, and the more people the vendor employs, the better. 
The first proposal, from Three Guys Who Are Programmers Inc. had a licensing cost of 
US$1,500 per year with unlimited clients and charged US$400 per year for technical assistance. 
Bob’s team judged the system from Three Guys to be moderately modifiable, but it had very few 
features. Three Guys has been in business for two years and currently employs twelve people. 
The second proposal, from Global Domination Software Inc. (GDSI), cost US$5,000 per year for a license 
with unlimited clients, and technical assistance was offered for free as long as there were fewer than twelve 
requests for assistance. After that, each request cost US$100. Bob’s team found the software to be very lim-
ited in terms of the number of modifications that could be made, but it had an incredibly high number of 
features. GDSI has been in business for twenty-five years and has twenty thousand employees worldwide. 
The last proposal was from E-Commerce Associates Inc. (ECA). A one-year license for unlimited clients 
with free technical assistance cost US$3,000. The software was moderately modifiable and had an average 
number of e-commerce features. ECA has been in business for ten years and currently has fifty employees. 
Which proposal should Bob’s team choose? Which proposal should win? Create a weighting system 
like the one described in this chapter (use a spreadsheet if you want), and demonstrate which proposal 
should be chosen.

 7. Using the information supplied in Exercise 6, develop a screening system that will help you choose 
among the alternative proposals. First, use price as your filter. Next, try aspects of the software, such as 
the number of features. Which proposal wins under these schemes? Is it the same as the proposal that 
won in Exercise 7? If you had a different winner, explain why.

Chapter Case: Sedona Management Group and Managing Project Procurement

Many companies do not have the required personnel 
or expertise to develop the systems that they need. 
Consequently, when these companies need new 
systems, they elect to outsource such projects 
to other companies that specialize in systems 
development. This process is known as procurement 
and involves the acquisition of goods or services 
from an outside source. The advantages associated 
with outsourcing include the availability of knowledge 
and expertise that might not be available internally, 
an increase in the revenue potential of the acquiring 
organization, and a reduction of time to market the 
final product.

The Seattle Seahawks’ core competency is run-
ning a professional sports organization, not website 
development. When they realized they needed a web-
site for the reasons mentioned in previous chapter 
cases, they decided to outsource the project. To 
make sure that it was completed successfully, the 
Seahawks went through several of the processes 
related to Project Procurement Management, includ-
ing the processes Plan Procurement Management, 
Conduct Procurements, and Control Procurements. The 
main purpose of Project Procurement Management 
is to manage the acquisition of resources from an 
outside source.
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One of the first steps the Seattle Seahawks fol-
lowed in managing procurement was to plan how 
to procure the website. During this process, the 
Seahawks focused on identifying project needs 
and which of those needs would be best met by 
using services outside the organization. The Seat-
tle Seahawks wanted a reliable and secure website 
that conveyed accurate information and was easy 
to access. An initial statement of work (SOW) was 
developed, which allowed prospective outsourcing 
partners to determine whether they were capable of 
providing the service or the product required, as well 
as to determine an appropriate price for the project.

Next, the focus is on identifying the evaluation cri-
teria that will be used to determine which vendor will 
be awarded the contract. Writing a request for pro-
posal (RFP) is typically a part of the solicitation plan-
ning phase. The RFP is a document that is used to 
solicit proposals from prospective sellers. The RFP 
issued by the Seattle Seahawks contained, among 
other features, a statement of purpose of the RFP, 
background information on the company, the state-
ment of work, and schedule constraints. Once the 
RFP was available, it was issued to the prospective 
sellers.

After receiving proposals from the prospective 
sellers, the Seattle Seahawks went through the 
process of selecting sellers, where they evaluated 
the bidders’ proposals to choose the best one. The 
evaluation criteria identified earlier were used to 
make this choice. During this stage of procurement 
management, the Seattle Seahawks chose Sedona 
Management Group (SMG) to work on their website 
development project. The Seahawks’ key criteria 
were project quality and the ability of the outsourcing 
partner to deliver its products on time and on budget. 
SMG excelled in both dimensions.

Once the Sedona team was informed that they 
would be working on the website development proj-
ect, Mike Flood from the Seattle Seahawks met with 
the project team several times to further communi-
cate the project needs. After the project requirements 
were clearly determined, the next step was to work on 
the contract. SMG uses a fixed price contract, which 
involves a fixed total price for a well-defined product 
or service. In such a contract, the Seattle Seahawks 
were exposed to a low level of risk because the risk 
associated with cost overruns was assumed by the 
developer—in this case SMG. However, given SMG’s 
well delineated project management processes, the 
Sedona team was confident that they could deliver 
the project on time and within budget.

The Seahawks–SMG contract consisted of sev-
eral sections. The first section laid out the assump-
tions the team used to develop the contract. These 
assumptions included information about the tech-
nology to be used to develop the system and which 
server would be used to host the system, as well as 
the contact information of the individual from SMG 
who would be available for immediate information 
during business hours throughout the development 
process. The second section included the scope of 
work, which included a detailed description of all the 
activities the Sedona team would perform to com-
plete the project. In the next section, the terms of 
the contract were explained regarding project cost 
and the delivery date. In a section entitled “Other 
Considerations,” SMG explained that the Seattle Sea-
hawks would own the final code, the database, and 
the website once the project was completed. The 
Sedona team began working on the project the next 
business day after both parties agreed to the clauses 
of the contract.

Chapter 10 Project Assignment
An important part of an entertainment website is 
the availability of a shopping cart for fans to buy 
the products being promoted by the entertainer. The 
success of your website requires this feature, but you 
realize that it is beyond your and your team members’ 
expertise. So you decide to outsource this feature. In 
this exercise, you will work on the documents you 
require for the outsourcing process.

 1. Conduct a make-or-buy analysis. This analysis 
involves identifying the pros and cons of 
developing this feature yourself or outsourcing.

 2. Develop a statement of work (SOW) for the 
shopping cart development project. The 
SOW is a document prepared for the vendors 
that describes thoroughly the product being 
sought. The SOW should contain

  •  An introduction and overview section, which 
includes some background information 
about your project, the scope of work, 
and the objectives of the project being 
outsourced

  •  A requirements section for the shopping 
cart feature

  • The list of deliverables
  • A list of milestones
  • Any other considerations
 3. Develop a request for proposal (RFP) for this 

outsourcing project. The RFP is a document 
that will be submitted to potential vendors, 
asking them to propose a solution to the shop-
ping cart problem. The RFP should contain
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  • A project overview
  •  An administrative section, which contains 

contact information
  • Technical requirements
  • Management requirements
  • Suppliers’ section
  • Any appendices

 4. Determine the evaluation criteria you and your 
team will use to rate the received proposals.

 5. Compare and contrast the different types of 
contracts that are available. Indicate which 
one of these you will use for this outsourcing 
project. Provide justification for your answer.
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Starting, Organizing, and 
Preparing Agile Projects 

In contrast to predictive life cycles, agile projects use an iterative approach. Thus, rather 
than planning the project as best as possible before embarking on project execution, in 
agile projects, planning, execution, and monitoring and controlling go hand in hand. 
Consequently, not only the delivery but also the detailed planning is conducted by the 
project team.

Agile projects have a number of unique features when it comes to planning. First, 
project plans using predictive life cycles are organized around tasks—how long will the 
tasks take, the sequence of the tasks, what resources will be needed to complete the 
tasks, and so on. In contrast, project plans in agile approaches are feature-based—the 
focus is on what features will be delivered and when these features will be delivered. 
Second, whereas defining and fixing the project’s scope in the beginning is of crucial 
importance in projects using predictive life cycles, the scope of agile projects can often 
not be known from the outset. In fact, agile approaches are often best suited for projects 
characterized by uncertainty and changing requirements. Thus, rather than focusing 
on nailing down the project’s scope in the beginning, it is more important to have a 
sound process in place that allows for refining the scope as the project progresses. The 
prototypes developed during the iterations can then help narrow down the require-
ments and obtain a clearer picture of the project’s scope. Third, predictive life cycles 
focus on planning the project schedule in detail, with different durations for different 
tasks. In contrast, agile projects focus on short cycles that allow for rapid feedback and 
adaptation of deliverables and processes. Fourth, the iterative nature and evolving scope 
make detailed cost planning impossible. Instead, agile projects use high-level forecasts 
derived from the team size, their hourly rate, and the expected number of iterations, plus 
estimates for materials and overhead. Fifth, rather than planning for overall project risk, 
agile project teams identify and manage risks for each iteration, enabling the team to 
flexibly adjust and prioritize requirements so as to balance risk exposure. Sixth, whereas 
traditionally the project manager creates and manages the project plan, in agile projects, 
the plan is created and managed by the agile project team, in close collaboration with 
the customer.

Preplanning
The first step of agile projects is preplanning. During this stage, the project team lays the 
foundations for the entire project. As in traditional projects, the business case drives the 
project. Likewise, a product vision statement is created, identifying the target customers, 
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the need, the benefit of the product to be developed, and the key differentiation from 
the competition. In his book Crossing the Chasm, Geoffrey Moore provided a helpful 
model that can be applied to developing product vision statements. Following this 
model, a product vision statement should include the following aspects: 

 • FOR (whom? Who is the target customer?)
 • WHO (wants to do what? What is their need or opportunity?)
 • THE (product) IS A (type of product/product category)
 • THAT (does what? What are the key benefits value propositions?)
 • UNLIKE (what is delivered by the primary competitive alternative)
 • OUR PRODUCT (offers differentiation by)

As an example, a new online learning platform could be described as follows:

FOR busy executives WHO LIKE TO achieve subject mastery rather than earn credits, 
[THE] mylearningplatform.com IS AN online learning platform THAT allows people to 
design their own learning experience. UNLIKE traditional online courses, OUR SERVICE 
allows creating a fully customized curriculum that can be completed on the learner’s own pace.

Based on such product vision statement, the product backlog including business 
and technical requirements can be created. The product backlog is typically user-centric, 
focusing on what adds value for the user. In other words, the product backlog often 
takes the form of user stories, which normally follow the structure: As a < type of user >, 
I want < some goal > so that < some reason >. For example, entries on the product backlog 
for mylearningplatform.com could be “As a beginner, I want to select learning modules” 
or “As an advanced learner, I want to assess my mastery of the subject matter so that I 
know the progress toward my study goal.” As the product backlog contains all require-
ments of the final product, it can be used to derive high-level estimates for project cost 
and duration. Keep in mind that at this point, the estimates are at a very high level, and 
are likely to be refined due to the iterative nature of agile projects. 

Once the project team has agreed on the duration of the iterations, the overall proj-
ect duration can be estimated based on how many iterations are expected to complete 
the project, as the duration of each iteration is fixed in agile projects. Likewise, the 
number of iterations, the team size, and the team members’ rate can be used to come 
up with a cost estimate for the project. The duration of the iterations is typically based 
on various factors. For example, if a higher degree of flexibility is desired or uncertainty 
is high, teams tend to choose shorter durations; in contrast, when more predictability 
is desired, durations tend to be longer. Likewise, if customers take longer to provide 
feedback, longer iterations are often used, as are used when there is a larger number 
of external systems interfacing with the system being developed. Overall, there is no 
one-size-fits-all “ideal” iteration length, and what works for one agile team may not 
work for another agile team.

Together with these product-focused aspects of the preplanning process, the team 
can create the agile project charter. Unlike traditional project charters, the agile proj-
ect charter not only includes the product vision and who benefits, but also specifies 
the release criteria (What is “done”?) and includes a team charter. In other words, the 
project team needs to agree on ground rules, working agreements, and group norms.

Product backlog 
User-centric list of 
all work needed to 
complete the project.

User story 
Simple description of 
a feature described 
from the user’s point 
of view.

Agile project charter 
Project charter for 
agile projects, which 
includes the product 
vision, who benefits, 
the release criteria, 
and a team charter.
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Planning

Release Planning
Following the preplanning phase, the agile project team needs to plan releases and 
iterations (see Figure A2.1). A release typically focuses on implementing one or more 
user stories from the product backlog. During release planning, the agile project team 
determines which user stories will be implemented for each release and will plan the 
dates for the releases to create a release backlog. The project team can then determine 
which programming tasks need to be completed during each iteration. Thus a release 
can consist of one or more iterations, and while iterations are timeboxed and happen at 
prespecified intervals, not every iteration results in release. 

Iteration Planning
The incremental nature of agile projects suggests that detailed planning is only con-
ducted for the next iteration. In other words, once an iteration has been completed, the 
agile project team holds an iteration planning meeting to plan the next iteration. The 
short, timeboxed nature of the iterations helps teams come up with relatively accurate 
estimates for what can be accomplished during the next iteration.

As shown in Figure A2.2, the iteration planning meeting focuses on developing the 
iteration backlog (i.e., determining the scope of the next iteration), taking into account 
the capacity of the team and the availability of the team members. First, the project 
team needs to achieve consensus on the priority of the features contained in the product 
backlog. Next, the team needs to decide which features can be completed within the 
next iteration, before identifying the necessary tasks needed to develop the feature; note 
that the project team needs to not only develop new features in an iteration, but also 
fix bugs or problems discovered during reviews of earlier iterations. This step includes 
assigning tasks to team members and estimating the time and costs to complete the 
task, taking into account complexity, technical challenges, relative difficulties, or other 
aspects that may influence the time needed for each task. If these estimates reveal that 
the time required is shorter or longer than the iteration, the team has to add or remove 
features (with removed features being added to the product backlog). 

Especially early in the project, the project team might lack experience in working 
together and may not be calibrated well. Consequently, the team may have to complete 
this iteration planning process several times before agreement on the tasks to be com-
pleted for the next iteration is reached. At the same time, it is typically recommended 
that such iteration planning meeting should take no more than four hours. As teams 

Figure A2.1 Agile project planning. Based on: Sliger and Broderick (2008).

Iteration backlog 
List of items to be 
completed during an 
iteration.
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learn over time how much time is needed to implement certain features, estimates tend 
to become more precise and the time needed for planning the next iteration is reduced. 
Normally, teams base their estimates on historical data, such as the number of items 
completed during the last iteration—referred to as velocity—when estimating time to 
completion (a related approach is to use the average velocity of a number of iterations).

One important component of iteration planning is planning and managing risks. 
Uncertain and dynamic requirements and environments inherently increase project 
risk, and it is impossible to manage risk for the entire project from the outset. On the 
other hand, the iterative and incremental nature of agile projects helps manage risks in 
such situations. In particular, agile project teams can analyze and manage risks for each 
iteration; likewise, reviews at the end of each iteration help improve the processes for 
managing risks. Further, as different requirements have different risk exposure, agile 
project teams can take this into consideration when deciding on the priority of the 
requirements. As a consequence, agile project teams need to identify, analyze, and man-
age risks for each iteration. 

Backlog Refinement
The third major planning process in agile projects is managing the product backlog. 
As you will remember, one of the benefits of agile projects is that they are well suited 
for dynamic environments with high requirements uncertainty. As a result, the product 
backlog is likely to change throughout the project. On the one hand, features from the 
product backlog are implemented during an iteration, and are thus removed from the prod-
uct backlog. On the other hand, features may be added to or removed from the backlog, 
or features may be reprioritized based on the delivered prototype. Consequently, the 
product backlog not only changes, but so does the number of iterations and/or releases, 
as well as the entire project duration. For example, if features are added for the next 

Figure A2.2 Iteration planning. Based on: Koppensteiner and Udo (2009).

Velocity 
The number of items 
completed during the 
last iteration.
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iteration, this will influence subsequent iterations as well; likewise, these changes would 
affect which iterations would be included in which releases. This backlog refinement 
typically happens in the middle or at the end of an iteration, to allow for the generation 
of user stories (together with the product owner) for the next iteration.

“Daily Standup” Meetings
Taking place during an iteration (i.e., execution), daily meetings are essential for the 
success of agile projects, as they allow for communicating the progress of each team 
member. Daily standups are used to communicate the status of the assigned tasks (i.e., 
have they been completed or not), the tasks to be completed before the next standup, 
and any problems the team member foresees in completing the upcoming tasks. Impor-
tantly, standups are used for communicating the status and potential problems but are 
not used for solving problems. This way the team facilitator (or scrum master) obtains 
an overview of the status, as well as an overview of any obstacles that may need to be 
removed to ensure productivity of the team members. Typically, daily standups are 
limited to fifteen minutes, with a maximum of one minute per team member for status 
reporting. 

Key Terms Review
A. Agile project charter 
B. Backlog refinement
C. Iteration backlog

D. Product backlog
E. User story
F. Velocity

Match each of the key terms with the definition that best fits it.

 1.  List of items to be completed during an iteration.
 2.  Project charter for agile projects, which includes the product vision, who benefits, the release criteria, 

and a team charter.
 3.  Simple description of a feature described from the user’s point of view.
 4.  The number of items completed during the last iteration.
 5.  The process of reviewing, adding, deleting, or reprioritizing product backlog items and generating user 

stories for the next iteration.
 6.  User-centric list of all work needed to complete the project.

Review Questions
 1. What are the unique features of agile project planning?
 2. Explain what is meant by a product backlog.
 3. What is the difference between release planning and iteration planning?
 4. Why is backlog refinement an important activity?
 5. Explain the purpose of daily standup meetings.

Chapter Exercises
 1. Search the web for information about software to support agile project planning. What features do 

those programs offer?

Backlog refinement 
The process of 
reviewing, adding, 
deleting, or 
reprioritizing product 
backlog items and 
generating user stories 
for the next iteration. 
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 2. Interview an IS project manager about her experiences with agile planning. What were the biggest 
issues in moving from traditional planning to agile planning? What worked better? What did not work 
so well?

 3. In a team of three to five people, come up with a new app idea and develop a product vision statement.
 4. Develop a product backlog for the app idea identified in Exercise 3. 
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Opening Case: REI

Good business ideas often start with a pressing 
need. In the case of Recreational Equipment Inc. 
(REI), this was a mountaineer’s inability to purchase 
high-quality ice axes in the United States. Having 
imported ice axes from Austria in the mid-1930s, 
Mary and Lloyd Anderson formed REI as a consumer 
cooperative in 1938, with the aim of sharing 
climbing gear with other mountaineers and outdoor 
enthusiasts. In 1944, the co-op set up its first own 
retail store, and shortly thereafter started its still 
highly popular gear rental business.

Today, REI is one of the most well-known suppli-
ers of outdoor products in the United States, selling 

outdoor gear in its over 130 stores, as well as through 
its website REI.com. REI not only carries high-qual-
ity products from various brand name suppliers; it 
also offers a diverse range of equipment and apparel 
under the REI brand name, as well as bicycles and 
gear under the Novara brand (Figure 11.2).

Having started with a six-person development 
team in 1988, the Gear and Apparel division now 
comprises more than sixty staff members, who 
develop, design, and source REI-branded products, 
working on more than six hundred projects annu-
ally. With the number of concurrent projects having 
increased tremendously, project managers at the 

C H A P T E R  1 1

Managing Project Execution

Figure 11.1 Chapter 11 learning objectives
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Gear and Apparel division soon realized that their 
traditional ways of collaborating posed serious lim-
itations to the division’s productivity. For instance, 
project documents were stored on various disparate 
systems, servers, or personal hard drives, so that 
managing planning tasks became a nightmare and 
managing the portfolio of products and projects was 
all but impossible.

Adding to this was the division’s reliance on face-
to-face meetings, conference calls, faxes, and email 
for collaboration, which often resulted in duplication 
of effort and wasted time during project execution. 
Often, resources—ranging from product designers 
to tools needed for developing prototypes—were 
assigned to multiple projects concurrently, and were 
not available when needed, leading to bottlenecks in 
the product development process.

Facing these issues, the Gear and Apparel divi-
sion realized the need to improve the efficiency of 
existing processes. Rather than working off dispa-
rate documents, development processes needed 
be optimized using integrated project management 

solutions that would allow to integrate and align 
project management tools, processes, tasks, docu-
ments, and other data. As a first step in improving 
the efficiency of the division’s processes, the Gear 
and Apparel division turned to an external solutions 
provider to model existing business processes, per-
form various what-if analyses, and finally develop 
and implement optimized processes.

The new, optimized processes, together with proj-
ect management software, helped REI’s project man-
agers better handle project portfolios and balance 
resources across various projects within a product 
portfolio. This greatly facilitated project execution, 
resulting in faster development time, increased pro-
ductivity, and higher quality and consistency of the 
products developed. For REI, this improvement of 
project execution processes has paid off: REI’s own 
branded products have received various awards, 
ranging from Gear of the Year Awards from Outside 
Magazine to Editor’s Choice Awards from Backpacker 
Magazine.

Based on: Microsoft (2006); REI (2018); SGB Media (2006).

Introduction
In Chapter 2, you read about the five different project management process groups: 
initiating, planning, executing, monitoring and controlling, and closing. Planning is 
easily the most extensive and involved process in project management. In Chapters 5 
through 10, we discussed many different aspects of project planning, from planning 
for scope, schedule, resources, costs, quality, risk, and procurement. Once the planning 
phase is complete, it is time to carry out said plan in the real world. Project execution 
is where the project plan is carried out; it is where the product of the project is created. 
For information technology (IT) projects, execution is where the system is developed 
and released.

Figure 11.2 REI was founded in 1938 by a group of mountain climbers.

Project execution 
The process of 
carrying out the 
project plan to 
accomplish the 
required work.
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In Chapter 1, we discussed the large number of IS projects that fail because they 
are either late, over budget, or do not meet specifications. Such project failures waste 
thousands of work hours and millions of dollars each year. We also discussed the causes 
of project failure, including failed communication within the project, poor planning, 
poor quality control, poor project management, lack of attention to human and organi-
zational factors, and so on. Some of these causes of project failure, most notably failed 
communication, poor management, and lack of attention to detail, occur as part of the 
project execution process. Learning about project execution involves learning how to 
compare actual results to the plan, so as to make adjustments as needed to avoid these 
problems and thus be better able to ensure a successful project outcome.

In PMBOK, some of the main processes of the executing and the closing pro-
cess groups are part of Project Integration Management. Project Integration Manage-
ment comprises seven major processes: (1) Develop Project Charter, (2) Develop Project 
Management Plan, (3) Direct and Manage Project Work, (4) Manage Project Knowledge, 
(5) Monitor and Control Project Work, (6) Perform Integrated Change Control, and (7) 
Close Project or Phase. The first two processes, dealing with planning, were featured in 
Chapter 5, while the last three processes are the focus of Chapter 12. This chapter is 
about directing and managing project work and managing project knowledge; in addi-
tion, this chapter covers monitoring progress, managing change, communication, and 
documentation.

The chapter is organized as follows: The next section introduces the different project 
management processes that make up project execution in PMBOK. The inputs, tools 
and techniques, and outputs of project execution are all discussed. Here we will discuss 
the various activities project managers engage in during execution, such as the kickoff 
meeting, as well as the problems that are common to the execution of IS projects. The 
section after that deals with key duties for project managers during execution—namely, 
monitoring progress and managing change. In the next section, we discuss an area that 

Figure 11.3 PMBOK Project Integration Management processes
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is central to successful project execution: managing communication and documentation. 
The last section in the chapter focuses on project execution and PMBOK.

Project Plan Execution
According to PMBOK, ten project management processes are part of the executing 
process group (refer back to Figure 2.21). These ten processes are as follows: (1) Direct 
and Manage Project Work, (2) Manage Project Knowledge, (3) Manage Quality, (4) Acquire 
Resources, (5) Develop Team, (6) Manage Team, (7) Manage Communications, (8) Imple-
ment Risk Responses, (9) Conduct Procurements, and (10) Manage Stakeholder Engage-
ment. The Direct and Manage Project Work process involves managing the technical and 
organizational processes and interfaces that are necessary for completing the project 
work identified in the project management plan. Completing the work envisioned in 
the plan results in producing the deliverables defined there. The next process, Manage 
Project Knowledge, involves all activities in using existing knowledge and creating and 
documenting new knowledge in working toward the project’s objectives. The Manage 
Quality process is part of the Project Quality Management knowledge area discussed 
in Chapter 8, and, as you may recall, involves evaluating project progress on a regular 
basis in order to determine if the project will satisfy established quality standards. The 
next two processes, Acquire Resources and Develop Team, are part of the Project Resource 
Management knowledge area of PMBOK and were discussed in Chapters 3 and 7. 
Acquiring human and physical resources involves balancing factors such as availability 
and costs of resources, whereas team development involves improving project perfor-
mance through improving individual and group competencies and interactions. Manage 
Communications is part of the Project Communications Management knowledge area 
and was introduced in Chapter 4. The Manage Communications process involves making 
needed information available to project stakeholders in a timely manner. The Implement 
Risk Responses process, part of the Project Risk Management knowledge area discussed 
in Chapter 9, puts the risk management plan in motion. The Conduct Procurements 
process is part of Project Procurement Management and was discussed in Chapter 10; 
remember that this process involves requesting seller responses to obtain bids and pro-
posals for performing project plan activities, as well as selecting sellers from among the 
proposals that have been received. The Manage Stakeholder Engagement process entails 
assessing the effectiveness of the strategies for engaging stakeholders and managing 
their relationships.

Direct and Manage Project Work
Direct and Manage Project Work, like the other key processes in PMBOK, requires inputs, 
tools, and techniques to get the job done, and it produces outputs (Figure 11.4). Direct 
and Manage Project Work has five main inputs: the project management plan, project 
documentation, approved change requests, enterprise environmental factors, and orga-
nizational process assets. The most obvious input is the project management plan itself; 
the different components of the project management plan give guidance on how the 
project will be executed. Useful project documents during this process include the proj-
ect schedule and milestone list, project communications (such as performance reports 
or status updates), the risk register and risk reports, as well as the change log and les-
sons-learned register. Approved change requests (discussed in more detail in Chapter 
12) are documented and authorized changes to the project scope, either to reduce it 
or to enlarge it, and include approved corrective actions, approved preventive action, 
or approved defect repairs. Enterprise environmental factors influencing the Direct 
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and Manage Project Work process include the organizational structure, infrastructure, 
or the risk thresholds of the stakeholders. Finally, organizational process assets include 
policies, process, and procedures related to managing the project, managing issues and 
defects, and controlling change and risk; further, organizational process assets used 
during this process include databases to capture the status of issues or defect and to 
capture performance measurement data, as well as information from previous projects 
that can guide the activities performed during this process.

Directing and managing project work frequently takes place in meetings with the 
relevant attendees; such meetings are conducted to kick of the project, discuss progress 
or problems, and so on. Recall from Chapter 9 that any issues arising during the project 
need to be carefully managed, so as to avoid or minimize negative effects on the project 
objectives. Typically, experts in the relevant areas are consulted. As discussed in Chap-
ter 1, in addition to project management software, a project management information 
system includes configuration management systems, source code management systems, 
collaboration systems, knowledge bases containing historical project information, and 
other systems.

Direct and Manage Project Work has seven main outputs. These are deliverables, 
work performance data, issue log, change requests, project management plan updates, 
project documents updates, and organizational process assets updates. The deliverables 
are simply the verifiable products and services identified in the project plan that must 
be produced or provided in order to complete the project. The deliverables are the 
reason for the project in the first place. Especially for projects such as software, the 
unique deliverables are likely to evolve, resulting in multiple versions. Using configu-
ration management systems and source code management systems (such as Github) 
can help apply proper change control activities. The second output, work performance 
data, reflects the status of project activities recorded in the project plan. When a project 
task has been completed, that data has to be communicated to the project manager and 
documented in the project management information system, along with the resources 

Figure 11.4 The PMBOK (6th ed.) Direct and Manage Project Work process
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that were used to complete the task. The extent to which quality standards have been 
met must also be recorded. In addition to data about schedule, resources, and quality, 
work performance data also can include data about costs and the status of deliverables. 
You will recall reading in more detail about performance reporting in Chapter 4. It is 
important to remember that performance reporting also involves reporting on work 
that has not yet been completed, especially if that work is behind schedule. The issue 
log is used to capture, track, and manage any issues that may arise while directing and 
managing project work; this log contains the type of issue, a description, priority, who 
raised the issue, as well as a target date to resolve the issue, the current status, and the 
final solution. Change requests reflect the fact that projects are not static and that 
product requirements change even as the project plan is being executed. These chang-
ing requirements may involve resources and scheduling as well as functional require-
ments and features. Successfully tracking and managing change requests is an essential 
part of any project, but this is especially true for IS projects. Many of the problems 
encountered in IS projects are related to unsuccessful change management. Change 
requests can include corrective actions, preventive actions, defect repairs, and updates 
to the project management plan or project documents. Finally, the process direct and 
management project work can result in changes to organizational process assets, the 
project management plan, and various project documents, such as the requirements 
documentation (in case new requirements are discovered), the activity list (if new or 
different activities are needed), risk and stakeholder registers the assumption log, and 
the lessons-learned register. 

Project Manager Activities during Execution
From the list of processes highlighted in the previous section, you can see that proj-
ect managers do many different things during project execution. Here we will briefly 
describe three: holding the project kickoff meeting, establishing and managing channels 
for communication, and managing procurement activities.

The project kickoff meeting is largely ceremonial. It is important because it marks 
the beginning of a project in a public and memorable way. The project team in the 
Jackie’s Electronics case held their kickoff meeting at the end of Chapter 4. Sometimes 
a project kickoff can be quite an elaborate affair, with food, live music, gifts, and dec-
orations. The kickoff does not always have to be a big party. Sometimes it is a simple 
meeting where the project team meets with the project sponsor, who explains what is 
involved and what is expected for the project. Who attends the kickoff sends a strong 
signal to the project team and the company as a whole as to how important the project 
is. For example, if the chief executive officer and the company president both attend the 
kickoff, everyone knows this project is important to the entire organization. Whatever 
form the kickoff takes, it should be something special and out of the ordinary that 
signifies the start of a dedicated group effort. Just how elaborate the kickoff is depends 
on the style of the project manager and the budget for the project.

Once the project has begun, it is vital to the project’s success that the team estab-
lish open, two-way communication channels. Creating and monitoring these channels 
is also part of the project manager’s role. There are many different ways for teams to 
communicate during project execution, including the project management information 
system, regular meetings, all types of electronic communication, written reports, and 
web-based systems that run on the organization’s intranet. All of these communication 
channels will be explored in more detail later in the chapter.

As you saw in Chapter 10, procurement can be a prominent part of any project. 
Three key procurement activities occur during project execution. The first is soliciting 

Project kickoff 
meeting 
A ceremonial meeting 
marking the beginning 
of a project in a very 
public and memorable 
way.
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bids and quotes and proposals from potential vendors; the second is deciding among 
vendors; and the third is administering the contract with the winning vendor (note 
that soliciting bids and selecting vendors could be separate from the actual project). 
For medium and large projects, many different procurement activities will be going on 
simultaneously, with more than one solicitation and with more than one contract to 
administer. Keeping on top of all of these simultaneous activities is another responsi-
bility the project manager must manage successfully.

Manage Project Knowledge
In addition to managing and directing project work, managing knowledge is an import-
ant part of executing a project (see Figure 11.5). First, using existing knowledge will help 
improve project outcomes; second, documenting knowledge created during the project 
will help ensure the success of future projects. During this process, it is important to 
facilitate the exchange and capturing of both explicit and tacit knowledge. Whereas 
explicit knowledge can be easily codified, documented, and archived, tacit knowledge 
cannot be easily transferred from one person to another. Consequently, in addition to 
implementing technology-based knowledge management systems, it is important to 
foster an atmosphere that encourages knowledge sharing among the involved parties 
and to capture who has the knowledge needed. Inputs into this ongoing process include 
the project management plan, project documents, deliverables, enterprise environmental 
factors, and organizational process assets. Project documents such as the stakeholder 
register, project team assignments, and the resources breakdown structure help deter-
mine where knowledge resides and what knowledge may be missing; likewise, the lesson 
learned register helps determine best practices in managing knowledge. The delivera-
bles from the Direct and Manage Project Work process can provide valuable sources of 
knowledge. Enterprise environmental factors that have an impact on the Manage Project 
Knowledge process include the culture of the organization, stakeholders, and customers, 
the existence of experts in the area of project management, the degree of geographic 
dispersion of team members, as well as legal and regulatory requirements, such as non-
disclosure agreements or other confidentiality arrangements. Finally, organizational 

Figure 11.5 The PMBOK (6th ed.) Manage Project Knowledge process
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process assets influencing the Manage Project Knowledge process are standards and pro-
cedures related to confidentiality, data protection, and the like, personnel development, 
communication requirements (formal vs. informal), as well as formal procedures related 
to sharing knowledge and information. 

As with any process, expert judgement from experts in areas such as knowledge 
management or organizational learning can help ensure the success of the Manage Proj-
ect Knowledge process. The foremost tools and techniques used are those designed for 
knowledge management and information management. Knowledge management tools 
such as communities of practice, workshops, knowledge fairs, or networking enable 
individuals to share tacit knowledge; as social integration mechanisms, they provide the 
resources that help group members interact, create positive feelings among group mem-
bers, provide shared frames of reference, and set interrelated goals resulting in coordi-
nated efforts. As such, these mechanisms facilitate knowledge sharing and are a critical 
factor in enabling the absorption of tacit knowledge (von Briel et al., 2018). Information 
management tools and techniques are primarily used to share and document codified 
knowledge; these tools can include the project management information system, the 
lessons-learned register, as well as the methods used for documenting explicit knowl-
edge. Other tools and techniques are internal expert networks, enabling people to find 
others who may have relevant knowledge, and knowledge portals, enabling people to 
contact experts who may have the needed knowledge (Valacich and Schneider, 2018). 
The project manager uses interpersonal and team skills such as active listening, facilita-
tion, networking, as well as leadership and political awareness to create an atmosphere 
that encourages knowledge sharing. 

The outputs of this process include the lessons-learned register, where knowl-
edge is captured as it is created; updates to the project management plan; as well as 
updates to organizational process assets, where newly created knowledge is codified 
and documented.

Monitoring Progress and Managing Change
Executing the project plan means that all the preparations are done, and now it is time 
to do the job. If the plan has been put together well, and if it is written at the necessary 
level of detail, then all the project manager has to do is follow directions. What could 
be simpler? Actually, execution is anything but simple. Things rarely go as planned. The 
assurance “Everything is going according to plan” may be common in the movies and on 
TV, but it’s not one that most project managers use often. Instead, it sometimes seems 
that nothing goes according to plan. A big part of a project manager’s job during exe-
cution is to monitor everything to understand what is not going according to plan and 
what the implications are for missing expectations. The next two subsections focus on 
monitoring progress and the activities a project manager engages in during execution. 
Then, we discuss managing change and the problems common to IS project execution.

Tips from the Pros: Tips for New Managers

New managers face a tough challenge. They have to 
manage the work of others while learning how to be a 
manager at the same time. Here are some guidelines 
for becoming a good manager when starting out. 
Although these tips apply to all aspects of managing 
a project, most of them are especially applicable to 
the execution phase.

 1. Don’t make promises you can’t or won’t keep. 
This is one of the worst things a new manager 
can do. Not keeping promises erodes trust and 
leads to a lack of respect on the part of the 
employee.

 2. Don’t offer inappropriate awards. Rewards 
should match performance. A coffee mug is 
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appropriate for cutting a couple of days off the 
schedule, not for saving the project millions of 
dollars.

 3. Reward ambitious workers with important tasks.
 4. Set aside time to meet with workers to talk about 

things from both your perspective and theirs.
 5. Ask workers about their career goals and how 

you can help them achieve their objectives.
 6. Offer your top performers opportunities for 

training.
 7. Ask workers about their outside interests and 

offer them rewards that match those interests, 
such as gift certificates and event tickets.

 8. Comment on good or bad work right away. 
Don’t save feedback for regularly scheduled 
employee performance evaluations.

 9. Don’t assume good workers know how much they 
are valued. People don’t always know how good 
they are and how much they are appreciated. 
Don’t ignore good workers, as that is a sure 
way to get them to stop doing so well.

10. Take your role as manager seriously. Don’t put 
off rewards and feedback, and don’t downplay 
the importance of regularly scheduled 
performance evaluations.

Adapted from: McCarthy (2018); Solomon (2001).

Monitoring Progress
Once the project plan has been approved, then all of the tasks have been identified, 
along with who is responsible for each task, the resources that are necessary to complete 
them, the deliverables for each task, the milestones for the deliverables to be delivered, 
and the relationship of each task to all of the other tasks. The project manager’s job in 
monitoring progress is to keep track of all tasks and all of the details surrounding each 
one. The more well-defined the schedule and the deliverables, the easier it is to check 
progress. It is easier to compare reality to expectations when expectations are explicitly 
defined. To measure reality accurately, however, requires open, two-way communica-
tion. Even medium-sized projects would soon overwhelm managers if there were not 
ways to keep track of all the details. You have read about different techniques that have 
been developed to keep track of those details, such as PERT and Gantt charts. A more 
powerful method is project management software, but the basic idea of an organized 
system for project management is the same.

For an example of how a project manager might use project management software, 
refer to Figure 11.6. The figure shows two weeks in the life of a project. Five related 
activities are to be performed during this time: (1) write a request for proposals (RFP); 
(2) create a list of potential vendors to receive the RFP; (3) prepare an information 
presentation for the potential vendors; (4) invite the vendors to the presentation; and 
(5) hold the presentation. You can see from the calendar in Figure 11.6 that writing 
the RFP takes five days, creating the list of vendors to invite takes two days, and the 
other three tasks all take one day each. You can’t really tell from the calendar how the 
activities are related; for that, you need to look at a network diagram that represents 
these two weeks of the project (Figure 11.7).

Figure 11.7 shows that writing the RFP is the starting activity in this network, and 
holding the presentation for vendors is the ending activity. The RFP must be completed 
before anything else can start, and all of the other activities have to be completed before 
the presentation can take place. The critical path for this network goes from writing 
the RFP, through creating the vendor list, through inviting the vendors, to the final 
presentation. The actual creation of the presentation is off the critical path, so whoever 
has that responsibility has two days of slack time.

Suppose at a regularly scheduled staff meeting, the person in charge of creating 
the presentation announces that she suddenly has to leave town immediately on family 

Monitoring progress 
The process of 
keeping track of all 
project tasks and the 
details surrounding 
each one.
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Figure 11.6 Two weeks in a project schedule in Microsoft Project 2016

Figure 11.7 Original project network diagram in Microsoft Project 2016

business. Luckily there is a staff member available who can put together the presenta-
tion, but because he is new to the project and to the organization, it will take him three 
days instead of one to prepare the same quality presentation. With this change, there are 
now two critical paths through the network. Nothing can go wrong if the presentation 
is to be held on January 17, as planned, and the auditorium is already booked for that 
day. The booking can’t be changed without losing a hefty deposit. Just as the project 
manager begins to think about the current situation and how she can’t afford any more 
problems, another staff member says he has determined he can put together a complete 
list of potential vendors in only one day. He can save time by starting with another list 
of potential vendors that fits their needs and was used by another project team. Now the 
critical path changes again (Figure 11.8), going through the presentation preparation. 
Neither creating the vendor list nor inviting the vendors is on the critical path. The 
project manager has just won another day of slack.

This example has been kept simple to prove a point. Most project managers proba-
bly wish their lives were that easy. Just to give you an idea of how difficult and demand-
ing project execution can be, here is a list of all the things project managers must do 
simultaneously for each project they manage:

 • Allocate and distribute work to team members at the right time while also man-
aging task dependencies
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 • Update progress of each task
 • Determine consequences and predict their effects on future tasks and milestones
 • Manage changing team membership
 • Manage roles of third parties, such as vendors and suppliers
 • Enforce ownership of tasks

Notice that the first three activities in this list involve monitoring. Project managers 
can’t allocate work during execution unless they know the status of all the tasks being 
worked on at a particular point in time and who is assigned to work on each task. The 
progress on a task can’t be updated unless the project manager knows the status of the 
task. The effects of the present on the future can’t be determined unless the project 
manager understands the present. In other words, you can’t figure out where you want 
to go and how to get there until you know where you are. Project managers have to 
continually monitor project activities in order to get the needed information to manage 
the project effectively. Regular staff meetings are one way to get this information, but 
there are others, and we will have more to say about them later in the chapter. The last 
three activities in the list have more to do with managing personnel than with monitor-
ing. Team membership is not static, and people leaving and joining a project can have 
significant impacts. Tasks left unfinished through a team member’s departure have to 
be reassigned to someone else, and new people have to be brought up to speed on the 
project and how they can contribute. The project manager also has to deal with people 
outside the project team, such as vendors, who also contribute to the project. The more 
procurement a project involves, the more effort the project manager will have to expend 
on managing third-party relationships. Finally, the project manager has to make sure 
that the people assigned to different tasks, whether inside the project organization or 
working for a third party, continue to take responsibility for those tasks. In Chapter 12, 
we will discuss more formal techniques for monitoring and controlling the progress of 
projects.

Figure 11.8 Microsoft Project 2016 network diagram after change in duration of two activities
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Common Problems: Anticipating Problems during Execution

During execution, the project team is focused on the 
job at hand, which is successfully implementing the 
project plan. With the focus on execution, the project 
team often does not spend the time and energy it 
should on anticipating and finding problems. The 
State of California’s Department of Finance has 
prepared a list of potential problems that may arise 
during project execution. They include

 1. Lack of good data on activity progress
 2. Inadequate requirements definition
 3. Frequent and uncontrolled changes to the 

project baseline
 4. Poor time and cost estimates

 5. Difficulties in concluding the project because 
of ill-specified completion criteria

 6. High personnel turnover
 7. Inadequate monitoring and directing of project 

activities
Many of these problems will not arise if careful 

planning takes place. Planning, however, is not per-
fect, and one of the jobs of the project manager and 
project team is to make sure that inadequate plan-
ning is not translated into inadequate deliverables 
during execution. Once a problem is suspected, it is 
very important that the project team act immediately 
to take care of it, regardless of the cause.

Managing Change
Given the pressure to change system requirements during project execution, it is almost 
certain that a project team will be managing change related to the project, dealing 
with change requests during project execution. Likewise, any problems that might arise 
during project execution might require changes that need to be carefully managed. So, 
how does a project manager deal with changes? First, it is important to note that every 
request for change does not result in a change to the requirements. Every request should 
be documented. Processes should be set up to review each request to determine if it can 
or should be accepted. Every change that is accepted will affect the project deliverables, 
the schedule, and the budget, so changes have to be considered very seriously. Each 
project organization will typically have in place organizational processes and procedures 
for change evaluation and implementation. We will discuss how to manage and control 
change in more detail in Chapter 12.

Common System Development Project Problems
Despite the best efforts of the best project manager, things can still go wrong during 
project execution. IS projects are notorious for being problematic. Steve McConnell 
lists thirty-six different classic development mistakes in systems development projects, 
ten of which are included in Table 11.1. Most of the people-related mistakes, pro-
cess-related mistakes, product-related mistakes, and technology-related mistakes 
listed in Table 11.1 are easily understood from their brief descriptions, such as unreal-
istic expectations, insufficient planning, and overestimated savings from new tools or 
methods. Some of the others warrant additional explanation.

In the realm of people-related mistakes, weak personnel refers to employees who 
are not adequately trained in the skills necessary to a particular project. Personnel 
who do not have the necessary technical skills for a specific project will struggle, and 
the project will suffer. The second type of mistake in this category, adding people late 
to a project, may not seem like a mistake. In fact, common sense would dictate that 
additional people should add to productivity because the remaining work can now be 
divided among more people, leaving each person with less to do in the same amount 
of time. But as Brooks (1995) convincingly argued, adding more people also adds more 
need for coordination among all the people on the project, new and old. Adding more 
people often actually ends up reducing productivity on a project. Brooks also identified 
the problem called the silver-bullet syndrome. The silver-bullet syndrome occurs when 

Managing change 
The process of dealing 
with change requests 
during project 
execution.

People-related 
mistakes 
System development 
mistakes arising 
from adding people 
too late to a project, 
lack of necessary 
skills, or unrealistic 
expectations.

Process-related 
mistakes 
System development 
mistakes arising from 
insufficient planning, 
overly optimistic 
schedules, or planning 
to catch up later.

Product-related 
mistakes 
System development 
mistakes arising 
from feature creep 
and requirements 
gold-plating.

Technology-related 
mistakes 
System development 
mistakes arising 
from overestimating 
savings from new 
tools or methods, 
or the silver-bullet 
syndrome.
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developers believe a new (and usually untried) technology is all that is needed to cure 
the ills of any development project. In application development, however, there is no 
silver bullet. No one technology can solve every problem, and those who believe there 
is are likely to be disappointed.

Two other mistakes from the list that need additional explanation are both prod-
uct-related: feature creep and requirements gold-plating. Feature creep refers to the 
tendency of system requirements to change over the lifetime of the development proj-
ect. It is called feature creep because more and more features that were not in the original 
specifications for the application “creep in” during the development process. The average 
project may see a 25 percent change in requirements, all of which can delay the project 
and add costs. Changes to an application typically cost fifty to two hundred times less 
if they are made during requirements determination rather than during the physi-
cal design process. Requirements gold-plating means an application may have more 
requirements than it needs, even before the development project begins. In addition to 
being unnecessary, many of these requirements can be extreme and complex.

Communication and Documentation
We have already mentioned the need for open, two-way communication in any suc-
cessful project. Communication serves to facilitate the exchange of information and 
can take many forms. The staff of REI’s Gear and Apparel Division relied on such 
traditional communication modes as meetings, conference calls, faxes, and email. Here 
we briefly discuss five methods to support team communication: meetings, presen-
tations and written reports, the project management information system, electronic 
communication, and web-based solutions (Figure 11.9). We follow this discussion on 
communication with a discussion of documentation.

Meetings
Meetings have been around for a long time. If they are short, well-run, and focused, 
they can be a very effective means of exchanging information (see Chapter 4, especially 
Figure 4.10, for more about how to run a project meeting effectively.) If the purpose 
of a regularly scheduled staff meeting is for everyone to report on their progress and 
their problems and for the project manager to provide information on the larger proj-
ect status, then meetings can work well. But we all know from learned experience that 
meetings do not always work well, sadly. Sometimes meetings are not well run, and the 
discussion is allowed to drift. Sometimes people seem unwilling or unable to exchange 
necessary information. Getting everyone involved to come to the same place at the 
same time on a given day, giving up time they would rather be using to do their “real 
work,” can also be an issue. Although meetings are familiar and potentially useful, they 
have enough problems that project team communication can successfully occur in other 

Silver-bullet syndrome 
A problem that occurs 
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Adding more 
requirements than 
necessary to an 
application, even 
before the beginning of 
a project.

Table 11.1 Ten of Steve McConnell’s Thirty-Six Classic Development Mistakes

People-Related Process-Related Product-Related Technology-Related
Weak personnel
Adding people to a 
project late
Unrealistic expectations

Insufficient planning 
Overly optimistic schedules 
Planning to catch up later

Feature creep 
Requirements gold-plating

Silver-bullet syndrome 
Overestimated savings 
from new tools or methods
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ways. In addition to meetings about progress updates, meetings can be held to discuss 
technical issues, solve problems, or exchange retrospective thoughts about the project.

Written Reports
One of the other ways that project team communication can occur is the preparation 
and distribution of written reports about the project and its progress. The emphasis 
here is on written, rather than oral, and regular, rather than ad hoc. We should also 
emphasize that the reports need to be timely and accurate. Reports that do not reflect 
the current status of project tasks are practically worthless. The point of regular written 
reporting is to let the project manager know the status of all of the various tasks that are 
part of the project. Having regular written reports generates a discipline for providing 
up-to-date information that the project manager can use to put together an overall 
picture of the project’s status.

Project Management Information Systems
Once project managers have status information, they can use it to update the status 
of the overall project and determine just where things are and how far things are from 
where they want them to be. As you have seen, the project management information 
systems and project management software (e.g., Microsoft Project) make the project 
manager’s job in this regard much easier. A host of information systems are available to 
support project management, from shareware to commercial systems that run on every 
conceivable platform.

Electronic Communication
We have already discussed the topics of meetings and written reports as ways to com-
municate project information. The types of meetings we indicated in our discussions 
were traditional meetings where people come together in one place and time for a cer-
tain duration to accomplish their meeting goals. The types of reports we discussed were 
also traditional: written, printed on paper, and distributed manually to those concerned. 
Today, it is no longer necessary to hold every meeting in one place and at one time, and 
printed paper reports that are centrally distributed are becoming less and less common. 
Using online chat, audioconferencing, and videoconferencing, meeting participants can 

Figure 11.9 Communication for project management
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be geographically dispersed during a same-time meeting. People who are far away from 
the meeting place can still participate. Similarly, the meeting can be asynchronous, with 
people contributing over time, so that the meeting itself might span a week, giving 
people the opportunity to log in and contribute over that entire period. The reports can 
be transmitted in the body of email messages or they can be attachments. Alternatively, 
they can be posted to online collaboration platforms such as Microsoft SharePoint.

Global Implications: Project Execution after Outsourcing

Whether development project work is outsourced 
overseas or to another firm in the same country, in 
many instances this means that some employees 
within the company have lost their jobs. Project 
managers in an outsourcing situation have to 
manage everyone on the team, whether they are 
part of the outsourced work team or part of the local 
team. What project managers may not realize is that 
local survivors of the outsourcing effort may not all 
react in the same way. Determining how different 
individuals react and how their reactions affect the 
project execution effort is one more burden project 
managers have to bear.

Survivors of outsourcing can react in many dif-
ferent ways. While you would expect them all to be 
happy they have kept their jobs, basic reactions will 
vary. Some employees will be outraged that outsourc-
ing occurred in the first place; others will be afraid 
they might be next. Some will work even harder to 
make sure they survive the next outsourcing efforts; 

others may become incapacitated by guilt caused by 
their surviving while other employees they knew and 
worked with lost their jobs.

How can project managers deal with such a 
wide range of reactions? Ignoring the ways different 
employees react to outsourcing is the wrong thing 
to do, according to Eileen Strider, an organizational 
effectiveness consultant. One approach is to let 
employees vent their concerns and fears. It is also 
important for executives to be honest with employ-
ees about why outsourcing occurred and to provide 
them with some semblance of stability. In extreme 
cases, employees may be encouraged to seek coun-
seling, or the company itself may need to bring in 
counselors if feelings of fear and betrayal are wide-
spread. The important point is that employee reac-
tions need to be recognized and dealt with because 
employee reactions to outsourcing affect their work, 
which in turn affects the entire project.

Based on: Hamblen (2004), Maertz et al. (2010).

Web-Based Solutions
One of the main objectives of communication during a project is the exchange of status 
information. Project managers need to be able to react to problems and to proactively 
prevent problems during project execution, but they can only do these things effectively 
if they know the current status of all of the constituent parts of the project. Instead of 
having each team member or each third-party vendor report progress and delays to the 
project manager, who then has to use that information to update the project, why not 
allow team members and third parties to update the project management information 
system directly? Such direct updating is supported with web-based access to the proj-
ect management information system. Users can access the system through their web 
browsers and report on the status of their tasks. Web accessible project management 
tools range from project management software to knowledge management systems, 
document repositories, communication systems, and meeting systems (Figure 11.10). 
An example of a commercial system especially relevant to project execution is Micro-
soft’s Project Online cloud-based solution.

Microsoft Project Online and other web-based tools like it offer many communi-
cation related capabilities. Team members and third parties can access the system from 
anywhere they have access to a web browser. All team members can update the status 
of their tasks, and the overall project software is immediately updated. Team members 
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can notify each other of when their tasks will be completed (which is useful for those 
who are downstream of and dependent on these tasks), and their availability for new 
work. Project managers will then be able to monitor the project in real time, provided 
team members and vendors update their task status in a timely and accurate manner. 
With current information, managers should be able to better anticipate and deal with 
problems as they arise.

Documentation
Communication is usually accompanied by documentation. Ordinarily someone takes 
minutes in a meeting. People often log phone calls and make notes about their contents. 
Electronic communication media, such as email, are their own documentation because 
electronic messages are stored on computer servers for later retrieval. Documentation, 
which creates a record of how the project proceeds over time, is important for many 
reasons. First, a record of the process is valuable for the project team in case they need 
to trace how a decision was made or how a product specification has changed during 
the project. Second, documentation provides a record that can be audited or that can be 
used as part of a legal defense in case of disputes between buyers and suppliers. Third, 
documentation from an outstandingly successful project may be used as the source of 
best practices to improve processes in other projects.

Ethical Dilemma: Relying on a Professional Code of Ethics

During project execution, you may run into ethical 
dilemmas and you may want to review a professional 
code of ethics from the project management profes-
sion for guidance. Where do you find a professional 
code of ethics for project management?

The Project Management Institute’s ideas on proj-
ects and their management have become standards 
in the industry. PMI has established a detailed mem-
ber code of ethics that is available on their website 
(http://www.pmi.org/about/ethics/code).

Although PMI is the predominant professional insti-
tute for project management, it is not the only one. 
The Association for Project Management (APM), the 
primary project management professional association 
in the United Kingdom, also has a code of ethics, which 
is available at https://www.apm.org.uk/about-us/ 
how-apm-is-run/apm-code-of-professional-conduct. 
It is useful to visit the APM site and compare its code 
of ethics with the PMI code.

Figure 11.10 Web-based project management tools are offered on a Software-as-a-Service basis
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Discussion Questions
1. Compare the PMI and APM codes of ethics. What is contained in both codes?
2. What are the primary differences between the two codes? What may be the reasons for these differences?
3. What’s the point of professional codes of ethics? Why are they needed?

Managing Project Execution and PMBOK
The primary topic of Chapter 11 has been project plan execution; as Figure 11.11 
shows, we have covered topics from the knowledge areas of integration management, 
quality, resource, communications, risk, procurement, and stakeholder management. 

Figure 11.11 Chapter 11 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ⚫

4.4 Manage Project Knowledge ⚫

4.5 Monitor and Control Project Work ⚫ ��
4.6 Perform Integrated Change Control ��
4.7 Close Project or Phase �� ��
5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            
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5.5 Validate Scope         ��              

5.6 Control Scope         ��             ��
6 Project Schedule Management

6.1 Plan Schedule Management           ��            

6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ��
7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ��
8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ��
9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ⚫  

9.4 Develop Team     ��           ⚫  

9.5 Manage Team �� ⚫

9.6 Control Resources �� ��
10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ⚫  

10.3 Monitor Communications     ��               ��
11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ⚫  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ⚫

11.7 Monitor Risks                 ��     ��
12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ⚫  

12.3 Control Procurements                   ��   ��
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13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ⚫  

12.4 Monitor Stakeholder Engagement       ��             ��

Running Case: Managing Project Execution

As James was driving to work on June 20, he dreaded 
the day ahead of him. 

The pilot implementation of Jackie’s Electronics’ 
new customer relationship management (CRM) sys-
tem was originally scheduled for July 31. With the 
go-live date being less than six weeks away, it was 
close to impossible to meet that date. The team had 
decided on the XCT CRM system, but the installation 
had been much more complex than initially planned, 
so the implementation was way behind schedule. 
Kevin Woodfield, James’s team member who was 
in charge of systems integration for Jackie’s, asked 
James to hire external consultants with XCT experi-
ence to help with implementation. This was difficult 
decision to make, as employing external consultants 
would mean that the approved budget limit would be 
exceeded. 

Nick Baldwin, the head of marketing, further 
added to the implementation problems by submit-
ting various requests for changes to the system’s 
original specifications. Initially, according to the proj-
ect charter, the new system was supposed to track 
purchases, assign membership points, and allow 
these points to be redeemed for “rewards” (in the 
form of dollars-off coupons) at local stores. Enrolled 
customers could access Jackie’s website to check 
their account activity and account balances. Once a 
customer had earned enough points, he or she would 
be rewarded with a coupon that they would have to 
print out and bring to a store to use. The decision 
to keep everything electronic was made to reduce 
the considerable costs associated with printing and 
mailing coupons to customers.

Although the decision had been made very early 
in the project, Nick Baldwin and his marketing team 
suddenly submitted a change request that would 
allow customers to choose between having coupons 
mailed to them once they had accumulated suffi-
cient points or printing them at home. While this was 
convenient for the customers, it added significant 
complexity to the XCT system implementation, in 
addition to reducing the benefits from cost savings. 

In addition, James had learned yesterday from Cindy 
Kobayashi, the marketing representative on his team, 
that Baldwin wanted yet another change. In addition 
to allowing customers to use printed coupons for 
in-store purchases, he wanted to enable customers 
to use eCoupons for online purchases at Jackie’s 
website. In addition to adding another layer of com-
plexity to the XCT system implementation, this also 
meant that Jackie’s existing systems for ordering 
online would have to be changed to allow for the use 
of eCoupons.

Just when James thought these were enough 
problems for a day, Rick Piccoli, Maria’s replace-
ment at the Irvine store, informed James that his 
store would not be ready by the end of July to pilot 
the new system. James hoped that this problem 
would solve itself, given that they weren’t going to 
be ready at the go-live date anyway, but Rick indi-
cated that it would take several months before the 
store would be ready. Slowly it dawned on James 
that Rick was not overly keen on using his store for 
the pilot. But maybe he could talk Maria Gutierrez 
into letting them use her Minneapolis store as the 
pilot site. Maria used to be on their team before she 
was transferred to Minneapolis. James thought she 
would be willing to help.

James had almost reached his office, and he 
would have to call Sarah Codey and update her on 
the status of the project. He was not looking forward 
to telling her that they would not be able to make 
the go-live date; however, he thought that it didn’t 
matter anyway, given that Rick wouldn’t let the team 
use his store as a pilot location, and they would have 
to find another store. James would also have to tell 
Sarah that he was going to have to go over budget, 
too, as there was no way they would be ready for 
the pilot anywhere close to the originally scheduled 
go-live date without the help of consultants, as Kevin 
had requested. Further, he would have to freeze the 
requirements, and reject the latest change request 
filed by marketing. Luckily, Nick had not yet submit-
ted the change request for the use of eCoupons, but 
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James would have to make sure that Nick would not 
submit this additional request.

There was a slight change that, if he could hire 
the consultants, fight off the change requests, and 
get Maria to let him use her store for the pilot, they 
might be ready to launch a pilot in Minneapolis on 

October 15. Yet this still only gave him four months 
to complete the project. He and his team would have 
to work hard to make that happen.

James realized he had missed his turn. Great, he 
thought. Things could only get better from here.

Adapted from: Valacich and George (2017).

Chapter Summary
Describe the ten project management processes that 
are part of project execution. According to PMBOK, 
ten project management processes are part of the exe-
cuting process group: Direct and Manage Project Work, 
Manage Project Knowledge, Manage Quality, Acquire 
Resources, Develop Team, Manage Team, Manage 
Communications, Implement Risk Responses, Conduct 
Procurements, and Manage Stakeholder Engagement. 
The Direct and Manage Project Work process involves 
managing the technical and organizational processes 
and interfaces that are necessary for completing the 
project work identified. Manage Project Knowledge 
involves all activities in using existing knowledge and 
creating and documenting new knowledge. Manage 
Quality involves evaluating project progress on a 
regular basis in order to determine if the project will 
satisfy established quality standards. Acquire Resources 
involves balancing factors such as availability and 
costs of resources, whereas team development involves 
improving project performance through improving 
individual and group competencies and interactions. 
Manage Communications involves making needed 
information available to project stakeholders in a 
timely manner. The Implement Risk Responses process 
puts the risk management plan in motion. Conduct 
Procurements involves requesting seller responses to 
obtain bids and proposals for performing project plan 
activities, as well as selecting sellers from among the 
proposals that have been received. Manage Stakeholder 
Engagement entails assessing the effectiveness of the 
strategies for engaging stakeholders and managing 
their relationships.

Discuss the activities project managers engage 
in during project execution. A big part of a proj-
ect manager’s job during execution is to monitor 
everything in order to understand what is not going 
according to plan and what the implications are for 
missing expectations. Another big part of the job is 
managing change, in both project requirements and 
project personnel. Other activities a project manager 
engages in during execution include organizing the 
project kickoff meeting, establishing and managing 
channels for communication, and managing procure-
ment activities.

Explain some of the key problems in IS projects 
that occur during project execution. Many different 
types of problems can occur during project execu-
tion. Some of the problems discussed in this chapter 
include having to deal with weak personnel, adding 
people late to a project, feature creep, and require-
ments gold-plating.

Describe the importance of communication to 
project execution. The quality of communication 
among project team members can be the difference 
between a successful and an unsuccessful project. 
Some useful channels for communication discussed 
in this chapter include regular team meetings, regu-
lar written reports, project management information 
systems, electronic communications, and web-based 
project plan execution systems.

Key Terms Review
A. Feature creep
B. Managing change
C. Monitoring progress

D. People-related mistakes
E. Process-related mistakes
F. Product-related mistakes
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G. Project execution
H. Project kickoff meeting
I. Requirements gold-plating

J. Silver-bullet syndrome
K. Technology-related mistakes

Match each of the key terms with the definition that best fits it.

 1. A ceremonial meeting marking the beginning of a project in a very public and memorable way.
 2. A problem that occurs when developers believe a new and usually untried technology is all that is 

needed to cure the ills of any development project.
 3. Adding more requirements than necessary to an application, even before the beginning of a project.
 4. System development mistakes arising from adding people too late to a project, lack of necessary skills, 

or unrealistic expectations.
 5. System development mistakes arising from feature creep and requirements gold-plating.
 6. System development mistakes arising from insufficient planning, overly optimistic schedules, or plan-

ning to catch up later.
 7. System development mistakes arising from overestimating savings from new tools or methods or the 

silver-bullet syndrome.
 8. The process of carrying out the project plan to accomplish the required work.
 9. The process of dealing with change requests during project execution.
10. The process of keeping track of all project tasks and the details surrounding each one.
11. The tendency of systems requirements to change over the lifetime of the development project.

Review Questions
 1. What is project plan execution?
 2. According to PMBOK, what are the ten management processes that make up the executing process 

group? Where else in the book have you studied some of them?
 3. Explain the inputs to the Direct and Manage Project Work process.
 4. Explain the tools and techniques that are used in the Direct and Manage Project Work process.
 5. Explain the outputs from the Direct and Manage Project Work process.
 6. Describe some of the activities that project managers perform during project execution.
 7. What four problems are commonly encountered during project execution?
 8. What are two types of change that project managers have to deal with during project execution?
 9. Name and describe five different ways that project teams can communicate during the Direct and 

Manage Project Work process.
10. Explain how project execution can be documented.

Chapter Exercises
 1. Note that one of the management processes in the executing process group is associated with procure-

ment. Why is procurement such a major part of execution?
 2. Why is managing project knowledge so important to project plan execution? What can project man-

agers do to facilitate knowledge management?
 3. Using the web and other resources, research information systems for project execution. Write a report 

that describes each system you found and that compares and contrasts the features of each system.
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 4. Suppose you are the project manager for the following project: First, draw a network diagram for the 
project. Determine the critical path and slack times for all of the tasks. This completes your plan for 
the project schedule. During project execution, you become aware of the need to change the duration 
of Task 4 to five days.

Meanwhile, Task 3 has been finished one day early, so it only took one day to do. What, if any, effects 
do these changes have on your project? What would have happened if you had not been monitoring 
the status of the project?

 5. Find and interview project managers about how they communicate with team members concerning 
their projects during project execution. Which methods work best for them? How do they incorporate 
communication into their execution activities? Write a report explaining what you found.

 6. Everyone has managed projects, whether in the workplace, in school, or at home. Describe the activ-
ities you undertook during execution. What type of system did you use to manage the project (e.g., 
computer-based or manual)? How well did the system work for you? What kinds of problems did you 
encounter and how did you deal with them?

Chapter Case: Sedona Management Group and Managing Project Execution

Project execution is the phase of the project in which 
the activities necessary for project completion are 
undertaken. The execution processes include 
coordinating the project resources to carry out the 
project plans developed in the planning stage. The 
products or deliverables of the project are produced 
during the project execution phase. Ten project 
management processes form the executing process 
group, one of which is the core Direct and Manage 
Project Work process. 

Project execution comprises several key activ-
ities, including providing project leadership, moni-
toring progress, assuring quality, managing change, 
and managing channels for communication. Positive 
leadership contributes to project success. A positive 
leader is one who is a good team builder and com-
municator, has high self-esteem, focuses on results, 
demonstrates trust and respect, and sets realistic 
goals. Tim Turnpaugh takes his role as Sedona Man-
agement Group’s (SMG’s) leader very seriously. Over 
the years, the practices that have worked best for 
him as a project leader include the establishment of 
clear goals, strict adherence to the project schedule, 
and keeping project team members motivated. For 

any project, Turnpaugh has to ensure that he clearly 
understands the customer’s needs and, at the same 
time, that every project team member has that same 
level of understanding.

Another best practice Turnpaugh employs as a 
project leader is to establish milestones for any proj-
ect SMG takes on and then assess those milestones 
over the life cycle of the project. By doing detailed 
planning during earlier project phases—including 
identifying tasks, allocating resources for tasks, and 
identifying the outputs from each task—the Sedona 
team can create a good baseline for use in compar-
ing their actual progress with the project’s planned 
progress.

In the case of the Seattle Seahawks, Turnpaugh 
and his team created a detailed plan for building the 
Seahawks’ website. Mike Flood of the Seahawks 
identified several key characteristics the Seahawks 
needed for their website. Flood wanted a website 
that was secure and reliable, conveyed accurate 
information, and was easy to access. Based on 
these requirements and through the experience 
gained with working for other clients, Turnpaugh 
determined the system that would work best for the 

Task Duration Predecessor
1 1 day —
2 3 days 1
3 2 days 1
4 3 days 2
5 5 days 3
6 3 days 4, 5
7 1 day 6
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Seahawks, and a contract was drafted. The contract 
had a very detailed scope of work that stated clearly 
what the Sedona team would accomplish for the 
Seattle Seahawks. In the event that after signing the 
contract, the customer asked for some significant 
change to the project scope during project execution, 
Turnpaugh would only undertake the change if the 
project’s budget and the delivery date for the final 
product were changed. Change control is essential 
for ensuring timely project execution.

Communication is also a key factor influencing 
successful project execution. In addition to the con-
siderable amount of time SMG spends with each cli-
ent during the initiation and planning stages, during 
the project execution phase SMG has regular meet-
ings with the customer to ensure that the project is 
going according to the customer’s expectations. As 
mentioned earlier, during the execution phase, Turn-
paugh ensures that both someone from his team 
and from the customer’s organization are always 
accessible for exchanging information.

Chapter 11 Project Assignment
In the execution phase, you will perform the activities 
necessary to ensure project completion. Some of 
the important activities include monitoring progress 
and managing change. In this exercise, you will learn 
about each of these different activities.

 1. Describe project execution as it relates to your 
project. In other words, explain what you will 
do to ensure project completion.

 2. You developed a Gantt chart for the project 
assignment in Chapter 6 and updated it with 
resource information in Chapter 7. Determine 
how many of the activities you have completed 
so far, and update the Gantt chart from Chapter 
7 with this new information.

 3. Describe any changes to the project plan 
that have been needed so far. Were all these 
change requests approved?

 4. Develop a progress report that describes 
what you and your team members have 

accomplished so far for the entertainment 
website development project. The progress 
report should include:

  •  Your accomplishments so far, related to 
the tracking Gantt chart you developed 
previously

  •  Your plans, which include what remains to 
be accomplished for project completion

  •  Any issues that have surfaced during the 
project life cycle

  •  A list of any approved changes made to the 
project

 5. Describe how you and your team members 
keep each other updated on the status of your 
project. In particular, indicate the different 
forms of communication you are using (e.g., 
email, face-to-face meetings, collaborative 
tools, and so on).
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C H A P T E R  1 2

Managing Project 
Control and Closure

Opening Case: Poor Project Control Derailing Projects

Today, citizens and companies in various countries 
and regions can use self-service portals to interact 
with government agencies, allowing them to save 
significant amounts of time and money. In Australia, 
apprentices and companies providing training were 
hoping to be able to use the “Australian apprentice 
management system” (AAMS), a new self-service 
portal that would replace the existing system that—
after being in operation for sixteen years—had 
reached the end of its useful life. Not only was the 
new AUS$20 million system expected to make the 
lives of apprentices and training companies easier; it 
was also expected to save government departments 
close to AUS$50 million, as the need to handle 

paper-based forms would be eliminated. 
After the completion of a tender process in 2014, 

Australia’s Department of Education and Training 
awarded the contract to NEC in May 2015, with a 
scheduled go-live date in July 2016. However, the 
system turned out to be highly complex due to the 
need to interface with various other governmental 
systems at the federal, state, and territory levels. 
After a series of significant delays, it was found that 
the new system would not meet current and future 
needs, and the Department of Education and Train-
ing decided to terminate the project in mid-2018. 

What went wrong? One of the main reasons the 
AAMS project failed was the lack of control during 

Figure 12.1 Chapter 12 learning objectives
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execution. An independent audit by consulting firm 
PwC revealed a number of problems related to proj-
ect governance and control, contract management, 
and stakeholder management. First, from the out-
set, the project was doomed to fail, as there was no 
involvement of end users when the business case 
and request for tender were developed. This failure 
to review the requirements continued throughout the 
project, with project management failing to continu-
ously review the objectives, the envisioned project 
benefits, and the end users’ needs. Whereas these 
issues had been raised in early 2017, there had been 

no change in practices to effectively address the 
issues. Likewise, project management failed to thor-
oughly review the impacts of various scope changes, 
which—in total—amounted to more than AUS$1 mil-
lion in extra costs as well as significant delays. Other 
problems included insufficient vendor management 
and a lack of clear performance milestones. Whereas 
almost all of the project budget had already been 
spent, the new system was deemed beyond repair, 
and the various unresolved problems eventually con-
tributed to the cancellation of the project. 

Based on: Hendry (2017; 2018).

Introduction
Throughout this textbook, we have discussed most of the concepts and techniques for 
initiating, planning, and executing a project successfully. Possibly the most important 
aspect to consider for ensuring project management success is project control, as indi-
cated in the opening case. After all, how successful can a project be if once the planning 
is finished you sit back and wait for the tasks to be completed? What happens if a crit-
ical task takes two weeks longer to complete than planned? How do you know if costs 
are running unexpectedly high? Could issues arise that affect the quality of the product 
you are producing or the risks associated with the project? Are you even aware of these 
potential problems? Project control is an important element in the overall success of a 
project because it allows managers to identify and deal with issues that arise and pro-
motes flexibility within the plan to allow for inevitable difficulties.

Given the overarching role that project control plays in project management, project 
control techniques span all preceding project life cycle phases and overlap many of the 
project management knowledge areas already discussed in this book. We will explore 
how control can be exerted over the various project phases and describe specific tech-
niques and tools that successful project managers use to control projects and ensure 
their successful completion (see Figure 12.2).

In addition to project control, another important concept that successful project 
managers embrace is project closure. Think back to your freshman year. After complet-
ing your first classes, you undoubtedly had learned some lessons that you continue to 
use today in your academic career. Once your finals were over, that wasn’t technically the 
end of your classes. Your instructors “signed off ” on your completion of the courses by 
giving you a final grade. Just as you learned lessons and received confirmation that your 
efforts were sufficient to pass those classes, successful project managers seek verification 
from the project stakeholders that they have successfully completed all the deliverables. 
If problems arise, project managers document them to enable the project team to reflect 
on them and apply any lessons learned to reduce the likelihood of project failures in the 
future. We will present the elements and techniques of project closure that help ensure 
the success of the current project and provide valuable information for future projects.

What Is Project Control?
Project control is the process of monitoring and measuring project progress and influ-
encing the project plan to account for any discrepancies between planned progress and 
actual progress. Project control allows a project manager to keep tabs on the progress 
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of the various tasks, identify problems, solve problems, and make changes to the plan 
based on any problems and their solutions.

For instance, consider a project manager who requires a series of weekly status 
reports from each project team member. In the course of reviewing these reports, the 
project manager realizes that one of the more critical project team members is repeat-
edly late with deliverables. Considering the importance of that team member’s role 
in the project, the project manager now has valuable information for making deci-
sions about this unproductive team member. Does the person need a different form of 
incentive or perhaps more task support? Should the person be replaced? Armed with 
sufficient information, the successful project manager can now make an appropriate 
decision. Sometimes, independent project audits are performed to provide independent 
assessment of the status of a project and its adherence to standards and plans.

What Is Project Closure?
Project closure involves the final implementation and training related to the project, 
getting acceptance and signoff on it, and finally archiving the results of the project and 
lessons learned. For instance, your client has commissioned a new customer relationship 
management (CRM) software package from you, and you have developed the package 
to meet your client’s specifications. Now you must install the new package at your cli-
ent’s location and train their personnel to use it. Next, you must gain approval from the 
stakeholders and clients that the delivered product meets their requirements and fulfills 
the contract. Finally, you archive the materials generated over the course of the project 
and write an end report that summarizes the project management methods used. This 
report allows you to document any lessons learned over the course of the project and 
to record any unresolved issues.

Closure occurs at the termination of a project or project phase and consists of care-
ful and detailed documentation of the project’s results so that all related information 
reflects the most accurate account of the success or failure of the project. Projects and 
project activities can conclude with a natural or unnatural termination. A natural termi-
nation occurs when the requirements of the project or phase have been met—the project 
or phase has been completed and is a success. An unnatural termination occurs when the 
project is stopped before completion. Several events can cause unnatural termination of 
a project or phase. For instance, it may be learned that some assumptions that were used 
to guide the project proved false, that the performance of the system or the development 
team was somehow inadequate, that the project requirements are no longer relevant or 
valid in the current business environment, or that the legal environment has changed. 
The most likely reasons for unnatural termination of a project relate to running out of 
time or money, or both. In order for future teams to learn from past projects, accurate 
and complete documentation is required. It is important to note that project closure 
activities occur throughout the duration of the project. Failure to comprehensively close 
each phase as it concludes will likely result in the loss of important information; espe-
cially for projects that were terminated unnaturally, failure to document the knowledge 
gained and lessons learned would render the project a complete waste of time. In short, 
a project or project phase is not complete until it is closed.

Global Implications: Managing Project Control

One of the realities of offshoring is that you cannot 
just outsource a software development project. The 
company doing the outsourcing cannot assume 

that an offshore development team will do better 
work than its in-house programmers. Software 
development is a creative and dynamic process 

Project control 
The process of 
monitoring and 
measuring project 
progress and 
influencing the plan 
to account for any 
discrepancies between 
planned progress and 
actual progress.

Project audit 
A systematic and 
formal inquiry into a 
project’s expenditures, 
schedule, and quality 
of work.

Project closure 
Final implementation 
and training related 
to the project, 
acceptance and 
signoff on the project, 
and archiving of the 
project’s results and 
lessons learned.
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that requires constant attention. Throughout the 
project life cycle, growth plans, changing technology 
requirements, and differing customer requirements 
can alter project plans, and therefore, such changes 
must be managed and controlled properly. There has 
to be constant engagement between the outsourcing 
company and the offshore team.

Recently, far more tools have become available 
for managing offshore projects. The outsourcing 
company and the offshore company can use these 
tools for interpersonal collaboration and for sharing 
software artifacts. At the same time, these tools 
provide a measure of command and control to the 
outsourcing company. Most current groupware tools 
were designed primarily for in-house use, but now 
new tools are available to the open source software 
community that allow developers to coordinate and 
manage their disparate needs, making them partic-
ularly suitable for use in offshore software develop-
ment projects. These tools can be web-based or can 
be hosted by one of the parties in the outsourcing 
relationship.

Software-configuration management tools are 
also very useful in managing offshore projects. 
These tools keep track of software assets, such as 
source code, compiled binaries, documentation, and 
test results. They are very suitable for offshore soft-
ware development because members of the develop-
ment team can be widely dispersed and still receive 
the information, which can be accessed over the web 
or hosted by either the onshore company or the off-
shore team. Such tools run on Windows, Mac OS, 
and Linux workstations.

The final category of tools that is particularly 
suitable for managing offshore projects includes 
quality assurance tools. These include static anal-
ysis, load testing, and runtime debugging tools that 
the onshore company can use to verify all externally 
developed code. Also, the offshore team can use new 
automated error prevention tools when developing 
code. Such tools allow error-free code by enforcing 
coding standards and building testing into the devel-
opment process.

Based on: Contorer (2017); Zeichick (2004).

The Importance and Philosophies of Project Control and Closure
This section provides an overview of both project control and project closure. We first 
discuss the importance of project control and provide an example of project control 
issues. We follow this with a discussion of the philosophies of project control and the 
levers for exerting control over projects. We then discuss the importance of project 
closure and provide an example of successful project closure.

Why Is Project Control Important?

Controlling processes (PMBOK, 2017) are important factors in all project management 
knowledge areas: integration, scope, schedule, cost, quality, resource, communications, 
risk, procurement, and stakeholder management. Considering that control processes 
occur at every stage of a successful project’s life cycle, it is easy to see how important 
project control is. Again, think back over your college career up to this point. Surely 
you or a classmate has run into a situation where a course required in your major was 
already full or unavailable when you tried to register. To keep the status of your project 
(your degree) on track, you didn’t just allow the unavailability of that class to push 
back the attainment of your goals. Hopefully, you exerted control over your project by 
enrolling in an alternate class (to keep your number of credits above a certain level), or 
you approached the instructor of that course to arrange for enrollment under special 
circumstances, or you even made changes to your existing plan by deciding to take the 
class during the summer session. As you can see, successful outcomes of any project 
require control at every stage of the project.
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Example of Project Control Problems
One specific example of a project that had problems as a result of ineffective control 
was the Denver International Airport (DIA) Computerized Baggage Handling Sys-
tem (CBHS). In 1989, the construction of DIA had been through almost a decade of 
planning and was finally transitioning into the execution stage. During the construction 
of the airport, each airline was responsible for developing and building its own bag-
gage-handling system. United Airlines had planned on making DIA its major hub, so it 
commissioned construction of a complex, technologically advanced baggage-handling 
system. Recognizing the utility of such an advanced baggage-handling system, the DIA 
project managers decided to mirror this effort and develop an airport-wide system sim-
ilar to United’s. The problem was that when DIA made this decision, the other airlines 
had already begun to plan their own individual baggage-handling systems. In a sense, 
a change request had occurred at two levels: First, each airline was requested to change 
the specifics of its own baggage-handling project. In addition, DIA as a whole was now 
implementing a change for the baggage-handling capabilities of the entire airport. Both 
changes endangered the timely completion of the airport.

After developing specifications for an airport-wide CBHS and requesting bids 
from several companies for the new system, airport planners were surprised to find that 
only three bids were submitted and all three were insufficient. Even the company com-
missioned by United (BAE Automated Systems Inc.) decided not to bid on the new 
airport-wide CBHS. Following the unsuccessful request for bids, airport planners and 
management pressured BAE to develop the airport-wide CBHS despite overwhelming 
evidence of the difficulties involved. In essence, these new plans were a dramatic change 
in project scope, and DIA’s change management and scope control processes were now 
threatening the potential success of the system.

Considering the difficulty of developing the system under such time pressure, BAE 
tried to implement its own scope-control processes. One of these was the use of freeze 
dates, meaning that changes could not be made to certain components of the bag-
gage-handling system after a specified date. These control techniques, had they been 
followed, might have allowed BAE to complete the airport-wide CBHS, but several 
events over the next several months ensured the project’s failure. The chief airport engi-
neer and main champion for the airport-wide system, Walter Slinger, died six months 
after the contract to build the system had been awarded to BAE. Prior to Slinger’s 
death, reasonably tight controls were being enforced to try to make the project a success. 
However, soon after Slinger’s passing, airlines began requesting changes to the system 
design, and these changes, which were frequently approved, caused delays that mounted 
until the opening of the airport was delayed. Rather than opening in October 1993, as 
originally planned, the airport finally opened in late February 1995, a delay of sixteen 
months. Worse, the airport was close to US$2 billion over budget. While many other 
factors contributed to the DIA CBHS failure, lack of project control on the part of 
both DIA and BAE can be seen as a major contributor to the cost overruns and delays.

A graphic example of problems with this project happened in April 1994. The City 
of Denver invited the press to observe BAE’s test of the system. The press watched 
as baggage was thrown from the telecars transporting it. Reporters saw clothing and 
personal items from some of the seven thousand bags lying on the ground under the 
telecar tracks. Clearly, initial tests conducted prior to the press event should have been 
part of the project control process.

BAE’s original contract with United Airlines had been frozen to allow BAE to 
work for DIA rather than only for United. The failure of the airport-wide system meant 
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that United’s originally planned CBHS had been sacrificed as well, and United was 
forced to use a very scaled-down version of the CBHS and only for outgoing baggage. 
The remaining airlines went back to the labor-intensive motorized carts seen at most 
other airports (Mähring, Holmström, Keil, and Montealegre, 2004). All in all, changes 
to the DIA project were not managed effectively.

Philosophies of Controlling Projects
Just as management styles differ, project managers also subscribe to different philos-
ophies of project control. A philosophy of project control refers, in a sense, to the 
management style the manager employs in following a plan and dealing with problems 
or changes that arise. Two distinctly different approaches are the dogmatic philosophy 
and the laid-back philosophy. As the names imply, a manager who subscribes to a 
dogmatic philosophy has little or no tolerance for deviation from the original plan and 
may manage autocratically to maintain adherence to the plan. At the other end of the 
spectrum, a manager who subscribes to the laid-back philosophy may simply embrace 
the multiple changes or problems that arise. A more likely scenario is for a manager to 
embrace a philosophy somewhere between these two extremes, which might be thought 
of as a pragmatic philosophy.

Each of these philosophies might be appropriate in a given situation. One common 
determinant for the most appropriate project control philosophy is the size of the proj-
ect. At the extreme end, consider studying for a pop quiz. It is likely that you engage 
in little formalized planning; rather than developing a work breakdown structure, pro-
ducing a network diagram that sequences the tasks, and the like, you probably will look 
over the course notes and skim through the textbook. You probably do not track and 
document deviations from this very informal plan, nor will you identify these as poten-
tial problem areas. Finally, you are unlikely to produce formal documents related to the 
closure of this project. This does not mean that this type of planning is inappropriate 
for this type of project. In this case, the team is small (one person), the project has very 
limited scope (reviewing one chapter), and the downside risks of not optimizing on the 
project may be limited (because the pop quiz is worth only a few points). For this rela-
tively small project, the laid-back philosophy you have taken is more than adequate—in 
fact, preferred—because it allows you to focus on reviewing the material rather than 
planning how to review the material and so forth.

Contrast the student reviewing for the quiz with the DIA CBHS project. This 
was a very large project with high stakes, involving many large airlines and national 
stakeholders. From the beginning, the chief engineer adopted a dogmatic philosophy, 
and while he was sometimes controversial, he was also known as a project manager 
who ensured that projects were well controlled and successful. After his death, his 
replacement, Gail Edmond, managed using a more laid-back style. Whether a function 
of the authority vested in her by the City of Denver or of her personal style, following 
Slinger’s death, the airlines began requesting significant changes to the system that, 
under the original plan, should not have been allowed after the specified freeze dates 
(Mähring et al., 2004).

Levers for Controlling Projects
In addition to the philosophy of project control employed, the project manager also 
needs to exert control. Before we discuss specific formalized project control techniques, 
let’s first examine several levers that successful managers use to exert control over proj-
ects, including communication, participation, analysis and action, and commitment.

Philosophy of project 
control 
The management style 
the manager employs 
in following a plan and 
dealing with problems 
or changes in the plan.

Dogmatic philosophy 
A philosophy of 
project control that 
emphasizes strict 
adherence to the 
project plan, with 
little tolerance for 
deviations.

Laid-back philosophy 
A philosophy of project 
control that allows 
for project problems 
or change issues to 
be dealt with as they 
arise, on an ad hoc 
basis.

Pragmatic philosophy 
A compromise 
between the dogmatic 
and laid-back 
philosophies that 
sticks to a plan but 
is flexible enough to 
allow for changes.
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Communication
Perhaps the most important aspect of successful project management is the efficient 
flow of information. In this respect, successful communication is required to successfully 
control a project. Consider the difficulty of controlling a project if you don’t implement 
your control techniques because your ability to communicate with team members is 
hampered or nonexistent. How will your software engineers know that they need to 
crash a task if you don’t have effective ways for communicating with them? Conversely, 
how will you know whether a task is on track or needs to be crashed if the team mem-
bers responsible for that task do not communicate with you? Another communication 
issue is the quality of the communication. Even if project team members do communi-
cate with you, what happens if their communications are ambiguous or are not focused 
on the appropriate issues? Communication for communication’s sake is not effective. 
Project communication must be timely, focused, directed at the correct person, and 
thorough enough to effectively accomplish the goal.

Ethical Dilemma: To Blow the Whistle or Not?

Performance reporting is an important tool in 
project control. It involves collecting and reviewing 
information about project status to take any 
corrective actions that might be needed to bring 
the project in conformance to the plan. However, 
evidence suggests that both employees and outside 
contractors sometimes withhold unwelcome but 
important information concerning projects and 
their status. Consequently, information about 
problems may never reach the higher levels of 
the organizational hierarchy, and decision makers 
who have the necessary authority cannot take any 
corrective actions to change the direction of the 
project.

Communicating bad news up the hierarchy, or 
“blowing the whistle,” can be extremely difficult in 
organizations. Employees often choose not to blow 
the whistle because of the personal risks involved. 
In most organizations, whistle blowing is seen as an 
“illegitimate” behavior, so these employees face the 
fear of being fired because they will be blamed for the 
negative consequences of unwelcome information. 

Consequently, they withhold the information, a situ-
ation known as the mum effect. Sometimes when 
employees do choose to blow the whistle, upper 
management ignores the information. This is known 
as the deaf effect, where there is reluctance to hear 
the whistle.

The conditions for effective whistle blowing vary 
across different organizations. Organizations should 
strive to become “healthy” by creating an environ-
ment where employees are not afraid to commu-
nicate bad news. At the same time, the feedback 
gathered from these employees should be used 
effectively to change the direction of the project, if 
necessary. Large organizations with established 
and legitimate audit staffs typically have a healthy 
climate for whistle blowing. Another way to promote 
a healthy climate is to outsource project audits, 
essentially having a third-party from outside the 
organization responsible for reporting on a project’s 
status—reducing the political consequences of whis-
tle blowing.

Discussion Questions
1. What type of organizational culture might “inhibit” whistle blowing?
2. What should a project manager do to encourage his project team’s willingness to report project problems?

Based on: Keil and Robey (2001); McLannahan (2017).

Participation
Obviously, you expect participation from your team members, and in some cases, you 
will encounter team members who excel and participate with energy and enthusiasm. 
However, you will also encounter team members who prefer to go with the flow and 
not offer suggestions or participate beyond the most basic requirements. These team 
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members need to be encouraged to participate, to offer opinions, and to take responsi-
bility when problems arise. The importance of project team participation, as well as the 
participation of all project stakeholders, is emphasized in the introductory chapters of 
this textbook, which are focused on managing project communications and managing 
project teams. Critical topics in these chapters related to the relationship between par-
ticipation and project control include project team selection, motivation, and conflict 
management, to name a few.

Analysis and Action
The ability to analyze situations is also an important lever for exerting control. After all, 
how effective will your controlling process be if you haven’t properly analyzed the prob-
lem you happen to be dealing with? Analysis is important for taking the most appro-
priate course of action to resolve the problem or, at the very least, for understanding 
the situation in such a way as to minimize further problems that may arise. If action is 
required, taking that action in a timely and decisive fashion is crucial. In fact, the longer 
a problem persists, the more costly and difficult it will be to resolve. For this reason, 
leadership—as well as the topics related to project-related decision-making—are also 
critically important. In a project where communication is encouraged and effective, par-
ticipation is required and embraced, and analysis is conducted regularly and accurately, 
appropriate actions leading to project success should occur naturally.

Commitment
A final lever that project managers use to assist with project control relates to gaining 
commitment from project stakeholders, including other project team members. By 
encouraging commitment to the goals of the project, schedule, and project management 
concepts, team members will feel more responsible for meeting such goals, following 
and keeping up with the schedule, and following project management concepts. Team 
members who are committed should feel a greater responsibility and accountability for 
their role in the project. The project manager’s ability to gain the commitment of team 
members and other stakeholders is related to leadership ability and communication 
style, and to the ability to influence project team members (topics covered in Chapters 
3 and 4).

Now that we have discussed the importance of project control, project control 
philosophies, and levers for exerting project control, let us turn to the importance 
of project closure before we begin examining techniques for controlling and closing 
projects.

Why Is Project Closure Important?
Project closure may seem to be a noncritical step, but successful project managers fully 
embrace the closure process when finishing a project. It may seem obvious that the 
handover of the project needs to occur for the project to end, but what might happen if 
the handover is inadequate? Part of the handover procedure includes training the end 
users and other organizational members on the use of the new product. If that step is 
glossed over, all of the project team’s hard work may be worthless. Hence, proper train-
ing and adequate installation and support for an appropriate period of time following 
the handover are required to ensure that the client organization can adequately imple-
ment its new system or product. In addition, formal signed-off closure helps prevent 
a project from going on and on without ever truly being finished. Another issue to 
consider during the closure process is the documentation and archiving of the project 
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management methods used. As a project team member or manager, you can expect to 
take part in future projects. It is likely that in these future projects, you will encounter 
issues and problems similar to those you encountered during the current project. Two 
years from now, you might face a problem like one you faced on the current project, 
but after two years, it may be difficult to remember how you dealt with the problem 
originally. Furthermore, your approach to the problem might have been ineffective, and 
in this case, the lesson you learned was not to address that problem in the same man-
ner if it came up again. While we all think that we will surely remember the details of 
such problems, the reality is that most project managers are constantly juggling many 
balls; thus keeping documentation on lessons learned helps prevent you from repeating 
mistakes, allows you to concentrate on other issues, and finally, provides your organi-
zation with knowledge transfer on how to approach such issues in the future. By not 
following through with these closure procedures, you set yourself up to repeat mistakes 
and produce products that are insufficient for the needs of the client. Further, good 
project closure activities allow you to better assess whether you met client needs and 
then document how to enhance your success with clients in the future.

In the next section, we present techniques that can be used to control projects with 
specific examples for implementing these techniques. Following this, the final section 
will conclude with techniques for managing project closure.

Techniques for Managing Project Control
Project control spans many of the knowledge areas of project management, and there-
fore, this section of the chapter is rather extensive in order to adequately address all of 
the control topics identified by PMBOK. First, we will introduce the use of standard 
operating procedures as an overarching project control technique that is applicable 
to the entire project life cycle. Then, we will briefly review those techniques listed in 
PMBOK’s Project Integration Management section under the titles Monitor and Con-
trol Project Work and Perform Integrated Change Control. Following this, we will turn 
to a more detailed discussion of control techniques associated with the different proj-
ect management core areas of knowledge listed in the PMBOK Guide. These include 
Validate Scope, Control Scope, Control Schedule, Control Costs, Control Quality, Control 
Resources, Monitor Communications, Monitor Risks, Control Procurements, and Monitor 
Stakeholder Engagement (see Figure 12.2).

Standard Operating Procedures
Standard operating procedures are activities and reporting methods instituted during 
the course of the project to monitor its progress and to provide reports for project 
managers and stakeholders. These may include regularly scheduled meetings, logs that 
are maintained as records of the progress being made, and regularly distributed reports 
so that managers and stakeholders can keep track of the progress being made. Chapter 
4 provided important concepts to keep in mind as you plan for meetings. In previous 
chapters, you have encountered various project logs; a project log is a document used 
to record any items identified during the project. Common project logs include the 
assumption log, used to record any assumptions made when estimating costs, resource 
needs, risks, and so on; the change log, used to document any changes submitted during 
the project, as well as to document the status of these requested changes; and the issue 
log, used to document any issues encountered during the project. Many successful proj-
ect managers also keep personal project logs in the form of notes, voice recordings, or 
even a journal or diary. Figure 12.3 shows an example of a project log. Regular reporting 

Standard operating 
procedures 
Activities and reporting 
methods instituted 
during the course of 
the project to monitor 
its progress and to 
provide reports for 
project managers and 
stakeholders.

Project log 
A document used 
to record any items 
identified during the 
project.

  Information Systems Project Management,
Edition 2.0



Techniques for Managing Project Control • 425

Figure 12.2 PMBOK (6th ed.) monitoring and controlling processes

is another key technique for controlling a project. Stakeholders like to be kept informed 
on the status of various parts of the project, project managers like to stay well informed 
of any problems or issues that come along, and individual team members like to see how 
their contributions are influencing the status of the entire project. Figure 12.4 shows 
a progress report template. Likewise, project management software such as Microsoft 
Project provide various reports to present an overview of the project’s current status 
(see Figure 12.5).

Monitor and Control Project Work
The Monitor and Control Project Work process includes techniques that project teams 
should use to monitor and control the various project processes, including initiation, 
planning, execution, and closure (note that the responsibility for monitoring and con-
trolling can be shared between the project manager and the project management office). 
Understanding the current status of the project activities as well as forecast states allows 
one to diagnose the project and understand what corrective actions have been taken 
or need to be taken to bring the project back on track. As detailed in Figure 12.6, the 
inputs for this process include the project management plan, various project docu-
ments, work performance information, agreements, enterprise environmental factors, 
and organizational process assets. The project management plan defines how various 
aspects of the project will be executed, monitored and controlled, and closed. Potentially 
relevant project documents include cost and schedule forecasts, the milestone list, qual-
ity reports, the risk register and risk report, the basis of the various estimates, as well as 
the assumption and issue logs. Work performance information, derived by comparing 
work performance data with the relevant components of the project management plan 
or project documents, indicates the status of the different project activities that need to 
be completed. Agreements are used when comparing seller performance with the work 
delivered. Enterprise environmental factors used include the project management infor-
mation system, the available infrastructure, risk thresholds of the stakeholders, as well as 

Monitor and Control 
Project Work 
The process of 
collecting, measuring, 
and disseminating 
data related to 
performance, as 
well as assessing 
measurements and 
trends in order to make 
any improvements.
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Figure 12.3 Sample project log

standards and regulations that may need to be met. Finally, organizational process assets 
include organizational standards and procedures, reporting methods, procedures for 
financial control, issue management, and defect management, as well as organizational 
knowledge related to process measurement and other lessons learned.

The primary techniques that can be used for monitoring and controlling project 
work are various data analysis tools, including alternatives analysis, cost-benefit analysis, 
earned value analysis, root cause analysis, trend analysis, and variance analysis. You have 
already encountered some of these techniques; we will discuss others in more detail in 
later sections. Further, expert judgment, which has been discussed in prior chapters, relies 
on skilled and experienced personnel to make recommendations related to monitoring 
and controlling project work. Finally, important techniques include meetings and deci-
sion-making, to update stakeholders on the status or agree on necessary adjustments. 
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Figure 12.4 Progress report template

Figure 12.5 Report showing critical tasks in Microsoft Project 2016

Finally, the outputs from the Monitor and Control Project Work process include work 
performance reports (such as status reports of progress reports, discussed in Chapter 4), 
change requests, updates to the project management plan, or updates to project doc-
uments, such as cost and schedule forecasts, the issue log, the risk register, as well as 
the lessons-learned register. Forecasts are estimates or predictions of conditions or 

Forecasts 
Estimates or 
predictions of 
conditions or events in 
the project’s future.
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events in the project’s future; they are determined from information and knowledge 
available at the time of the forecast. While the project is being executed, changes may 
be requested to reduce the project scope, modify the project cost, revise the project 
schedule, and so on. Thus change requests, resulting from the need to bring the project 
back on track or adjust scope, quality, schedule, or cost baselines include recommended 
corrective actions, recommended preventive actions, and recommended defect repair, 
and requested changes. Recommended corrective actions are documented recommen-
dations needed to bring future project performance into conformance with the project 
management plan. For example, corrective action will need to be taken when the proj-
ect manager realizes that activities on the critical path will not be completed on time. 
Recommended preventive actions are documented recommendations that minimize 
the probability of negative consequences to the project. For example, Figure 12.7 shows 
the corrective actions recommended by the Government Accountability Office (GAO) 
to make sure an ERP project in the Department of Defense (DOD) stayed on target. 

Tips from the Pros: Some Managerial and Financial 
Tools to Help with Project Control

Project control ensures that all stakeholders work 
together to achieve the project objectives and that the 
project progresses in line with the plan established 
in the planning stage. The steps in project control 
include setting performance standards, monitoring 
current performance, and taking any corrective 
actions necessary when there are any deviations. 
This is known as the checks-and-balances approach. 
Several managerial and financial tools are available 
to help with this process. Managerial tools include

 1. Feasibility analysis. This analysis helps deter-
mine whether the project is feasible from orga-
nizational, financial, political, and technological 
perspectives. More importantly, it establishes 
how the project should be done.

 2. Schedule monitoring. Activities can be classified 
as critical and noncritical. A critical activity 
must be completed on schedule, whereas 
a noncritical activity has some slack, which 
means that it can be delayed. During schedule 

Figure 12.6 The PMBOK (6th ed.) Monitor and Control Project Work process

Recommended 
corrective actions 
Documented 
recommendations 
needed to bring future 
project performance 
into conformance 
with the project 
management plan.

Recommended 
preventive actions 
Documented 
recommendations 
that minimize the 
probability of negative 
consequences to the 
project.
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monitoring, the project manager ensures 
that the critical activities are completed as 
scheduled while still keeping an eye on the 
noncritical activities.

 3. The establishment of a steering committee. This 
committee includes senior managers who 
represent users and general management, 
as well as the director of the IT function or 
the CIO. The purpose of this committee is to 
monitor the project’s performance and ensure 
that the project deliverables are according to 
standard. In addition, this committee can also 
help resolve conflicts—for example, in disputes 
of resources or project scope.

 4. System development life cycle (SDLC) standards. 
The project is broken into phases, with people 
assigned to document each phase and 
authorize transition to the next phase. The life 
cycle can, therefore, be used as a checklist, 
enabling top management to trace progress 
on a project at any given time.

 5. Quality assurance. General management 
and the project steering committee should 
evaluate the project management process and 
the system being developed in terms of quality 
measurements.

 6. Project management tools. These tools help in 
the scheduling, control, and communication of 
project activities.

 7. The liaison officer. This person acts as the 
liaison between the users and the various 
functions in the IT department, coordinating 
all project-related activities, communicating 
requests from end users to IT, and reporting 
the project status to the end users. With the 
help of the liaison officer, the project manager 
can improve control over the project because 
the liaison officer gives a clear and reliable 
account of the project’s status.

Financial tools include
 1. Continuous cost/benefit analysis. The invest-

ments in the project should be financially 
justifiable. Performing a cost/benefit analysis 
periodically ensures that the benefits the proj-
ect will produce outweigh its cost.

 2. Project budgeting. A detailed project budget 
should be developed, including expenses 
for components such as human resources, 
hardware, and software at various stages.

 3. Budget deviation analysis. By comparing the 
actual performance with the budget, general 
management and the project manager 
can detect any major deviations from the 
planned budget and correct them before such 
deviations lead to any major consequences.

Based on: Ahituv, Zviran, and Glezer (1999); Alexander (2017).

Figure 12.7 Recommended corrective actions for the U.S. Navy’s ERP implementation. Adapted 
from: http://ww.gao.gov/new.items/d05858.pdf.
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Perform Integrated Change Control
Perform Integrated Change Control involves the identification, evaluation, and 
management of changes that occur from project initiation through project closure. 
Figure 12.8 provides a summary of the inputs, tools and techniques, and outputs asso-
ciated with integrated change control. As any changes may have far-reaching impacts 
on various aspects of the overall project, all requested changes need to be formally 
documented and reviewed, before making the decision to approve, defer, or reject the 
change request following the established change management procedures. Change 
requests can arise as outputs from the Monitor and Control Project Work process, as 
well as from various other processes. In addition to the change requests, important 
inputs to this process include the project management plan, different project docu-
ments, work performance reports, enterprise environmental factors, and organizational 
process assets. The project management plan (introduced in Chapter 5) outlines the 
change management plan and the configuration management plan and provides the 
cost, schedule, and scope baselines necessary to identify and control changes. Project 
documents used in this process include the basis of estimates, the requirements trace-
ability matrix, as well as the risk report. As discussed previously, work performance 
data is an indication of the status of the different activities required to complete the 
project. Requested changes are often identified when the project is executed, and these 
need to be documented and managed. Recommended preventive actions, corrective 
actions, and defect repair have been discussed previously as the outputs of the Monitor 
and Control Project Work process. Enterprise environmental factors used include legal 
restrictions, various standards or regulatory requirements, as well as organizational 
governance frameworks and contracting and purchasing constraints. Finally, organi-
zational process assets include the configuration management knowledge base, as well 
as procedures related to change control.

Among the tools used during this process, change control tools take a central role. 
Change management tools, manual or automated, are used to identify, document, decide 
on, and track changes. A change control system is a formal, documented process that 
describes the procedures for changing the project scope and product scope. Although 
we have introduced the concept of a change control system here in the scope control 
section, the term change control system is a generic term that includes a systematic process 
or system that the project team uses to handle changes to a variety of project aspects. 
Additional examples include change control systems focused on controlling schedules or 
costs. These change control systems can be implemented as flowcharts, as in Figure 12.9, 
or they can be a checklist of items that must be addressed or satisfied before the change 
can be instituted.

Likewise, configuration management tools allow for identifying configuration 
items, recording the status of the configuration items, and allow for verifying and 
auditing the configuration. A configuration management system provides guidelines 
that ensure that the requested changes to the project and product scope are thoroughly 
considered and documented before being implemented. Similar to the change control 
system illustrated in Figure 12.9, a configuration management system can be repre-
sented in the form of a flowchart.

In software development, version control software such as the Concurrent Version 
System (CVS), Apache Subversion (SVN), or Git are frequently used for these pur-
poses. In assessing the impact of changes and deciding on the appropriate action, expert 
judgment and meetings are used, along with techniques such as alternatives analysis 
and cost-benefit analysis. Decisions on the change requests can then be made using 
multicriteria decision analysis, voting, or autocratic decision-making.

Perform Integrated 
Change Control 
The process of 
identifying, evaluating, 
and managing 
changes that occur 
from project initiation 
through project 
closure.

Change control 
system 
A formal, documented 
process that describes 
the procedures by 
which the project and 
product scope can be 
changed.

Configuration 
management system 
A scope control 
technique that ensures 
that the requested 
changes to the project 
and product scope are 
thoroughly considered 
and documented 
before being 
implemented.
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Figure 12.8 The PMBOK (6th ed.) Perform Integrated Change Control process

Figure 12.9 Change control system example
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Outputs from the integrated change control process are approved change requests, 
updates to the project management plan, and updates to the change log. Approved 
change requests are the documented and authorized changes that are scheduled for 
implementation by the project team (see Figure 12.10). These can take the form of 
approved corrective actions, which are documented and authorized guidelines nec-
essary to bring future project performance in conformance to the project management 
plan, and approved preventive actions, which are those that are intended to reduce the 
probability of negative consequences to the project due to identified risks. An approved 
defect repair is any documented and authorized action that is needed to correct defects 
in project deliverables. Alternatively, changes can be deferred or rejected. Rejected 
change requests are those changes that have not been scheduled for implementation. 

We now turn our attention to those project control techniques that are specific to 
the different project management core areas of knowledge. These processes include 
Validate Scope, Control Scope, Control Schedule, Control Costs, Control Quality, Control 
Resources, Monitor Communications, Monitor Risks, Control Procurements, and Monitor 
Stakeholder Engagement.

Validate Scope 
Defined in Chapter 5, Validate Scope is the process of obtaining the project stakehold-
ers’ formal acceptance of a project’s deliverables. The primary input into this process 
is the verified deliverables (i.e., deliverables that have passed the quality control pro-
cess) and work performance data, in addition to the scope management plan, require-
ments management plan, and scope baseline; further, inputs include quality reports, 
the requirements documentation and traceability matrix, quality reports, and les-
sons-learned register. The deliverables are then inspected based on the requirements 
and specified acceptance criteria, before a decision is made (using voting, if needed) on 
the acceptance of the deliverable. The primary output is accepted deliverables, as well 

Figure 12.10 Approved change request form

Approved change 
requests 
Documented and 
authorized changes 
that are scheduled for 
implementation by the 
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Approved corrective 
actions 
Documented and 
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conformance with the 
project management 
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Approved preventive 
actions 
Documented and 
authorized guidelines 
intended to reduce the 
probability of negative 
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identified risks.

Approved defect 
repair 
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authorized actions 
that are necessary to 
correct defects in the 
project deliverables.

Rejected change 
requests 
Requested changes 
that were not chosen 
for implementation.
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as work performance information, change requests, and update to project documents, 
including the requirements documentation, requirements traceability matrix, and the 
lessons-learned register.

Control Scope 
As defined in Chapter 5, Control Scope is a formal process for assuring that only agreed-
upon changes are made to the project’s scope. Figure 12.11 depicts a summary of the 
inputs, tools and techniques, and outputs associated with scope control. Inputs to the 
Control Scope process include different parts of the project management plan, proj-
ect documents, work performance data, and organizational process assets. Relevant 
parts of the project management plan include the scope baseline, scope management 
plan, the requirements management plan, change management plan, and configura-
tion management plan, in addition to the performance measurement baseline. The 
scope management plan is a document that describes how the project scope is defined, 
documented, verified, managed, and controlled during the project life cycle. Project 
documents include the requirements documentation and the requirements traceability 
matrix, as well as the lessons-learned register. Work performance data includes data 
on change requests and deliverables, such as how many change requests were received 
and/or approved. Relevant organizational process assets are monitoring and reporting 
methods, as well as policies, procedures, and guidelines related to scope control.

To transform these inputs into outputs, project managers analyze data using vari-
ance and trend analysis. Variance analysis is an umbrella term referring to a set of 
techniques that can be used to determine the status of the various project management 
areas in order to evaluate the difference between the planned baselines and the actual 
results, and to identify and correct any problems causing unacceptable variances. Within 
each control process, a variety of techniques can be utilized to conduct variance analyses 

Figure 12.11 The PMBOK (6th ed.) Control Scope process
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(see Figure 12.12). As an example, scope variance analysis involves identifying the cause 
of variance relative to the project baseline and determining whether any corrective 
action is needed. Scope variance analysis draws upon variance analyses done in other 
core project areas, such as project quality, costs, and schedule. Scope reporting specif-
ically refers to the process of periodically ascertaining and documenting the status of 
cost, schedule, and technical (quality) performance. Trend analysis is used to monitor 
performance over time, so as to identify any trends that may signal potential problems. 
You will learn how features within Microsoft Project can be used to aid in variance 
analysis later in this chapter.

Outputs from the scope control process include change requests that will affect the 
project scope, as well as work performance information that demonstrates the perfor-
mance of the project as compared with the scope baseline. In addition, outputs include 
updates to the project management plan—in particular, updates to the scope, schedule, 
cost, and performance measurement baselines and the scope management plan. Further, 
outputs include updates to the requirements documentation, the requirements trace-
ability matrix, and the lessons-learned register. If the approved change requests have an 
effect on the project scope, the historical database of the organizational process assets 
must be updated with the causes of variances identified during variance analysis, the 
justification for any corrective action, and any lessons learned during the scope control 
process.

Many scope control processes can be executed using project management software. As 
discussed in Chapters 5 and 6, one of the deliverables of the scope management process 
that is extremely valuable for large projects with many tasks is the work breakdown structure 
(WBS), which can be created in products such as Microsoft Project (see Figure 12.13). 

Figure 12.12 Variance analysis techniques
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Further, if any of the change requests are approved through the scope control process, 
it is easy to modify the WBS because it only involves moving or copying and pasting 
tasks within the already created document.

Common Problems: Recovering Troubled Projects

Variances are likely to occur on any project. In a suc-
cessful project, variances are acceptable. In contrast, 
a troubled project is one in which the variances are 
beyond acceptable tolerances. It is identified by poor 
performance in terms of time, cost, and quality. The 
task of the project team is to recover the troubled 
project and take corrective actions to bring it back in 
line with the plan.

The first step in the recovery process is to recog-
nize that the project is in trouble. Fortunately, some 
warning signs assist in this process:

 • None of the project team members know when 
the project will be completed.

 • The project deliverables do not meet the set 
quality standards.

 • Team members have to work overtime to 
complete their parts of the work.

 • The project requirements are not stable.

 • The stakeholders have lost interest in the 
project because they believe that it will never 
be completed.

 • The morale of the team is low, and conflicts 
among team members are rampant.

 • The customer is planning to sue the performing 
organization for not delivering the project.

The next step is to get a detailed assessment 
regarding the status of the project. The project man-
ager should determine the status of each of the work 
packages in the work breakdown structure (WBS). 
This assessment can help the project manager 
determine whether the project can be recovered or 
should be terminated.

If the project can be recovered, the final step is 
to develop the recovery plan. The project manager 
should determine what corrective actions should be 
taken to regain control of the project. This involves 
identifying any repair work needed, any issues to be 
resolved, and any other outstanding items. Here are 

Figure 12.13 WBS created in Microsoft Project 2016
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some general guidelines that can be used to recover 
troubled projects:

 • When trying to resolve project issues, the 
project team should focus on analyzing the 
findings to develop the recovery plan instead 
of focusing on what happened or who is to 
blame.

 • There are no ready-made recipes or silver-
bullet solutions. The project team should work 
together to develop the recovery plan.

 • The project should be recovered to bring it in 
conformance with the objectives.

 • Any work activity listed as “done” or “completed” 
should only be so categorized if all aspects of 
the activity are fully completed.

 • It is important to be realistic in determining 
what can or cannot be fixed, and to prioritize 
the issues to be addressed.

 • The project team members should be open-
minded and ready to accept any changes.

Based on: Alexander (2018); Sifri (2003).

Control Schedule
As defined in Chapter 7, Control Schedule is the process of monitoring project progress 
as compared to the schedule baseline. Inputs to the Control Schedule process include 
the schedule management plan, schedule baseline, scope baseline, and performance 
measurement baseline of the project management plan, as well as documents such as 
the project schedule, project calendars, or resource calendars, schedule data, and the 
lessons-learned register. Other inputs include work performance data and organiza-
tional process assets. Whereas the schedule management plan specifies how the project 
schedule will be managed and controlled, the different baselines serve as a basis for 
comparison to determine any deviations. The project schedule is the current version of 
the schedule, which shows the progress of the project activities up to the current date. 
Project and resource calendars are important inputs for making schedule forecasts. 
Work performance data are used to track the project at the activity level, such as track-
ing which activities have or have not been finished on time. Organizational process 
assets that can be useful include policies, procedures, guidelines, or tools related to 
schedule control, as well as methods used for monitoring and reporting progress and 
deviations.

As detailed in Figure 12.14, the tools and techniques that can be used to convert 
these inputs into outputs include different data analysis techniques, as well as evalu-
ating the impact of any deviations on the critical path. In trying to bring the schedule 
back on track, project managers use techniques such as resource optimization, schedule 
compression, or adjust leads and lags (discussed in Chapter 7). These activities are 
greatly facilitated by the project management information system, and, in particular, 
software that is used for scheduling, such as Microsoft Project. Common data analysis 
techniques used during schedule control include performance reviews, earned value 
analysis, iteration burndown charts, trend analysis, variance analysis, as well as what-if 
scenario analysis (discussed earlier). Performance reviews involve describing what the 
project team has accomplished during a certain period of time and determining the 
magnitude and criticality of schedule variations. Variance analysis is used to evaluate 
potential and actual variance on the project schedule. We will discuss trend analysis and 
earned value analysis in the following section on cost control. You will learn more about 
iteration burndown charts in the Part III Appendix.

Outputs from the Control Schedule process include schedule forecasts, work perfor-
mance information, change requests (including recommended corrective actions), and 
updates to the project management plan and project documents. Schedule forecasts are 
typically based on past performance and future performance, taking into consideration 
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effects of implemented corrective or preventive actions. Work performance information 
highlights the project’s progress as compared to the schedule baseline. Further, various 
sections of the project management plan might be updated, including the schedule 
management plan, the schedule baseline, the cost baseline, and the performance mea-
surement plan. The results of the different analyses can lead to new change requests. 
Recommended corrective actions are the procedures initiated to address schedule per-
formance problems. If the approved change requests have an effect on the project sched-
ule, the historical database of the organizational process assets must be updated with 
the causes of variances identified, the justification for any corrective action, and any 
lessons learned during the schedule control process. The approved change requests will 
impact the project schedule, and as a result, the schedule baseline, as well as cost and 
performance management baselines, may have to be updated; likewise, this process may 
result in changes to the schedule management plan. Finally, various project documents 
are updated, including the project schedule and schedule data, resource calendars, the 
assumption log, the basis of estimates, and the risk register, in addition to the lessons 
learned, which include documentation of the causes of variance from the project sched-
ule. Documenting lessons learned can prevent these problems from occurring in similar 
future projects. This documentation becomes part of the organizational process assets.

A feature of Microsoft Project that is helpful in schedule control is the tracking 
Gantt chart. After the project schedule has been approved, a Gantt chart can be created 
based on the information in the approved schedule. As the project progresses, the Gantt 
chart can be updated with the actual schedule information. The tracking Gantt chart 
compares planned (the schedule baseline) and actual project schedule information (see 
Figure 12.15). This chart allows the project team to monitor the progress of individ-
ual tasks and the progress of the whole project. As can be seen in Figure 12.15 at the 
summary level, the analysis and design modules have been completed. The installation 
module is 52 percent complete, with varying percentages of completion for its individ-
ual tasks. If the actual date were, say, February 8, 2019, we might be feeling good about 

Figure 12.14 The PMBOK (6th ed.) Control Schedule process 
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the progress on this project because we are getting portions of tasks done ahead of our 
baseline schedule. However, if the date were February 20, 2019, we might be concerned 
that we have yet to complete the installation phase of the project. We can see from the 
tracking Gantt chart that we are behind with respect to our approved schedule.

Control Costs
Control Costs is the process of monitoring cost performance to ensure that only appro-
priate changes are included in the modified cost baseline. As shown in Figure 12.16, the 
inputs to the Control Costs process include the project management plan (including the 
cost management plan, the cost baseline, and the performance measurement baseline), 
project funding requirements, work performance data, project documents (such as the 
lessons-learned register), and organizational process assets (such as cost control–related 
polities and guidelines, as well as tools for cost control and methods for monitoring and 
reporting). The project management plan components include plans for managing costs 
and performance. The cost baseline is a time-phased budget that is used to measure and 
monitor cost performance. An example is presented in Figure 12.17, where the cost 
baselines for possible alternatives to migrate applications currently hosted in-house to 
a cloud environment are presented. Funding requirements are determined from the cost 
baseline, but it is common for funding requirements to exceed the cost baseline by a 
margin to account for cost overruns. As discussed in Chapter 8, budgetary estimates for 
the cost baseline can be done top-down or bottom-up. In top-down budgeting, senior 
management sets spending limits, which allows for greater control over expenses. In 
bottom-up budgeting, expected costs have the potential to be more accurate, but less 

Figure 12.15 Tracking Gantt chart in Microsoft Project 2016
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Figure 12.16 The PMBOK (6th ed.) Control Costs process

incentive is provided to economize. Work performance data is an indication of the 
status and cost of the different activities required to complete the project. 

The PMBOK Guide recognizes several tools and techniques to assist in cost control. 
The primary tools are different data analysis techniques (such as earned value analysis, 
variance analysis, trend analysis, and reserve analysis); these techniques are assisted by 
expert judgment and different components of the project management information 
system. The different data analysis techniques help assess the current status and devi-
ations from the forecast status, determine trends, or use reserve analysis to identify if 
contingency reserves may be needed, or if they can be freed up for other purposes. 

The earned value analysis (EVA) technique is a very powerful cost-control method 
that provides estimates of the likelihood the project will meet schedule and budget 
requirements. It will be discussed in more detail later in this chapter as a specific tech-
nique associated with project cost control. 

Using the concepts of earned value analysis, the project manager can perform vari-
ance analysis to determine cost and schedule variances, and can determine trends in 
performance over time, which allows for forecasting. Variance analysis helps the project 
team assess the magnitude of any variance that may occur during project execution. 
Large deviations from the planned cost performance should be carefully investigated, 
and corrective actions should be taken to bring the future cost performance in con-
formance to the budgeted project cost. Trend analysis is a cost control method for 
examining project cost performance over time to determine whether performance is 
improving or deteriorating. Figure 12.18 shows one method for evaluating cost perfor-
mance over time by graphing the percentage over or under budget across time. Fore-
casts are estimates or predictions of conditions or events in the project’s future that 
are determined from information and knowledge available at the time they are made. 
An example might include forecasted changes in pricing or availability of resources 
needed by the project team. In addition, project managers calculate the to-complete 

Earned value analysis 
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Figure 12.17 Cost baseline for cloud migration in Microsoft Excel 2016. Based on: GSA (2016).

performance index, providing an estimate of the required cost performance to complete 
the remaining work within budget.

As in many of the control techniques listed throughout this chapter, project man-
agement software can assist the project team in tracking actual performance against 
planned performance and in forecasting the effects of any changes on the planned 
project cost. 

Finally, the outputs of the cost control process include work performance informa-
tion (resulting from the different analysis techniques), cost forecasts, as well as updates 
to the project management plan, including the cost baseline, the performance manage-
ment baseline, and the cost management plan; these change requests have to go through 
the regular change control processes. If any of the change requests are approved, they 
will affect the cost baseline. Consequently, the cost baseline (as part of the project 
management plan) needs to be updated to reflect the approved changes. Based on the 
earned value technique, the work performance information will be reported to the key 
stakeholders. Similarly, the earned value technique will provide a forecasted completion 
date as well as the cost at completion. The process of cost control itself can lead to the 
need for change requests. 
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Earned Value Analysis, Variance Analysis, and Forecasting
The earned value analysis technique incorporates scope, time, and cost data to monitor 
project performance. Given a cost baseline, the project team can determine how well 
the project is meeting scope, time, and cost goals by entering actual information and 
then comparing it to the baseline.

The easiest way to get started with earned value analysis is to break the project into 
discrete time periods, usually by activities or summary activities from the WBS. Key 
values are then calculated for each activity. The key terms and their formulas are

 • Planned value (PV) is the budgeted cost for the work scheduled to be completed 
on an activity up to a given point in time. Because it is part of the established 
budget, its value should be known. Planned value is also known as the budgeted 
cost of work scheduled (BCWS).

 • Earned value (EV) involves the budgeted amount for the work actually completed 
on the activity during a given time period. This is the product of the planned value 
and the percentage of work completed on the activity during that time period 
(EV = PV × % completed). Earned value is also known as the budgeted cost of work 
performed (BCWP).

 • Actual cost (AC) refers to the actual costs associated with work on an activity 
during a particular time period. It is not calculated but drawn from invoices and 
other financial records. Actual cost is also known as the actual cost of work per-
formed (ACWP).

Table 12.1 provides an example of earned value calculations. Suppose a project 
included an activity A that took a week to be completed and cost a total of $10,000. 
The planned value of PV is $10,000. The percentage of work completed on activity 
A during week 1 is 100 percent. Therefore, the earned value (EV) is $10,000 (100% 
× $10,000). From Table 12.1 we can see that during week 1, $12,000 was spent on 
activity A, when the budget had allotted $10,000 for this activity. The actual cost (AC) 
is therefore $12,000.

Figure 12.18 Cost performance over time
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Using these values, we can now perform variance analysis to determine variances in 
cost or schedule. The key terms and their formulas are

 • Cost variance (CV) is the difference between the earned value (EV) and the actual 
cost (AC), (CV = EV – AC). Cost variance is thus a monetary indicator of whether 
the project has cost more than it should have up to a particular point in time. If 
EV is greater than the AC, this means the organization has “earned” more value 
on the project than it has actually cost, and thus the project is currently coming 
in under budget. If EV is less than AC, the project is costing more than it should.

 • Schedule variance (SV) is the difference between the scheduled completion of the 
activity and the actual completion. This is the difference between EV and PV 
(SV = EV – PV). Schedule variance is thus a monetary indicator of whether the 
project is on time. If EV (a monetary measure of the amount of work that has 
been completed at this point in the project) is greater than the PV (a monetary 
measure of the amount of work that should have been competed at this point in 
the project), then SV is positive, indicating that the project is ahead of schedule.

 • Cost performance index (CPI) is the ratio of EV to AC and is expressed as a per-
centage CPI = (EV ÷ AC) × 100. Similar to cost variance, CPI looks at EV and 
AC—but this time as a ratio—to calculate how efficiently the project is being 
accomplished from a cost standpoint. A CPI value of 100 percent means the 
project is progressing as expected in relation to project costs. A CPI value of less 
than 100 percent (e.g., 80 percent) means that the project is costing more than 
expected and has been only about 80 percent efficient from a cost perspective. A 
CPI of greater than 100 percent means the project team is being more efficient 
than anticipated in relationship to project costs.

 • Schedule performance index (SPI) is the ratio of EV to PV and is also expressed as a 
percentage, SPI = (EV ÷ PV) × 100. Similar to schedule variance, SPI looks at EV 
and PV—but this time as a ratio—to calculate how efficiently the project is being 
accomplished from a schedule standpoint. A SPI value of 100 percent means the 
project is progressing as expected in relation to the project schedule. If the SPI is 
below 100 percent (e.g., 80 percent), the indication is that the activity (or project 
as a whole) is behind schedule 20 percent. If the SPI is above 100 percent, the 
indication is that the activity is ahead of schedule.

In the example, the cost variance is the difference between the earned value (EV) 
and the actual cost (AC), or –$2,000. A negative CV means that it cost more than 
planned to perform the work. The schedule variance is the difference between the 
earned value (EV) and the planned value (PV), which is 0. 

Table 12.1 Earned Value Calculations for Activity A over Two Weeks

Activity A Week 1 Week 2
Earned value (EV) 10,000 10,000
Planned value (PV) 10,000 10,000
Actual cost (AC) 12,000 8,000
Cost variance (CV) –2,000 2,000
Schedule variance (SV) 0 0
Cost performance index (CPI) 83% 125%
Schedule performance index (SPI) 100% 100%

  Information Systems Project Management,
Edition 2.0



Techniques for Managing Project Control • 443

The cost performance index (CPI) is the ratio of the EV to the AC, expressed as a 
percentage, which is 83 percent. The CPI indicates that the activity is over budget. The 
schedule performance index is the ratio of the EV to the PV expressed as a percentage, 
which is 100 percent. This indicates that the activity is on schedule. Therefore, from a 
quick glance at Table 12.1, an experienced project manager could see that after the first 
week activity A was on track to meet its scheduled completion time (SPI) but was over 
budget for the first week (CPI). The key to understanding the variances and indexes 
described is that for variances, negative values indicate possible problems, while for 
indexes, values below 100 percent indicate possible problems.

To use earned value analysis to determine the status of the entire project (as opposed 
to just one activity), all project activities that have been fully or partially completed 
must be analyzed. Depending on the size and scope of the project, the time periods 
under examination may be days, weeks, or months. Performing a project-level EVM 
allows you to gauge the overall health of the entire project. Table 12.2 shows an EVM 
for a ten-week project. From this example, we can see that after six weeks, this partic-
ular project is over budget and behind schedule. Knowing that the project is currently 
behind schedule and over budget allows you to make changes or arrangements to the 
remaining activities to bring it back to the planned schedule and budget.

EV analysis can also be used for trend analysis and forecasts, allowing managers to 
determine how critical it is to make changes in an effort to bring schedules and budgets 
back under control. Estimate at completion (EAC) and estimate to complete (ETC; see 
Table 12.2) give estimates for how much the completed project will cost and how much 
money is needed to finish the remaining work. In other words, if no changes are made 
and the remaining tasks end up being similar to previous tasks in terms of budget and 
schedule, these two estimates will give you an idea of how much the project will cost.

To compute the estimated cost at completion, the additional piece of information 
required is the budget at completion (BAC), or the total budgeted cost of the project. 
To compute the estimate at completion (EAC), the budget at completion (BAC) is 
divided by the cost performance index (CPI) for the current project status (EAC = BAC 
÷ CPI); other formulas may be needed, depending on the project. As an example, if the 
originally anticipated cost (BAC) is US$100,000 and the project CPI is .80, then the 
EAC is US$125,000 (i.e., the cost is running over budget). To compute the estimate 
to complete (ETC), the project manager simply deducts the actual cost (AC) from the 
EAC. Using this information, the project manager can compute the variance at com-
pletion (VAC) by subtracting the estimate at completion from the budget at completion 
(VAC = BAC – EAC) to obtain an estimate of the projected surplus or deficit when the 
project is completed.

Finally, the project manager can compute the to-complete performance index 
(TCPI). The TCPI is a measure of the required efficiency so that the project can be 
completed with the remaining available resources; it is calculated as follows: TCPI = 
(BAC – EV) ÷ (BAC – AC). In other words, the TCPI is derived by dividing the remain-
ing work by the remaining funds. If the remaining work is larger than the remaining 
funds (TCPI > 1), the project will be more difficult to finish; if the remaining funds 
are larger than the remaining work (TCPI < 1), the project will be easier to finish. The 
TCPI might be based on the estimate at completion (EAC), rather than the original 
budget; in this case, the formula is TCPI = (BAC – EV) ÷ (EAC – AC).

Microsoft Project has built-in variance analysis tools that allow the project manager 
to determine whether there have been any deviations from the baseline. As the tasks 
are updated with the actual information as the project progresses, Microsoft Project 
automatically calculates the variance. The project manager can refer to this information 
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to determine whether there are any variances to budget or schedule so that corrective 
actions can be taken to bring the project in conformance to the plans. Figure 12.9 
shows how this feature of Microsoft Project can be used to determine the variance in 
a project schedule.

Control Quality 
The Control Quality process involves screening project results to determine whether 
they conform to relevant quality standards and then identifying means to eliminate 
causes of unsatisfactory results. As discussed in Chapter 8 and shown in Figure 12.20, 
the inputs required for the Control Quality process include the quality management 
plan, quality metrics, test and evaluation documents, organizational process assets and 
enterprise environmental factors, work performance data, approved change requests, 
and the deliverables to be tested or evaluated. The quality management plan specifies 
how quality measures will be implemented during a project (see Figure 12.21). Quality 
metrics—such as response time for a software application—define specific processes, 
events, or products, and include an explanation of how their quality will be measured.

Test and evaluation documents, another input for the Control Quality process, pro-
duced as part of quality planning, are tools (such as quality checklists) used to ensure 
that a specific set of actions necessary for quality control has been correctly performed 
(see Figure 12.22 for an abbreviated example of items that might be found on a qual-
ity checklist). Organizational process assets include organizational standards, policies, 
templates, or procedures related to quality or issue reporting; relatedly, enterprise envi-
ronmental factors include external rules, regulations, or standards, as well as the proj-
ect management information system. Work performance data includes data about the 

Figure 12.19 Variance analysis in Microsoft Project 2016

Control Quality 
The process of 
screening project 
results to determine 
whether they conform 
to relevant quality 
standards and then 
identifying means to 
eliminate causes of 
unsatisfactory results.
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Figure 12.20 The PMBOK (6th ed.) Control Quality process 

Figure 12.21 Quality management plan table of contents
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outputs of activities, or about the activities themselves. An approved change request 
impacts project quality because it requires a modification of the quality management 
plan. A deliverable is any unique and verifiable product of a process that is defined in 
the project management plan.

The tools and techniques recommended for PMBOK’s Control Quality process 
include data gathering, analysis, and representation techniques, as well as inspection 
and testing and meetings. 

Inspection is used to verify that a deliverable meets applicable standards, whereas 
testing is used to find defects; both inspection and testing are supported by the use of 
checklists and checksheets that allow for performing tests in a structured way. Inspec-
tion and testing should be performed throughout the project. Project managers can then 
perform performance reviews and data analyses (such as root cause analysis) based the 
information presented in various diagrams, such as cause-and-effect (also called fishbone 
or Ishikawa) diagrams, control charts, Pareto charts, flowcharts, histograms, run charts, 
or scatter diagrams. Typically, these activities are accompanied by meetings to review 
how far approved change requests were implemented and to discuss possible lessons 
learned. These tools and techniques were also introduced in Chapter 8, but we discuss 
them in some detail here as well.

In information systems projects, inspection and testing can be conducted with or 
without code execution. For example, the code can be manually compared to lists of 
frequent errors, or automated tools can be used for syntax checking. Likewise, the code 

Figure 12.22 Quality checklist example
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can be executed and testers can perform walk-throughs or desk checking, or automated 
tools can be used for unit, integration, or system testing. Further, the final product will 
undergo alpha testing, where simulated data are used to test system recovery, security, 
performance, and behavior under stress, and beta testing, where real users test the 
system using live data. As it is often inefficient or infeasible to test every single deliver-
able, statistical sampling is used to identify samples for inspection or testing purposes. 
Statistical sampling involves selecting a random sample from a population in order to 
infer characteristics about that population. Further, questionnaires and surveys can be 
used to obtain feedback about the quality from customers or other stakeholders. 

Cause-and-effect (fishbone) diagrams are a diagramming technique used to explore 
potential and real causes of problems. The fishbone diagram typically organizes prob-
lems into categories relevant to the industry and allows project team members to work 
backward from major problems (outputs) to identify potential causes (inputs) (see 
Figure 12.23). As illustrated in the figure, a delay in a cloud migration project could 
be traced back to a variety of potential problem areas, including personnel, materials, 
methods, and environmental factors. Each of these main factors could in turn be the 
result of several different issues. Personnel problems might include inexperienced pro-
grammers, too few people working on the project, or personality conflicts among those 
working on the project. Similarly, materials related issues causing project delays might 
include incorrect shipments or materials damaged in transit. Fishbone diagrams are a 
tool for structuring the project team’s thinking about potential problem areas and then 
uncovering the specific causes of problems in those areas. While we discuss fishbone 
diagrams as a control technique in this chapter, it is also useful in managing project 
quality (see Chapter 8) and managing project risk (see Chapter 9) as a method to 
anticipate potential project problems and risk factors.

Control charts are graphical, time-based charts used to display process results. As 
shown in Figure 12.23, these charts can be used to determine whether process devi-
ations are the result of random or systematic causes. Normally fluctuations around 
the mean, or target value, on such a chart will be random (see the solid line on Fig-
ure 12.24). Control charts provide a visual tool for the project team to examine these 

Figure 12.23 A Cause-and-effect diagram
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fluctuations. Sudden systematic results on one side of the target value might require 
an investigation by the project team. Likewise, any deviations beyond three standard 
deviations from the average (represented by the upper and lower control limits in Figure 
12.24) indicate problems with a process, indicating the need for further investigation. 
A more concrete example in the information systems domain might be search time in 
a corporate intranet. If, during systems testing, search time suddenly and inexplicably 
started to take longer than expected (see the dashed line on Figure 12.24), an investi-
gation might be launched to determine the cause and possible solutions (e.g., a larger 
server or better networking technology).

A flowchart is a graphical representation of a process (see Figure 12.25). Flowchart-
ing helps analyze how problems occur so that approaches can be developed to deal with 
them. A histogram is a bar chart showing a distribution of variables, with the height of 
each column representing the relative frequency of a quality problem. As an example, a 
histogram could be used to show categories of objects along with the frequency of their 
occurrence. One such application of a histogram is a Pareto diagram, which shows the 
various types of problems being encountered in a project, along with each problem’s 
frequency (see Figure 12.26). Pareto diagrams were named based on Pareto’s law, or 
the 80/20 rule, which states that 80 percent of problems are the result of 20 percent of 
the causes. By helping identify those problems occurring most frequently, the Pareto 
diagram gives the project team guidance on what problems are most critical to solve.

Run charts show trends in a process over time, variation over time, or declines or 
improvements in a process over time. These charts are used for trend analysis. A scatter 
diagram (see Figure 12.27) represents the pattern of relationship between two vari-
ables. The quality team can use this tool to study and identify the possible relationship 

Figure 12.24 Control chart
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Figure 12.25 Flowchart example in Microsoft Visio 2010
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Figure 12.26 Pareto diagram

between changes observed in the variables. This particular figure illustrates an exponen-
tially increasing number of errors as the program grows in complexity.

The outputs from the Perform Quality Control process include quality control mea-
surements, verified deliverables, work performance information, change requests, as 
well as updates to the project management plan and project documents. As discussed 
in Chapter 8, quality control measurements serve as input into the Manage Quality 
process, where they are used to determine if process improvements are necessary to 
maintain the desired quality levels. Likewise, work performance information serves as 
input for various other processes. The quality of project deliverables is compared to the 
standards, and only those that conform to the standards are accepted; thus, the verified 
deliverables are those deliverables that are deemed as being of acceptable quality. Fur-
ther, updates include change requests and potential updates to the project management 
plan (in particular, the quality management plan) and project documents, such as the 
issue log, the risk and lessons-learned registers, and the test and evaluation documents. 
For example, the lessons-learned register is updated with the causes of variances, the 
justification for any corrective action, and any other lessons learned during the process. 

Control Resources
For any project, resources are crucial to successful completion. The ongoing Control 
Resources process involves making sure that any physical resources (such as facilities, 
equipment, servers, etc.) are available when needed, monitoring resources usage, and 
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comparing the actual utilization to the planned utilization. If any resources are no lon-
ger needed, they can be released to free them up for other uses.

Inputs into this process include the project management plan, project documents, 
work performance data, agreements, and organizational process assets. One of the most 
important component of the project management plan is the resource management 
plan. Next, project documents include the issue log, the resource requirements, resource 
breakdown structure, and resource assignments, as well as the project schedule, the risk 
register, and the lessons-learned register. Together, these documents indicate which 
resources are used and which are needed, whether there are any issues associated with 
physical resources, which other resources may be available, and how resource issues 
could be addressed. Further, work performance data are used to monitor project status 
and resource usage, agreements are related to resources external to the organizations, 
and organizational process assets include any policies or procedures for handling issues, 
as well as lessons learned from earlier projects.

As with other monitoring and controlling processes, the project management 
information system supports the Control Resources process by helping track resource 
utilization. Likewise, data analysis tools (such as alternatives analysis, cost benefit anal-
ysis, performance reviews, and trend analysis) are used to identify problems or choose 
between potential alternatives. Likewise, the project manager should methodically 
approach any issues, starting from identifying and defining the problem, investigating 
and analyzing the issues, choosing a solution, and finally checking whether the issue 

Figure 12.27 Scatter diagram showing software errors by system size
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has been resolved. Particularly when additional resources are needed, interpersonal and 
team skills such as negotiation or influencing can be useful. 

Outputs of this process include change requests, work performance information 
(regarding resource utilization), as well as updates to the project management plan (in 
particular, the resources management plan and cost and schedule baseline). Further 
outputs are updates to project documents (such as the resource breakdown structure, 
physical resource assignments, the issue and assumption logs, as well as the risk and 
lessons-learned registers).

Monitor Risks
As defined in Chapter 9, the Monitor Risks process involves identifying, analyzing, 
and planning for new risks, keeping track of identified risks, reanalyzing existing risks, 
monitoring trigger conditions for contingency plans, monitoring residual risks, and 
reviewing the execution of risk responses (see Figure 12.28). The inputs to the Monitor 
Risks process include the risk management plan, risk register, approved change requests, 
work performance information, and performance reports. The risk management plan, 
developed during the risk management planning process, includes information such 
as the assignment of people (including the risk owners), time, and other resources to 
project risk management. The risk register (Figure 12.29) provides valuable information, 
including identified risks and risk owners, agreed-upon risk responses, specific imple-
mentation actions, warning signs of risk, residual and secondary risks, and the time and 
cost contingency reserves. An approved change request impacts project risk because it 
incurs a modification of the risk management plan developed in the risk management 
planning process. Work performance information includes project deliverables status, 
corrective actions, and performance reports. Performance reports provide information 
on work performance, such as an analysis that may influence the risk management 
processes.

To transform these inputs into outputs, the PMBOK Guide specifies certain tools 
and techniques that may be used during the Monitor Risks process; they include risk 
reassessment, risk audits, variance and trend analysis, technical performance measure-
ment, reserve analysis, and status meetings. Risk reassessment involves evaluating new 
risks as the project progresses because new risks may emerge and additional response 

Figure 12.28 The PMBOK (6th ed.) Monitor Risks process

  Information Systems Project Management,
Edition 2.0



Techniques for Managing Project Control • 455

Figure 12.29 Sample risk register
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Figure 12.29 Sample risk register (continued)

planning may be required to deal with them. Risk reassessment may be part of a reg-
ularly planned project team meeting, where team members are asked if existing risks 
have changed or if there are new risks that need to be dealt with. Designed to evaluate 
the effectiveness of risk strategies as well as risk owners, project risk response audits are 
often conducted during different phases of the project life cycle to examine and doc-
ument the effectiveness of risk responses. Variance analysis, as discussed earlier, allows 
the project team to identify deviations from the baseline plan. Large deviations should 
be carefully investigated, and corrective actions should be taken to bring performance 
in conformance to the plan. Trend analysis is conducted by having the project team 
examine performance data over time to determine whether performance is ameliorating 
or deteriorating. Technical performance measurement is a particularly important tool 
in IS development projects. If performance metrics—such as the accuracy of inventory 
updates when implementing a new corporate-wide inventory system—do not meet the 
goals associated with a specific project milestone, risks to the schedule may be indicated. 
Reserve analysis is a comparison of the amount of contingency reserves remaining with 
the amount of risk remaining at any time in the project. As an example, a large infor-
mation systems project done for a major petroleum company may literally have financial 
contingency reserves in the millions of dollars; however, if risk is high (which might 
be revealed through a tool such as trend analysis, discussed earlier), these contingency 
reserves may still not be sufficient.

Reserve analysis allows the project team to determine whether the remaining 
reserve is adequate. Status meetings are an important part of communicating, moni-
toring, and controlling projects. Project risk management should be discussed at these 
meetings because risk management becomes easier the more it is practiced and because 
talking more about risks becomes easier and more accurate with frequent discussions.
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The outputs from the Monitor Risks process include updates to the risk register, 
requested changes, recommended corrective actions, recommended preventive actions, 
updates to the organizational process assets, and updates to the project management 
plan. The risk register—which details all project risks identified at the beginning and 
during the life of a project, an assessment of their likelihood of occurrence, the seri-
ousness of their potential impact, and initial plans for mitigating the risks—must be 
updated with the outcomes of risk assessments, risk audits, and periodic risk reviews. 
This includes updating the probability, impact, priority, response plans, ownership, and 
other elements of the risk register (Figure 12.29).

The implementation of contingency plans or work-arounds leads to the need for 
changes to the risk management plan. Recommended corrective actions include contin-
gency and work-around plans, which are both responses that were not initially planned 
but are needed to deal with emerging risks as the project progresses. Recommended 
preventive actions are necessary to bring the project into compliance with the project 
management plan. The historical database of organizational process assets is updated 
with the causes of variances, the justification for any corrective action, and any lessons 
learned during the risk monitoring and control process. If the approved change requests 
have an impact on the risk management processes, then the corresponding components 
of the project management plan related to risk management must be revised and reis-
sued to reflect the approved changes. 

Control Procurements
The Control Procurements process is primarily concerned with ensuring that the prod-
uct or service procured meets the agreed upon performance standards. In this ongoing 
process, the project manager monitors the performance of the seller, implements needed 
changes, and closes the contract. In addition to monitoring the performance of the 
seller, this process also includes the payment of invoices. Typically, both the buyer and 
the seller control procurements to ensure that the other party meets the requirements 
and obligations.

The agreements (i.e., contracts) resulting from Conduct Procurements are the most 
obvious input into this process. Because Control Procurements involves comparing what 
was contracted for with what has been done, other key inputs are the procurement 
management plan and procurement documentation, approved change requests, and 
work performance data. Change requests may include changes to the terms of the con-
tract or to descriptions of the work to be performed. In addition, other inputs include 
project management plan components, including the requirements management plan, 
risk management plan, and change management plan, as well as the schedule baseline. 
Further inputs into this process include project documents such as the requirements 
documentation and requirements traceability matrix, the risk and stakeholder registers, 
milestone lists and quality reports, as well as the assumption log and lessons-learned 
register. Finally, organizational process assets (such as procurement policies), as well as 
enterprise environmental factors such as the change control systems, financial manage-
ment systems, and the code of ethics, are being used during this process. 

As with most processes, expert judgment (in particular, expertise related to law, 
finance, claims administration, or to the functional areas involved) is one of the most 
valuable tools the project manager can draw from. Experts from the functional areas can 
be useful in performing inspections of the work performed; inspections are conducted 
by the procuring organization, with the assistance of the vendor, to determine if there 
are any weaknesses in the vendor’s work processes or deliverables. Likewise, experts can 
provide useful input during audits of the procurement process. The procurement audit 

Control Procurements 
The process of 
comparing what 
was contracted for 
with what is being 
done or has been 
done to ensure that 
both parties perform 
according to the 
contract, as well as 
closing the contract.

Procurement audit 
A review performed 
to examine the 
procurement 
process from the 
Plan Procurement 
Management process 
through the Conduct 
Procurements process.

  Information Systems Project Management,
Edition 2.0



458 • Chapter 12 / Managing Project Control and Closure

is performed to review the procurement process beginning with the Plan Procurement 
Management process through the Conduct Procurements process.

The project manager also uses different data analysis techniques to monitor the 
supplier’s performance. In particular, buyer-conducted performance reviews are struc-
tured reviews of the vendor’s progress in fulfilling the terms of the contract. They focus 
on how well the vendor has been able to adhere to the project’s standards for quality 
and to the project’s budget and schedule. Other data analysis techniques include trend 
analysis and earned value analysis. Finally, claims may arise if the buyer or the vendor 
contest whether required work was done or what the submitted work is worth. Claims 
administration refers to the process through which claims, or disputes, are managed, 
following the agreements established in the contract. Contract closure supports the 
process of closing the project (see Chapter 4) and involves verification that all products 
and services contracted for are acceptable. Its inputs are the procurement management 
plan, the contract management plan, contract documentation of work performed, and 
the contract closure procedure.

The primary outputs of the control procurement process are formally closed pro-
curements, by which the buyer provides notice to the vendor that the contract has 
been completed. Further, outputs from the monitoring and control processes include 
work performance information and updates to the procurement documentation. This 
documentation is the result of buyer-conducted performance reviews, vendor per-
formance reporting, and inspections and audits. Other updates include requests for 
changes to project management plan components, such as the risk and procurement 
management plans and the schedule and cost baselines. Further, this process typically 
results in updates to project documents, such as the resource requirements, require-
ments traceability matrix, risk and stakeholder registers, as well as the lessons-learned 
register. Finally, organizational process assets are updated, including updates to the lists 
of prequalified sellers, documentation of the seller’s performance evaluation, payment 
schedules, the procurement file, as well as the lessons-learned repository, which can 
provide very useful information for future procurement planning. The procurement file 
contains all contract records to be included in the final project documentation.

Monitor Communications and Stakeholder Engagement
Just as the other monitoring and control processes, the Monitor Communications and 
Monitor Stakeholder Engagement processes are used to ensure that things go according 
to plan. Given the importance of engaging stakeholders for project success, it is crucial 
to ensure that their information needs are addressed and that the plans for engaging 
stakeholders are reviewed as the project progresses to maximize the effectiveness of 
stakeholder engagement. Thus Monitor Communications is important for ensuring that 
the right messages reach the right audiences and have the desired effects.

Both Monitor Communications and Monitor Stakeholder Engagement use similar 
inputs, including the project management plan, project documents, work performance 
data, enterprise environmental factors, and organizational process assets. Project man-
agement plan components include the resource management plan, which highlights the 
organization of the project; the stakeholder management plan, which identifies how 
stakeholders should be engaged; and the communications management plan, which 
specifies how information is communicated to the team members and other stake-
holders. Next, important project documents to be considered are not only the com-
munications themselves, but the issue log containing any communication breakdowns 
and the lessons-learned register, which can help identify what worked or did not work; 
the Monitor Stakeholder Engagement process also uses the risk register and stakeholder 

Buyer-conducted 
performance reviews 
Structured reviews of 
the vendor’s progress 
in fulfilling the terms of 
the contract.

Claims administration 
The management of 
claims or disputes 
related to whether 
required work was 
done or what the 
submitted work is 
worth.

Contract closure 
The process of 
verifying that all 
products and services 
contracted are 
acceptable.
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register. The work performance data include metadata about the communications dis-
tributed and data about the project status. Enterprise environmental factors include 
the organizational culture, communication channels, changing trends or habits, or the 
location and distribution of resources or project facilities. Finally, organizational process 
assets include guidelines for developing, storing, retrieving, or disposing of information; 
social media policies and procedures; policies related to ethics and security; and/or 
communication requirements.

Tools and techniques used in the Monitor Communications process include first and 
foremost expert judgement; experts in communication systems and in different areas 
of communication can assess the effectiveness of communications and can recommend 
changes to the way communications are managed. Data representation tools such as 
the stakeholder engagement matrix can help assess if the right communications have 
reached the right audiences. During any communication within the team or with other 
stakeholders (such as during face-to-face or virtual meetings), interpersonal and team 
skills are useful for distributing information or resolving conflict. Finally, the project 
management information systems can help store or distribute information.

Tools and techniques used in the Monitor Stakeholder Engagement process include 
data analysis (supported by different data representation tools) and decision-making. 
For example, stakeholder analysis is used to examine if stakeholders or their positions 
have changed, root cause analysis can be used to determine why certain engagement 
strategies did not have the intended results, and alternatives analysis is then used to 
compare the effectiveness of other methods to engage stakeholders. These alternatives 
can be compared using multicriteria decision-making or voting. During this process, 
meetings can be valuable in uncovering any issues or monitoring engagement. Com-
munication and interpersonal and team skills are used during meetings as well as when 
distributing information to or receiving feedback from stakeholders.

As with the inputs, Monitor Communications and Monitor Stakeholder Engagement 
have similar outputs. These include work performance information (about the commu-
nication activities), change requests (to adjust how communication is managed or stake-
holders are engaged), updates to the communications management and stakeholder 
engagement plans, as well as updates to project documents, including the stakeholder 
register (in case new communication requirements arise), the risk register (pertaining 
to stakeholder risks), the issue log, and the lessons-learned register.

Microsoft Project has many built-in reports, views, and filters to assist in project 
control. For example, for schedule control, the project manager can quickly run a report 
to list all the tasks that have been completed (see Figure 12.30). Corrective actions can 
be taken to make sure that those tasks that have not yet been completed as planned 
are finished as soon as possible. This information can be included in the performance 
reports, too. These reports can also be used for cost control. Figure 12.31 shows a report 

Figure 12.30 Report of completed tasks
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of tasks that are over budget. After looking at this report, the project manager can 
determine the appropriate corrective actions to make sure these tasks are within budget.

Techniques for Managing Project Closure
Now that your project has been executed, you’ve exercised control to keep it on track, 
and its final deliverables are ready for implementation, what’s next? In this section, we 
discuss techniques that successful project managers use to close a project.

While the size of the project may determine the intensity of the closure processes, 
project closure at any level is very important to clients, stakeholders, team members, and 
project managers for future projects. Three elements are critical to successful project clo-
sure: production of an end report, project handover, and a postimplementation review.

End Report
Two primary closure documents are created when a project is completed. The first is the 
end report, also called a project closure report, which addresses the project management 
methods and techniques followed over the project life cycle. Suggested content for the 
end report is shown in Figure 12.32.

Other items to include in the end report might be a list of outstanding items. Out-
standing items are items or activities that remain to be addressed but, because of their 
nature, may have to be taken care of by the clients themselves or assigned to a team 
member to attend to after the official project handover. Finally, the end report can also 
document the lessons learned during the project.

Project closure typically involves the aforementioned end report and a second doc-
ument entitled the postimplementation review. We will discuss the postimplementation 
review document following the next section on project handover.

Project Handover
This is the step you’ve been waiting for. You now get to hand over your hard work to the 
client. The question is whether the client is actually prepared to take over the project you 
are ready to deliver. The handover is the process by which the appropriate personnel are 
brought up to speed on the new product or system. This includes training the client’s 
personnel on the new artifact and debriefing project team members.

Postimplementation Review
Finally, you’ve completed your project (hopefully on time and on budget). How suc-
cessful was it? While your project’s performance with respect to the planned schedule 

Figure 12.31 Report of overbudget tasks

End report 
Document that 
contains a record 
of the project 
management 
techniques employed 
over the course of the 
project, surveys, and 
outstanding items 
that still need to be 
resolved.

Handover 
The process of 
delivering the project 
to the client and 
training personnel to 
use it.

Postimplementation 
review 
A document that is 
usually completed 
six to twelve months 
after implementation 
as a check on whether 
the outcomes of 
the project were as 
expected, whether 
ongoing costs are as 
expected, and whether 
implementing the 
product yields net 
benefits.
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and budget are important measuring sticks for the success of the project, how did the 
client organization perceive the success of its investment in you? Did the product meet 
the client’s requirements? The postimplementation review—also sometimes called the 
postproject review—is a document that is usually completed six to twelve months after 
implementation as a check on whether the outcomes of the project were as expected, 
whether ongoing costs are as expected, and whether implementing the product yields 
net benefits (see Figure 12.33).

Figure 12.32 Sample table of contents for an end report

Figure 12.33 Sample postimplementation review table of contents
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Project Control and Closure and PMBOK
This chapter has discussed the fundamentals, characteristics, and challenges of man-
aging various controlling and closure processes over the course of a project. We have 
defined control, identified the major philosophies of control, and discussed how control 
can be achieved. We have also discussed how closure is important in the context of a 
project and discussed several documents that can help the closure process occur. Figure 
12.34 details this coverage.

Figure 12.34 Chapter 12 and PMBOK coverage

Key: �� where the material is covered in the textbook; ⚫ current chapter coverage

Textbook Chapters --------------> 1 2 3 4 5 6 7 8 9 10 11 12

 PMBOK Knowledge Area

1 Introduction

1.2 Foundational Elements �� ��
2 The Environment in Which Projects Operate

2.2 Enterprise Environmental Factors ��    

2.2 Organizational Process Assets ��                    

2.3 Organizational Systems   ��              

3 The Role of the Project Manager

3.2 Definition of a Project Manager ��            

3.3 The Project Manager’s Sphere of 
Influence ��                

3.4 Project Manager Competences �� �� ��                

3.5 Performing Integration   ��                

4 Project Integration Management 

4.1 Develop Project Charter         ��              

4.2 Develop Project Management Plan         ��          

4.3 Direct and Manage Project Work ��
4.4 Manage Project Knowledge ��
4.5 Monitor and Control Project Work �� ⚫

4.6 Perform Integrated Change Control ⚫

4.7 Close Project or Phase �� ⚫

5 Project Scope Management

5.1 Plan Scope Management         ��              

5.2 Collect Requirements ��
5.3 Define Scope         ��              

5.4 Create WBS         �� ��            

5.5 Validate Scope         ��              

5.6 Control Scope         ��             ⚫

6 Project Schedule Management

6.1 Plan Schedule Management           ��            
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6.2 Define Activities ��
6.3 Sequence Activities           ��            

6.4 Estimate Activity Durations ��
6.5 Develop Schedule           ��          

6.6 Control Schedule           ��         ⚫

7 Project Cost Management

7.1 Plan Cost Management             ��        

7.2 Estimate Costs ��
7.3 Determine Budget             ��        

7.4 Control Costs             ��       ⚫

8 Project Quality Management

8.1 Plan Quality Management               ��        

8.2 Manage Quality               ��      

8.3 Control Quality               ��       ⚫

9 Project Resource Management

9.1 Plan Resource Management           ��          

9.2 Estimate Activity Resources �� ��
9.3 Acquire Resources           ��     ��  

9.4 Develop Team     ��           ��  

9.5 Manage Team �� ��
9.6 Control Resources �� ⚫

10 Project Communications Management

10.1 Plan Communications Management     ��              

10.2 Manage Communications     ��             ��  

10.3 Monitor Communications     ��               ⚫

11 Project Risk Management

11.1 Plan Risk Management                 ��      

11.2 Identify Risks                 ��   ��  

11.3 Perform Qualitative Risk Analysis                 ��      

11.4 Perform Quantitative Risk Analysis                 ��      

11.5 Plan Risk Responses                 ��      

11.6 Implement Risk Responses �� ��
11.7 Monitor Risks                 ��     ⚫

12 Project Procurement Management

12.1 Plan Procurement Management                   ��    

12.2 Conduct Procurements                   �� ��  

12.3 Control Procurements                   ��   ⚫

13 Project Stakeholder Management

12.1 Identify Stakeholders       ��              

12.2 Plan Stakeholder Engagement       ��              

12.3 Manage Stakeholder Engagement       ��           ��  

12.4 Monitor Stakeholder Engagement       ��             ⚫
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Running Case: Managing Project Control and Closure

“How long did they say they’d give us on-site support 
at no extra cost?” asked James.

“Six months,” Kevin answered.
“Are they on schedule for the last kiosks at Pic-

coli’s store?”
“Yep!”
“Wow, that’s great!”
“They also completed half of Maria’s store too. I’m 

quite sure we are going to pull this project off well 
before schedule! I think the documentation is coming 
along well, too.”

Cindy raised a thumbs-up.
“There is one last component that needs to be 

completed before we start winding down this proj-
ect. We need to show the metrics for the pilots to 
Sarah,” said James. 

“I’ll do that,” said Trey. “I have nearly all the per-
formance metrics that we ran last week at Piccoli’s 
store. I’ll just update it one more time before I send 
it in to Sarah.”

“Well,” said, James, “I think, with that, we are at 
our last stage of the project. I’ve got T-shirts for all 
you guys!”

“Actually, James, I don’t think we are done,” said 
Cindy. 

Oh? James wondered.
“Yeah, remember all that ‘there are great bene-

fits to following a fairly formal project management 
process when designing a new system’ and ‘mov-
ing forward with care’ stuff you taught me at the 
beginning?”

“Ah, you’re talking about lessons learned, aren’t 
you?” James realized.

Cindy replied, “Yes, and realizing that we were get-
ting close to the end, I searched around and found 
some information about closing a project. The stuff I 
read talked about a document called lessons learned. 
I don’t know about the rest of you, but I know I learned 
a lot that I’ll need to know when I work on projects in 
the future. If I could refer back to some file that con-
tains information about what went well, what didn’t, 
and how we dealt with the stuff that didn’t, it would 
make future projects go more smoothly.”

“So, with all that extra time you had to search 
around to find information on finishing up the proj-
ect, I don’t suppose you wrote this lessons-learned 
document up, did you?” James asked hopefully.

“Well, no. But I didn’t get the feeling it should be a 
one-person job. I found this template that I think we 
can modify a little to fit with the Jackie’s structure 
and culture a little better.” (See Figure 12.35.) “A big 
part of it is one last project meeting to discuss the 
particulars because each one of us probably learned 
something a little different than everyone else. By 
doing it together in a meeting, we’ll make sure we 
don’t leave anything out.”

“All right,” James said. “In addition to the T-shirt, 
Cindy gets the ‘Keeping us all on track’ award.”

Everybody laughed while Cindy sighed and shook 
her head.

The team closed down the project by submit-
ting the reports and documentation to Sarah and 
conducting a final meeting to compose the les-
sons-learned document.

Adapted from: Valacich and George (2017).

Chapter Summary
Define project control and closure. Project con-
trol can be thought of as the processes that allow 
monitoring and measurement of project progress 
and directing influence over the plan to account for 
any discrepancies between the actual progress and 
the planned progress made up to that point. Project 
closure involves both the final implementation and 
training related to the project, getting acceptance and 
signoff on the project, and finally archiving the results 
of the project and lessons learned from the project.

Understand the importance of and general philos-
ophies behind project control and closure. Proj-
ect control is important because it allows a project 

manager to keep tabs on the progress of the various 
tasks, identify problems, solve problems, and make 
changes to the plan based on any problems and their 
solutions. Project closure is important because it 
ensures that the handover of the project is success-
ful and documentation occurs so that future projects 
can be improved from lessons learned from previous 
projects. Producing an end report, handover, and con-
ducting a postimplementation review ensures proper 
project closure. General philosophies underlying proj-
ect control include the dogmatic philosophy (where 
the established plan is followed to the letter, no ifs, 
ands, or buts) and the laid-back philosophy (where 
little or no control is exerted and the project can take 
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Figure 12.35 Sample lessons-learned document template
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Figure 12.35 Sample lessons-learned document template (continued)

on a life of its own). A pragmatic philosophy is a com-
promise between the two; the plan is followed, but 
flexibility exists to deal with problems as they arise. 
Communication, participation, analysis, action, and 
commitment all give a project manager the necessary 
tools for exerting control over the project.

Apply techniques for managing project control and 
closure. There are many techniques for controlling 
projects. Typically, these techniques can be applied to 
the project as a whole—as in PMBOK’s topic of Proj-
ect Integration Management—or in the individual 

areas of validate scope and control scope, schedule, 
costs, quality, resources, and procurements, as well as 
monitoring risks, communication, and stakeholder 
engagement control. This chapter discusses and pro-
vides examples of control exercised across all these 
areas. In addition, we discuss the importance of good 
project closure, as well as some techniques for accom-
plishing this. Organizations that embrace formalized 
processes related to control and closure can head off 
problems before they occur and more actively manage 
costs and schedules over the course of the project.

Key Terms Review
A. Approved change requests
B. Approved corrective actions
C. Approved defect repairs
D. Approved preventive actions
E. Buyer-conducted performance reviews 
F. Change control system
G. Claims administration 
H. Configuration management system
I. Contract closure 
J. Control Costs 

K. Control Procurements 
L. Control Quality 
M. Dogmatic philosophy
N. Earned value analysis
O. End report
P. Forecasts
Q. Handover
R. Laid-back philosophy
S. Monitor and Control Project Work
T. Perform Integrated Change Control
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U. Philosophy of project control
V. Postimplementation review
W. Pragmatic philosophy
X. Procurement audit 
Y. Project audit
Z. Project closure

AA. Project control
BB. Project log
CC. Recommended corrective actions
DD. Recommended preventive actions
EE. Rejected change request 
FF.  Standard operating procedures
GG. Variance analysis

Match each of the key terms with the definition that best fits it.

 1. A compromise between the dogmatic and laid-back philosophies that sticks to a plan but is flexible 
enough to allow for changes.

 2. A document that is usually completed six to twelve months after implementation as a check on whether 
the outcomes of the project were as expected, whether ongoing costs are as expected, and whether 
implementing the product yields net benefits.

 3. A document used to record any items identified during the project.
 4. A formal, documented process that describes the procedures by which the project scope and product 

scope can be changed.
 5. A philosophy of project control that allows for project problems or change issues to be dealt with as 

they arise, on an ad hoc basis.
 6. A philosophy of project control that emphasizes strict adherence to the project plan, with little tolerance 

for deviations.
 7. A review performed to examine the procurement process from the Plan Procurement Management 

process through the Conduct Procurements process.
 8. A scope control technique that ensures that the requested changes to the project and product scope are 

thoroughly considered and documented before being implemented.
 9. A systematic and formal inquiry into a project’s expenditures, schedule, and quality of work.
10. A technique that measures project performance over time, and provides a way to forecast future per-

formance based on past performance.
11. Activities and reporting methods instituted during the course of the project to monitor the progress of 

the project and provide reports for project managers and for project stakeholders.
12. Document that contains a record of the project management techniques that were employed over the 

course of the project, surveys, and outstanding items that still need to be resolved.
13. Documented and authorized actions that are necessary to correct defects in the project deliverables.
14. Documented and authorized changes that are scheduled for implementation by the project team.
15. Documented and authorized guidelines intended to reduce the probability of negative consequences 

to the project due to identified risks.
16. Documented and authorized guidelines necessary to bring future project performance in conformance 

with the project management plan.
17. Documented recommendations needed to bring future project performance into conformance with the 

project management plan.
18. Documented recommendations that minimize the probability of negative consequences to the project.
19. Estimates or predictions of conditions or events in the project’s future.
20. Final implementation and training related to the project, acceptance and signoff on the project, and 

archiving of the project’s results and lessons learned.

  Information Systems Project Management,
Edition 2.0



468 • Chapter 12 / Managing Project Control and Closure

21. Requested changes that were not chosen for implementation.
22. Structured reviews of the vendor’s progress in fulfilling the terms of the contract.
23. Techniques used to evaluate differences between planned baselines and actual performance
24. The management of claims or disputes related to whether required work was done or what the sub-

mitted work is worth.
25. The management style that the manager employs with respect to following the plan and dealing with 

problems or changes in the plan.
26. The process of collecting, measuring, and disseminating data related to performance, as well as assessing 

measurements and trends in order to make any improvements.
27. The process of comparing what was contracted for with what is being done or has been done to ensure 

that both parties perform according to the contract, and closing the contract.
28. The process of delivering the project to the client and training personnel to use it.
29. The process of ensuring that only appropriate changes are included in the modified cost baseline.
30. The process of identifying, evaluating, and managing changes that occur from project initiation through 

project closure.
31. The process of monitoring and measuring project progress and influencing the plan to account for any 

discrepancies between planned progress and actual progress.
32. The process of screening the project results to determine whether they conform to relevant quality 

standards and identifying means to eliminate causes of unsatisfactory results.
33. The process of verifying that all products and services contracted are acceptable.

Review Questions
 1. Define project control.
 2. Explain what a project control philosophy is.
 3. Discuss the different types of project control philosophies with respect to the kinds of projects that 

might be appropriate for each type.
 4. Explain how controlling processes can affect project integration, scope, time, cost, quality, and risk.
 5. List and briefly describe the various levers that can be used to exert control over a project.
 6. List and briefly describe the various project control techniques.
 7. Describe the components of standard operating procedures techniques.
 8. List and provide the formulas (if required) for the components of an earned value management (EVM) 

analysis.
 9. Explain how cost performance indexes and schedule performance indexes provide estimates on the 

budget and schedule performance of the project.
10. Define project closure.
11. Describe what is involved in project handover.
12. Compare and contrast an end report with a postimplementation review.

Chapter Exercises
 1. Discuss how the computerized baggage handling system (CBHS) project at Denver International 

Airport (DIA) could have been a success with proper control.
 2. For a class project for this (or another) course, compare and contrast the three different philosophies 

of controlling projects. Which one do you believe is the best?
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 3. For a class project for this (or another) course, list and explain the different levers that you can use to 
exert control over projects. Give an example of how you could use each lever to control your project.

 4. The planned value for a project is US$17,800, the earned value is US$19,450, and the actual cost is 
US$21,870. Based on this information, calculate the cost performance index and the schedule per-
formance index. What do these indices tell you about the status of the project in terms of cost and 
schedule?

 5. The budget at completion of this project was estimated at US$20,000, and the estimated time to 
complete was thirteen months. Use the information from Exercise 4 to compute the estimated cost at 
completion and the estimated time to complete. Is the project on budget and schedule?

 6. Use the internet or any other source to search “variance analysis.” Define what it is and explain its 
usefulness in project control.

 7. Review Chapter 8 for the different tools and techniques that can be used in performing quality control. 
For your own project, explain how you used different techniques to control quality. Which techniques 
were more or less effective? Why?

 8. “Once a project is completed, the project team members should forget about it and move to the next 
project.” Do you agree with this statement? Explain why.

 9. Compare and contrast the different reports produced during project closure.
10. How can the performing organization assess whether the project is a success at the client’s organization?

Chapter Case: Sedona Management Group and 
Managing Project Control and Closure

Project control is the process of ensuring that project 
objectives are being met. It is the project team’s job 
to measure progress toward the project objectives, 
monitor any divergence from the plan developed 
in the initiation and planning phase, and take any 
corrective actions necessary to match progress to 
the plan. Controlling processes are performed at all 
of the other phases of the project life cycle. Once the 
project objectives have been met, the final phase 
in the project life cycle is project closure, which 
involves formalizing the acceptance of the project 
and bringing the project to an orderly end.

Tim Turnpaugh recognizes the importance of 
control during the life cycle of a project. There are 
many project control techniques, but at Sedona Man-
agement Group, two project control techniques have 
consistently helped ensure project success. The first 
technique is the use of standard operating proce-
dures. SMG has established a well-defined process 
of assessing what the customer needs, and this type 
of project control occurs in both the initiation and 
planning phases of a project. By using standardized 
requirements-gathering techniques, as well as hav-
ing established planning templates that have proven 
successful in the past, SMG reduces project risk as 
well as variance in the quality or timing of project 
outcomes.

A second control technique SMG employees rely 
on is prevention. Turnpaugh tells members of his 
team to “inspect what they expect.” In other words, 
project team members are charged with prevent-
ing problems by ensuring that the various require-
ments of the project are met. In many cases, given 
the variety of projects that any project team might 
be concurrently managing, a team may become lax 
in ensuring that each feature of a system works as 
expected. This is particularly important in situations 
where an IS project team may be employing reus-
able code. Turnpaugh believes it is critical to never 
assume that the application will behave the same 
way it has in the past, and that the only way to ensure 
performance is through testing of all features during 
development.

During project closure, the team prepares to 
deliver the project to the customer by ensuring the 
project is functioning correctly, making sure the 
personnel responsible for managing the new sys-
tem are appropriately trained, obtaining customer 
acceptance, and finally documenting—for the proj-
ect team’s own purposes—any problems or issues 
that they may want to attend to in future projects. 
Closing activities also include personnel transition, 
the discussion of lessons learned, and verifying and 
documenting the project results to formalize the 
stakeholders’ acceptance of the project deliverables.
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Chapter 12 Project Assignment
Throughout the project life cycle, control processes 
are important to ensure that the project objectives 
are being met. Once all these project objectives have 
been met, the project should be brought to formal 
closure. In this assignment, you will discuss the 
control and closing processes that will be used for 
your project.

 1. “Prevention is better than the cure.” Discuss 
this statement as it applies to your project. In 
other words, explain what preventive measures 
will be used to ensure project success.

 2. Explain the importance of an earned value 
analysis. Also define BCWP, ACWP, BCWS, CPI, 
SPI, EAC, and ETC.

 3. Conduct an earned value analysis, using BCWP, 
ACWP, and BCWS to calculate CPI, SPI, EAC, 
and ETC. You will need to estimate your own 
values for your project for the BCWP, ACWP, 

and BCWS in order to come up with your CPI, 
SPI, EAC, and ETC. Costs can be calculated by 
assuming that each individual on your team 
works for US$35/hour.

 4. Create a project closure document, which 
includes:

  •  A statement indicating whether the project 
objectives were met

  •  What requirements of the project were not 
met

  •  A tracking Gantt chart
  •  An explanation of whether the project 

schedule and budget were met, based on 
the earned value analysis

 5. Write a list of lessons learned in the project 
process. Explain what you did effectively, 
what you did ineffectively, and what you will 
do differently next time.
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P A R T  I I I  A P P E N D I X

Executing, Controlling, 
and Closing Projects in 

Agile Environments

In traditional projects using predictive life cycles, project execution starts when (at least 
part of ) the planning has been completed. Project execution entails those processes 
associated with carrying out the actual project work, as well as monitoring and con-
trolling various aspects of the project, including costs, scope, quality, or communications. 
Once the final deliverable has been created, the project is handed over to the (internal or 
external) client, an end report is created, and a postcompletion report is conducted. In 
contrast, in agile projects, planning and execution go hand in hand and prototypes are 
delivered frequently; these aspects contribute to the suitability of agile methodologies 
for uncertain environments and changing requirements.

As you may recall from the Part I Appendix, an iteration is a timeboxed develop-
ment phase in which all work pertaining to a specific deliverable is performed. Typi-
cally, iterations last for two weeks, but can be as long as four weeks. As requirements 
are likely to change or evolve during the life of an agile project, it is important for an 
agile team to keep learning about the effectiveness of the approaches used, improve 
processes, or adapt to changing requirements. This learning is not only concerned with 
the actual work performed, but also with the processes used during the agile project. 
Thus, the agile team uses not only quantitative data about performance, but also takes 
into account qualitative data, such as team member’s evaluations of the effectiveness of 
processes. As problems are identified, the agile team tries to isolate the root causes of 
these problems, so as to continuously improve. Consequently, a key aspect of iterations 
is that they typically end with a review and a retrospective, which also serve monitoring 
and controlling purposes. 

Iterations and Increments
Following the agile manifesto, “working software is the primary measure of progress.” 
Thus arguably the most important outcome of an iteration is completed work. But 
what does completed work mean? In the preplanning phase, the agile team has agreed 
on the “definition of done.” In different teams and in different contexts, “done” can 
mean different things, but “done” typically means that the coding has been completed 
and the software is usable. Often, “done” also indicates that the product has been tested 
and is free of bugs. 
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By definition, agile approaches are incremental. Thus what is delivered at the end 
of an iteration is not just one or more completed product backlog items, but the com-
bination of the product backlog items completed during the current iteration and the 
product backlog items completed during all previous iterations, together referred to as 
an increment. In other words, it is not sufficient to deliver a usable new feature, but the 
entire increment must be “done” and usable, so that it could be released by the product 
owner, if so decided. 

Whereas agile approaches are highly flexible, monitoring the team’s progress is nev-
ertheless an important activity. Two useful tools to monitor progress and performance 
are velocity and iteration burndown charts. As discussed in the Part II Appendix, the 
velocity is the number of items completed during the iteration and can be used to 
estimate how much work the team can complete over a certain time period. Ideally, 
the velocity would remain relatively constant over time, or increase gradually (as the 
team optimizes processes or relationships). If the velocity is highly fluctuating, this may 
indicate problems in the iteration planning processes.

In addition to velocity, an iteration burn-down chart is used to track the team’s 
progress within an iteration (see Figure A3.1). An iteration burn-down chart is used to 
visualize the progress over time, where the completion of features is plotted against days 
in the iteration, from the top left to the bottom right corner of the chart (a release burn-
down chart plots features against iterations to examine progress of the overall project, 
as opposed to progress within an iteration). As features are completed and tested, the 
number of remaining features to be completed during the iteration decreases, and the 
“effort remaining” line moves downward. This way, the team (and the stakeholders) can 
get a quick overview of the progress during an iteration and the team’s productivity. If 
the slope of the line approximates the “ideal effort,” this indicates that the work has 
been broken down sufficiently; in contrast, if the line resembles stairs with intermittent 
steep drops, this indicates that the work has not been broken down sufficiently, or that 

Increment 
The combination of 
the product backlog 
items completed 
during the current 
iteration and the 
product backlog items 
completed during all 
previous iterations.

Iteration burn-down 
chart 
Chart used to display 
the development 
team’s progress during 
an iteration.

Figure A3.1 Iteration burn-down chart
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unforeseen issues have arisen. In certain situations, such as when new features are added 
to the backlog, the line may actually slope upward; while there might be valid reasons 
for this, adding features during an iteration should normally be avoided. 

Akin to an iteration burn-down chart, a release burn-up chart is used to display the 
increase in delivered functionality; to symbolize the increase in functionality, a burn-up 
chart has a positive slope. Thus it can be used to visualize a project’s progress toward 
completion, as well as to calculate the magnitude of scope changes and the project’s 
estimate at completion (EAC).

Coding and Integration in Agile Projects
Coding is the core of any information systems development project. As such, agile 
approaches emphasize ways to effectively and efficiently create high quality code. Just 
as in traditional approaches, following coding standards not only helps in finding and 
fixing bugs, but also helps in passing work between developers or discussing potential 
solutions to problems. One specific approach to increasing the quality of the code 
produced is pair programming, an agile coding technique that is based on the concept 
that two heads (or two pairs of eyes) are better than one. In pair programming, two pro-
grammers work together: one (the “driver”) doing the actual coding work, and the other 
one (the “navigator”) reviewing the code as it is being created. (Note that sometimes a 
pair consists of a programmer and a business user.) While pair programming can lead 
to increased productivity and code quality, it is not always easy to pair up programmers 
who function well together. Consequently, to still harness the advantages of having 
two pairs of eyes, it is advocated to (at least) have all code reviewed by another person. 
Likewise, manual code reviews and walk-throughs can help discover issues at an early 
stage. In order to keep the code easy to maintain, agile teams attempt to improve the 
structure of the code on an ongoing basis, a process referred to as refactoring. Examples 
of refactoring to improve ease of maintenance or code understanding include using 
clear naming conventions for methods or classes or removing unused or duplicate code 
where possible.

The short duration of the iterations, as well as the need to deliver functional incre-
ments necessitates not only that new code is continuously reviewed, but that it is con-
tinuously tested and integrated with the existing code. Often, agile teams perform 
nightly builds and conduct automated tests using software tools such as Apache Ant 
or NAnt, which compile the code into binaries, package the binaries, and sometimes 
include tools to perform automated tests. Nightly builds allow the team to fix any 
errors before continuing their work. Often, the build is started every time new code is 
committed to the version control system (such as CVS, SVN, or Git; see Chapter 12). 
This continuous integration (often referred to as frequent integration) allows teams to 
fix errors before they lead to further, potentially more serious, downstream issues. If 
a developer is working on more complex code that is only infrequently committed, it 
is still advisable to test the local copy of the code multiple times a day, to ensure full 
functionality of the code. 

Testing in Agile Projects
In agile projects, different types of tests are conducted by different types of people at 
different times. These include unit tests, integration tests, regression tests, exploratory 
tests, and acceptance tests (see Figure A3.2). While agile focuses on automated tests, 
some tests are performed by the developers, and others are performed by the customers 
or the users. First, unit tests are used by the developers to test the functionality of single 

Pair programming 
An approach to 
increasing the quality 
of the code that uses 
two programmers 
working together, with 
one doing the actual 
coding work and the 
other one reviewing 
the code as it is being 
created.

Unit test 
Test used to inspect 
the functionality of 
single methods or 
classes.
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methods or classes. In simple terms, unit testing answers the question of whether the 
code works. Next, integration tests are used to test whether new code works together 
with already completed code, often taking into consideration dependencies with other 
systems. Such tests, intended to test the entire application, can be conducted using 
smaller sets of test data or using extensive live databases. Integration tests answer the 
question of if the code works together with the rest of the system. Once any bugs that 
have been found are fixed or new functionalities are introduced, regression tests are 
used to test if the bug has indeed been fixed, that the revised code does not contain any 
new bugs, and that the new or revised code does not break any existing functionality. 
Regression tests answer the question of if the system still works the way it used to or 
should. In other words, whereas integration tests are used to test whether individual 
modules work together, regression testing focuses on discovering whether new bugs 
have been introduced as a result of changes to the system.

Whereas automated tests can find known problems, a system might still behave 
in unexpected ways. Consequently, exploratory testing can be used to find new bugs. 
In other words, exploratory testing is aimed at trying to “break” the system. Typically 
performed in an unscripted fashion, exploratory testing tends to resemble the ways users 
interact with a live system. 

In addition to these tests, an important component of agile projects is user accep-
tance. Consequently, an important test is the acceptance test. Typically created by the 
product owner, acceptance tests focus on assessing whether the new feature correctly 
addresses the associated user story. In other words, acceptance tests answer the question 
of whether the system delivers the expected business benefits or meets the requirements. 
Typically, acceptance tests are written in a GIVEN-WHEN-THEN format, such as 
GIVEN fifteen available seats in a course WHEN a student wants to register for the course 
THEN add student to course and reduce the number of available seats to fourteen.

Figure A3.2 Testing in agile projects

Integration test 
Test used to verify 
whether new code 
works together with 
already completed 
code.

Regression test 
Test used to verify that 
a bug has indeed been 
fixed, that revised code 
does not contain any 
new bugs, or that new 
or revised code does 
not break any existing 
functionality.

Exploratory testing 
Testing used to find 
unknown problems by 
using the system in an 
unscripted fashion.

Acceptance test 
Test focused on 
assessing whether a 
new feature correctly 
addresses the 
associated user story.
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Likewise, it is important to obtain feedback from users of the system, such as feed-
back regarding usability, visual design, or accessibility. Such user testing should occur 
continuously during the project, but can start even before coding has begun (e.g., using 
high-fidelity prototypes that are developed using sophisticated software packages and 
that are very similar to the finished product).

Reviews and Retrospectives
A review (sometimes called “sprint demo”) is a meeting at the end of an iteration in 
which the team presents the work completed during the iteration and the key stake-
holders inspect the work and adapt the product backlog and/or release plan. Thus a 
review meeting is not only attended by the agile team but should also be open to all 
potential stakeholders. Normally, the product owner provides a high-level status over-
view of the iteration, highlighting what has been completed and what has not been 
completed, before the development team presents a demo of the completed features. 
This meeting is an opportunity to inspect the iteration itself, the increment, the product 
backlog, as well as other aspects, such as budget or timeline; it is also an opportunity 
to adapt the product backlog or release plan, if needed. As such, the review meeting is 
an opportunity for the team to learn. Sometimes it is recommended to demonstrate 
completed increments at least every two weeks, so that the agile team can make suffi-
cient progress, but does not veer off track. Further, review meetings are important for 
engaging stakeholders. As agile projects inherently have a high degree of uncertainty, 
it is essential to keep stakeholders actively engaged throughout the project, which can 
help mitigate risks and build trust. Actively engaging stakeholders can thus help ensure 
project success. In addition to frequent demonstrations, posting artifacts in publicly 
accessible locations can be helpful in obtaining rapid feedback from stakeholders. 

In contrast to a review, which focuses on the work completed, a retrospective (in 
Scrum referred to as “sprint retrospective”) is a meeting during which the team dis-
cusses the iteration (sprint) itself; during a retrospective, the team identifies positive 
and negative aspects of the process and agrees on changes to the process for the next 
iteration. Thus, the focus of a retrospective is on learning from the last iteration and 
improving the processes for future iterations, so as to be more effective and increase 
quality. Any improvements identified during a retrospective can then be implemented 
at the next iteration. Further, a retrospective is an important part of managing quality 
in agile projects; as the comparatively small size of the iterations allow for discovering 
quality issues early on, it is during these meetings that the team can examine the quality 
issues and determine their root causes.

Normally conducted after the review meeting and before the next planning meet-
ing, retrospectives can be conducted at other times as well, such as at the completion of 
an important milestone, a new release, or when the team gets stuck. 

Closing Agile Projects
As with traditional project management methodologies, closing is an important aspect 
of a project. At this stage, the various lessons learned are archived, so as to be available 
for use in future projects. Further, any storyboards may be archived as part of project 
documentation. After the product has been handed over, lessons learned have been 
documented, and any loose end have been tied up, agile projects often end with a cele-
bration to provide recognition to the people involved in the project.
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Key Terms Review
A. Acceptance test 
B. Exploratory testing 
C. Increment
D. Integration test

E. Iteration burn-down chart 
F. Pair programming
G. Regression test
H. Unit test

Match each of the key terms with the definition that best fits it.

 1. An approach to increasing the quality of the code that uses two programmers working together, with 
one doing the actual coding work and the other one reviewing the code as it is being created.

 2. Chart used to display the development team’s progress during an iteration.
 3. Test focused on assessing whether a new feature correctly addresses the associated user story.
 4. Test used to inspect the functionality of single methods or classes.
 5. Test used to verify that a bug has indeed been fixed, that revised code does not contain any new bugs, 

or that new or revised code does not break any existing functionality.
 6. Test used to verify whether new code works together with already completed code.
 7. Testing used to find unknown problems by using the system in an unscripted fashion.
 8. The combination of the product backlog items completed during the current iteration and the product 

backlog items completed during all previous iterations.

Review Questions
 1. Compare and contrast iterations and increments.
 2. What is the difference between a burn-down and a burn-up chart?
 3. What are the key benefits of pair programming?
 4. Why is frequent integration an important aspect of agile projects?
 5. What is the difference between unit testing and integration testing?

Chapter Exercises
 1. In a team of three to five people, come up with a new app idea and develop five to seven user stories. 

Now discuss what “done” means and develop a “definition of done.”
 2. Compare and contrast the role of the business user in projects using agile and traditional approaches. 
 3. Interview an agile project manager about her experiences with pair programming. What were the 

biggest issues in implementing pair programming? How did she overcome these issues?
 4. Search the web for software build tools. What functionalities do these tools offer? How can they help 

improve the quality of agile projects?
 5. Develop acceptance tests for the user stories developed in Exercise 1.

References
Hayes, W. (2014, September 22). Agile Metrics: Seven Categories. Carnegie Mellon Software Engineering Institute. 

Retrieved June 27, 2018, from https://insights.sei.cmu.edu/sei_blog/2014/09/agile-metrics-seven-categories 
.html

  Information Systems Project Management,
Edition 2.0



478 • Part III Appendix / Executing, Controlling, and Closing Projects in Agile Environments

Nee, N. Y. (2010). Metrics for Agile Projects: Finding the Right Tools for the Job. Paper presented at PMI  
Global Congress 2010—North America, Washington, DC. Newton Square, PA: Project Management 
Institute. Retrieved June 27, 2018, from https://www.pmi.org/learning/library/agile-metrics-progress- 
tracking-status-6564

Pavlichenko, I. (2017, June 5). Sprint Review: Much More Than Just a Demo. Scrum.org. Retrieved June 22, 2018, 
from https://www.scrum.org/resources/blog/sprint-review-much-more-just-demo

Project Management Institute (2017). Agile Practice Guide. Newton Square, PA: Author.
Project Management Institute (2017). PMBOK: A Guide to the Project Management Body of Knowledge (6th ed.). 

Newton Square, PA: Author.
Thomas, S. (2008, June 17). Agile Project Execution. It’s a Delivery Thing. Retrieved June 22, 2018, from http://

itsadeliverything.com/agile-project-execution

  Information Systems Project Management,
Edition 2.0



479

Index

absenteeism, 84
acceptance test, 475
Acquire Resources, 261, 395, 411
activity, 228
activity on arrow (AOA), 234–235
activity resource requirements, 260
actual cost (AC), 441
actual cost of work performed (ACWP), 441
aesthetics, 103
agile manifesto, 158, 159
agile methodologies, 8, 16–17, 27, 33–34
agile project charter, 386
agile project life cycle, 35, 159–161
agile project management, 158–159
agile projects, 385

backlog refinement, 388–389
closing, 476–477
coding and integration, 474
“daily standup” meetings, 389
iteration planning, 387–388
iterations and increments, 472–474
preplanning, 385–386
release planning, 387
reviews and retrospectives, 476
testing, 474–476

agile project teams
managing, 161–162
roles in, 161–162

alpha testing, 335
alternatives analysis, 259–260
analogous estimating, 259
Apache Ant, 474
Apache Subversion (SVN), 430
approved change requests, 432
approved corrective actions, 432
approved defect repair, 432
approved preventive actions, 432
arrow diagramming method (ADM), 234–235
Association for Project Management (APM), 407
assumption log, 194
asynchronous communication, 140
asynchronous groupware, 144–145
audits, 308, 309, 345, 418, 457–458
Australian apprentice management system (AAMS), 

416–417

backlog refinement, 388–389
BAE Automated Systems Inc., 420–421
balanced scorecard, 298
Baldrige Award, 301, 317
baselines, 195

cost baseline, 390, 438, 440
schedule baseline, 275
scope baseline, 227

behavioral theories of leadership, 91, 109–110
benchmarks and benchmarking, 260, 303
big data projects, 2–3
Bigelow, Tom, 42
Boehm, Barry, 217
Boeing Co., 373
bottom-up estimating, 259–260
brainstorming, 264
break-even analysis (BEA), 185–186
British Telecom, 33–34
Brooks, Frederick P., Jr., 42
budgetary estimates, 218
budget deviation analysis, 429
budgeted cost of work performed (BCWP), 441
budgeted cost of work scheduled (BCWS), 441
buffers, 271
business case, 179
business opportunities, 5–6
business problems, 5–6
buyer-conducted performance reviews, 458

Canadian Space Agency, 76–77
capability maturity models (CMMs), 304, 305
capital resources, 253
cause-and-effect diagram, 311, 313, 449
change control system, 430, 431
change management, 256, 399, 402, 403–404
change request form, 432
change requests, 395, 396, 397
charismatic power, 94
checklists, 335
Cisco WebEx, 145–146
Citibank, 2–3
claims administration, 458
Close Project or Phase, 394
closure. See project closure
coding, in agile projects, 474



480 • Index

coercive power, 93
cognitive biases, 328
collaboration technologies, 137, 141–142, 152
Collect Requirements, 197–198
commercial off-the-shelf software (COTS), 357
communication management, 124

in agile projects, 162
monitoring, 124
planning, 124

communications, 20, 123
asynchronous, 140
common problems, 126
with developers, 117–118
different methods of, 140– 148
documentation of, 407
electronic, 405–406
enhancing, 130–137, 152
horizontal, 128–129
informal vs. formal, 127–128, 135
interactive, 123
internal vs. external, 129
managing, 125–126
meetings, 404–405
monitoring, 129–130
nonverbal, 127
oral, 127
performance reporting, 126–127
and PMBOK, 148–150
and project control, 422
and project execution, 411
project management information system, 405
push and pull, 123, 129
successful, 123
synchronous, 140
vertical, 128–129
web-based solutions, 406–407
written, 127, 405

communications management, 13, 152
communications management plan, 125
communications policy, development of, 124
communication templates, 135–136, 152
competitive strategy, 170, 171
completed task report, 459–460
computer-assisted software engineering (CASE), 357
Computerized Baggage Handling System (CBHS), 

420–421
Concurrent Version System (CVS), 430
Conduct Procurements, 356, 370, 378, 395, 411

inputs, 370–372
outputs, 373
tools and techniques, 372–373

cone of uncertainty, 217–218, 219
configuration management system, 430
conflict

conditions that lead to, 95
functional vs. dysfunctional, 94, 110

intensity of, 96
managing and resolving, 94–96
primary causes of, 94–96
process, 94
relationship, 94
task, 94
and team performance, 95
techniques for resolution, 97
techniques for stimulation, 97

conflict management, 96
contingency theories of leadership, 91, 93, 110
continuous integration, 474
contract closure, 458
contract negotiation, 372
control charts, 310, 312, 313, 449–450
Control Costs, 291, 424, 438–446
Control Procurements, 356, 373–374, 378, 424, 457–458
Control Quality, 301, 310, 310–313, 318, 424, 446–452
Control Resources, 424, 452–454
Control Schedule, 217, 275–276, 424, 436–438
Control Scope, 198–200, 201, 424, 433–435
Copper Project, 18
corporate strategic planning, 170, 171, 173
cost baseline, 290, 438, 440
cost-benefit analysis, 184, 313, 429
cost management, 11, 13

techniques for, 288–291, 317
cost of quality (COQ), 305–306, 308

for software, 307
cost performance index (CPI), 442, 443
cost variance (CV), 442
crashing, 272
Create WBS, 201, 221–227
critical activities, 268
critical chain, 270
critical chain assumptions, 274
critical chain method, 270–271, 274, 281
critical path, 61–63
critical path method (CPM), 16, 267–268, 268, 269, 281
Crosby, Philip B., 296, 299, 317
Crystal, 160
culture, 55, 101

organizational, 50, 105
work, 103

daily stand-up meetings, 161, 389
data representation tools, 459
Davenport, Tom, 255–256
decision tree analysis, 340, 341
decomposition, 221
Define Activities, 217, 228–230, 238, 243, 249, 261

inputs, 228
outputs, 230
tools and techniques, 228–229

Define Scope, 198, 201
definitive estimates, 218



   Index • 481

deliverables, 396
Deming, W. Edwards, 295, 299, 317
Demov, Peter, 321
Denver International Airport (DIA), 420–421
Department of Defense (DOD), 428–429
dependencies, 231, 236
Develop Preliminary Project Scope Statement, 201
Develop Project Charter, 201, 394
Develop Project Management Plan, 201, 394
Develop Schedule, 217, 260, 265–275

inputs, 265–267
outputs, 274–276
tools and techniques, 267–274

Develop Team, 395, 411
DevOps, 158
Diageo, 355
Digital Enterprises Inc., 321
Direct and Manage Project Work, 394, 395–397, 398, 411
discount rate, 184
discretionary dependencies, 236
dogmatic philosophy, 421, 464
Druyun, Darleen, 373
dual use information technologies, 37
dummy activity, 234
duration, 255
duration buffers, 271
dysfunctional conflict, 94

earned value (EV), 441
earned value analysis (EVA), 438–439, 441–446
Easy Redmine, 55
ecological power, 94
economic feasibility, 179–180
economic influences, 54
economic sustainability, 55
Edmond, Gail, 421
education, 103
effort, 255
Einsteins, 89
electronic communications, 405–406
electronic meeting systems (EMSs), 141, 145–146
employees, 8, 19

adding, 42
high-maintenance high-performance (HMHP), 89
international, 105

end report, 460, 461
enterprise environmental factors, 48, 50, 70–71, 335, 370, 395–396
Enterprise Project Management environments, 148
enterprise resource planning (ERP), 294, 335
enterprise social networks, 146–148, 152
enterprise systems, 9
enterprise-wide solution software, 359–360, 356, 357, 378
environmental influences, 54
environmental sustainability, 55
equity theory, 87, 89
ERG theory, 84, 89

Estimate Activity Durations, 217, 261–262
inputs, 262
outputs, 264–265
tools and techniques, 262–264

Estimate Activity Resources, 257, 257–261, 260
inputs, 257
outputs, 260–261
tools and techniques, 258–259, 258–260

estimate at completion (EAC), 443, 474
Estimate Costs, 288–289
estimate to complete (ETC), 443
estimation, 218, 220–221

alternatives analysis, 259–260
analogous, 259
bottom-up, 259–260
budgetary, 218
debunking myths about, 218
definitive, 218
expert judgment, 258
increasing accuracy of, 259
independent, 366
of initial cost, 340
parametric, 259
published estimating data, 258
three-point, 16, 63–64, 263
See also Estimate Activity Durations; Estimate Activity 

Resources; estimate at completion (EAC); Estimate 
Costs; estimate to complete (ETC)

ethical dilemmas
adherence to WBS, 237–238
dual use information technologies, 37
employee surveillance, 138
finding the balance between speed and quality, 294
implications of global outsourcing, 100
intelligent disobedience, 177
managing project risk, 335
professional code of ethics, 407
in project management, 10
relations between procurement managers and vendors, 

373
whistle-blowing, 422

European Union General Data Protection Regulation, 104
expectancy theory, 87–88, 89
expected monetary value (EMV) analysis, 340–341

project level, 444–445
expert judgment, 258, 372, 459
expert power, 94
exploratory testing, 475
external acquisition, 357–358
external dependencies, 236
external software acquisition

enterprise solution software, 356, 357, 359–360, 378
information technology services firms, 360–361
open source software, 356, 357, 359, 378
packaged software producers, 356–357, 358, 378
software-as-a-service (SaaS), 18, 356, 357, 359, 378



482 • Index

eXtreme Programming, 160

fast-tracking, 272
feasibility analysis, 428
feasibility studies, 205
feature creep, 404, 411
feedback, 123
Fiedler Contingency Model, 91
fishbone diagram, 296, 311, 313, 449
fishbowl window, 162
Flood, Mike, 74, 211, 320, 321, 353, 382, 413
flowcharts, 303, 450, 451
follower competency and commitment, 92
forecasting reports, 126–127, 441–446
forecasts, 427–428, 440
formal communication, 127–128, 135
free float, 268
free slack, 62–63, 268
frequent integration, 474
Fujitsu, 105
functional conflict, 94
functional organizational structure, 51, 52

Gantt, Henry Lawrence, 14
Gantt charts, 11, 14, 15, 17, 58–59, 66, 71, 226, 234, 400, 

437–438
Git, 430
Github, 396
global development, 252
global development teams, 142–143
globalization, 99, 106
global outsourcing. See outsourcing
global positioning system (GPS), 138–139
global project teams, 98

challenges for managing, 100–104, 110
critical cultural dimensions for various countries, 102
cultural challenges, 101–103
developing, 104–106
expertise related challenges, 103
growth in numbers of global IS projects, 98–100
regulatory and geoeconomic challenges, 104
technology-related challenges, 101
See also global development teams; project teams

glossaries, 135
goal-setting theory, 87, 89
Government Accountability Office (GAO), 428–429
groupware, 144, 418–419

asynchronous, 144–145, 152
synchronous, 145–146, 152

handover, 460
Hanford Site, 15–16
Harrah’s Entertainment Inc., 166–167
Heard, Kevin, 294
hierarchy of needs, 84, 85, 89

high-maintenance high-performance (HMHP)  
employees, 89

Hoover Dam, 14–15
horizontal communication, 128–129
human resources, 250–251

IBM Notes, 145
Identify Risks, 328, 331, 350

commonly used risk categories, 333
inputs, 331–332
outputs, 333, 335
strategic frameworks, 333
tools and techniques, 332–333

Identify Stakeholders, 120, 148, 151
Implement Risk Responses, 328, 345, 350, 395, 411
imposed dates, 266
incremental commitment, 137
incremental life cycles, 35
increments, 473
independent estimates, 366
India, 6–7
individualism/collectivism, 102
indulgence vs. restraint, 103
influencing the organization, 21
informal communication, 127–128
information power, 93
information richness, 140
information systems (IS) project employees, 8, 19

international, 105
See also employees

information systems (IS) projects, 4
in a business environment, 19
and changing technologies, 9, 27
and corporate strategic planning, 170–171
defining characteristics of, 27
different foci of, 169
differentiating from other types of projects, 8, 27
difficulty of hiring and retaining employees, 8, 27
feasibility studies, 6
at Harrah’s, 166–167
identifying, 168–170
and information systems planning, 172–177
key aspects, 6
managing project scope, 9, 27
managing user involvement, 8, 27
project management, 17–18, 195–196, 405
and quality, 301
reasons for, 5
sources for, 169
systems development methodologies, 8, 27
technological context, 8, 27
unique features of, 7–9
and value chain analysis, 171–172

information systems development life cycle, 70
information systems planning, 172–177

assessing project feasibility, 179–191



   Index • 483

comparing alternative projects, 191–193
data entity-to-business function matrix, 176
describing the current situation, 173–174
describing the target situation, 174
developing a transition strategy and plan, 174
developing project management plan, 195–196
functional decomposition of, 175
outline of plan, 176
parallel activities with corporate strategic planning, 173
project initiation, 193–194
project scope management, 197–203
and systems development projects, 177
top-down approach, 173

information systems projects employees. See employees
information technologies (IT)

procuring services, 369
and quality, 301
service providers from overseas, 6–7
services firms, 357–358, 360–361, 378

initial estimated cost, 340
inspection, 313
intangible benefits, 180
intangible cost, 181
integration

in agile projects, 474
continuous, 474
frequent, 474

integration management, 13
integration tests, 475
intelligent disobedience, 177
interactive communication, 123
internal dependencies, 236
internal systems development, alternatives to, 356–362
internationalization, 54–55. See also globalization
international project management, 106
International Space Station, 76–77
interpersonal abilities, 155
Ishikawa, Kaoru, 296, 299, 317
Ishikawa diagram, 296
ISO 9000 Certification, 298–299, 317
issue logs, 396
issues, 325
iteration backlog, 387
iteration burn-down chart, 473–474
iteration planning, 387–388
iterations, 160, 386, 472–474
iterative life cycles, 35, 38

Jackie’s Electronics (Running Case)
managing project control and closure, 464
managing project execution, 410–411
managing project procurement, 376
managing project resources, 279–280
managing project risk, 349
managing project scheduling, 240, 242
managing project scope, 203–205

managing project teams, 109
managing stakeholders and project communication, 

150–151
project costs and quality, 317
project management life cycle, 69–70

job satisfaction, 84
Jolly Technologies, 345
Joyce, Colum, 142
Judah, T. D., 14
Juran, Joseph, 295–296, 299, 317
Juran trilogy, 296, 297

Kanban, 160
Kaplan, Robert, 298, 299
key decision makers, 50

lag time, 236
laid-back philosophy, 421, 464
language factors, 103, 105, 142–143
leaders, 90. See also leadership
leadership, 19, 20, 90, 109–110

behavioral theories of, 91, 109–110
contingency theories of, 91, 93, 110
and follower competency and commitment, 92
general guidelines for motivating team members, 93
and leader-member relations, 92
trait theories of, 90–91, 109

lead time, 236
legal and contractual feasibility, 190–191
legitimate power, 93
lessons-learned document, 465–466
liaison office, 429
life cycles. See project life cycles
listening, 133, 135, 152
logical data models, 303
logical design, 40
London’s Oyster card, 214–215
long-term vs. short-term orientation, 103
Lotus Notes, 145

Manage Communications, 124, 125–126, 128–129, 130, 
148, 152, 395, 411

Manage Project Knowledge, 394, 395, 398–399, 411
Manage Quality, 301, 308, 310, 318, 395, 411, 452

inputs, 308
outputs, 310
tools and techniques, 308–310

managers. See project managers
Manage Stakeholder Engagement, 122, 148, 151–152, 395, 411
Manage Team, 395, 411
managing activities, global, 232–233
managing change, 403–404
managing project closure

end report, 460
postimplementation review, 460–461
project handover, 460



484 • Index

managing project control
controlling costs, 438–446
controlling procurements, 457–458
controlling quality, 446–452
controlling resources, 452–454
controlling schedule, 436–438
controlling scope, 433–435
in a global context, 418–419
monitor and control project work, 425–429
monitoring communications, 458–460
monitoring risks, 454–457
monitoring stakeholder engagement, 458–460
perform integrated change control, 430–432
recovering troubled projects, 435
standard operating procedures, 424–425
validating scope, 432–433

managing project risk. See risk management
mandatory dependencies, 235–236
Manhattan Project, 15–16
Marshall, Billy, 369
masculinity/femininity, 102
matrix diagrams, 303
matrix organization structures, 51, 53
McLennan, Ken, 294
MD Robotics, 76–77
meetings, 404–405

daily stand-up, 161, 389
effective, 130–131, 132, 152
ground rules for, 133
project kickoff, 397
sprint planning, 161
status, 456

Microsoft Channel 9, 117–118
Microsoft Project, 11, 12, 15, 17, 19, 59, 60, 64–66, 236, 

243, 260, 266, 294, 401, 427, 434–435, 437, 459
critical path method (CPM), 269
Gantt charts, 241–242
network diagrams, 237
project schedule, 275
task duration adjustments, 273
variance analysis, 443, 446

Microsoft SharePoint, 55, 56, 148, 406
Microsoft Surface Hub, 145
Microsoft Visio, 226
milestones, 227, 230, 266
mind mapping, 264, 303
mission statement, 170, 171
mistakes

people-related, 403–404
process-related, 403–404
product-related, 403–404
technology-related, 403–404

mobile app development, 323–324
mobile device management (MDM) software, 124
Monitor and Control Project Work, 394, 424, 425–429

Monitor Communications, 124, 129–130, 148, 152, 424, 
458–460

monitoring progress, 399–402
Monitor Risks, 328, 345, 350, 424, 454–457
Monitor Stakeholder Engagement, 123, 148, 152, 424, 

458–460
Monte Carlo analysis/simulation, 271, 341
moral values, 103
motivation, 21, 83–84, 109

equity theory, 87, 89
ERG theory, 84, 89
expectancy theory, 87–88, 89
general guidelines for motivating team members, 88–89
goal-setting theory, 87, 89
hierarchy of needs, 84, 85, 89
need theories of, 84–86, 89, 109
process theories of, 86–88, 89, 109
reinforcement theory, 87, 89
theory of needs, 85–86, 89
Theory X, 86–87, 89
Theory Y, 86–87, 89
Theory Z, 87, 89
two-factor theory, 85, 89

multicriteria analysis (multicriteria decision analysis), 
191–193

Myers-Briggs Type Indicator (MBTI), 81

NAnt, 474
National Association of Software and Services Companies 

(NASSCOM), 6–7
natural terminations, 418
negotiation, 20
net path value, 340
net present value (NPV), 184–186, 186
network diagrams, 11, 12, 60–63, 71
noise, 123
nonverbal communication, 127
Norton, David, 298, 299

objective statements, 170
offshoring, 189–190, 361–362

and human resources, 251
and project control, 418–419

Olympic Games (London), 248–249
one-time costs, 182, 183
open source software, 356, 357, 359, 378
operational feasibility, 190
opportunity costs, 253
oral communication, 127
organizational culture, 50, 105
organizational process assets, 55
organizational structure, 50–53

comparing the influence of, 53
functional, 51, 52
matrix, 51, 53
project-oriented, 51, 52



   Index • 485

organizational systems, 56
outsourcing, 6–7, 42, 99–100, 189–190, 355–356, 418–419

project execution after, 406
and project risk, 345

Oyster card, 214–215

packaged software producers, 356–357, 358, 378
pair programming, 474
parametric estimating, 259
Pareto charts, 310, 312
Pareto diagrams, 313, 452
Parkinson’s law, 271, 274
people-related mistakes, 403–404
performance metrics, 456
performance reporting, 126–127
performance reviews, 458
Perform Integrated Change Control, 368, 394, 424, 

430–432
Perform Qualitative Risk Analysis, 328, 335, 350

inputs, 335
outputs, 337
tools and techniques, 335–337

Perform Quantitative Risk Analysis, 328, 337–338, 350
inputs, 338–339

periodic project risk reviews, 345
personal power, 94, 110
PERT analysis, 263–264, 281, 400
PEST/PESTEL, 333
Pfeiffer, Rick, 345
phase gates, 35
phases, 35
philosophy of direct control, 421
physical design, 40
Plan Communications Management, 124, 125, 130, 148, 

152
Plan Cost Management, 288
plan-do-check-act model, 297
planned value (PV), 441
planning packages, 227
Plan Procurement Management, 356, 368, 378
Plan Quality Management, 301, 302, 310, 318

inputs, 303
outputs, 306
tools and techniques, 303–306

Plan Resource Management, 256–257
Plan Risk Management, 328, 330, 350

inputs, 330
outputs, 330–331
tools and techniques, 330

Plan Risk Responses, 328, 342–343
inputs, 343
outputs, 344–345
tools and techniques, 343–344

Plan Schedule Management, 217, 218, 221
Plan Scope Management, 197, 201
Plan Stakeholder Engagement, 148

PMBOK. See Project Management Body of Knowledge 
(PMBOK)

PMI Talent Triangle, 19
political feasibility, 191
political issues, 106
political life and stability, 103
portfolios, 4–5
positional power, 93–94, 110
postimplementation review, 460–461
postproject review, 460–461
power, 93, 110

charismatic, 94
coercive, 93
expert, 94
information, 93
personal, 94, 110
positional, 93–94, 110
referent, 94
reward, 93

power distance, 101–102
pragmatic philosophy, 421, 466
precedence diagramming method (PDM), 233–234
predictive life cycles, 35, 160, 385
preplanning, 385–386
presentations

effective, 131, 134, 152
walk-through, 136–137

presentation software, 131
present value (PV), 184
Primavera P6 Professional Project Management software, 

18
PRINCE2, 8
privacy policies, 3
probability distributions, 339
probability/impact risk rating matrix, 336–337
problem solving, 21
process, 42
process conflict, 94
process groups, 43–44

links among, 44
overlap of, 44

process interactions
closing, 48
executing, 46–47
initiating, 45
monitoring and controlling, 47–48
planning, 45–46

process-related mistakes, 403–404
Procore, 18
procurement, 397–398
procurement audit, 457–458
procurement documents, 366
procurement management, 13
procurement management plan, 366
procurement planning, 327, 355
product backlog, 386



486 • Index

product breakdown structure (PBS), 222–223
product owner, 161
product-related mistakes, 403–404
product scope, 198
programs, 4
progress, monitoring, 399–402
progress reports, 126–127, 427
project assumption testing, 336
project audits, 418
project budget, 289–290, 429
project buffers, 271
project charter, 193–194, 204
project closure, 418, 423–424, 460–461, 464

techniques for, 466
project consequences, 340
project control, 464

analysis and action, 423
and commitment, 423
and communication, 422
defined, 417–418
examples of problems, 420–421
importance of, 419
levers for, 421–422
managerial and financial tools, 428–429
and participation, 422–423
philosophies of, 421, 464
poor, 416–417
See also managing project control

project documents, 395, 425
project document updates, 396
project execution, 393–394, 411

after outsourcing, 406
project failures, 394

causes of, 22–23
examples of, 21–22
reasons for, 27–28

project feasibility
assessing, 179
determining project benefits, 180
determining project costs, 181–187
economic, 179–180
legal and contractual, 190–191
operational, 190
political, 191
reducing IS development costs, 187
schedule, 190
technical, 187–190

project handover, 460
project initiation, 193–196, 205

assumption log, 194
developing project charter, 193–194
project management plan, 195

project kickoff meeting, 397
project life cycles, 10–11, 70

agile, 35, 159–161
generic, 36

incremental, 35
iterative, 35, 38
and network diagrams, 60–63
and PMBOK, 66–69
predictive, 35, 160, 385
project management, 74–75
and project quality, 293–294
and resource management, 255
and risk management, 326–328
techniques and technology to support, 58–66
time, cost, and scope triangle, 35
types of, 35–36
See also systems development life cycle (SDLC)

project logs, 424, 426
project management

agile, 158–159
communication skills, 20
core areas of knowledge, 13
defined, 10, 27
global, 232–233
history of, 14–16
how to avoid wasting time, 57
influencing the organization, 21
leadership skills, 19, 20, 27
motivating people, 21
negotiation, 20
offshore, 361–362
problem solving, 21
and risk, 349
strategic and business management skills, 19, 20, 27
and systems development or acquisition, 37–42
technical project management skills, 19–20, 27
techniques and technology to support, 71
tools and techniques, 429
web-based, 406–407

Project Management Body of Knowledge (PMBOK), 10, 
24–26, 70

and managing project teams, 106–108
and the project life cycle, 66–69
and scope management, 201–203

Project Management Body of Knowledge (PMBOK) 
knowledge areas

Acquire Resources, 261, 395, 411
Close Project or Phase, 394
Collect Requirements, 197–198
Conduct Procurements, 356, 370–373, 378, 395, 411
Control Costs, 291, 314, 424
Control Procurements, 356, 373–374, 378, 424, 457–458
Control Quality, 301, 310–313, 314, 318, 424, 446–452
Control Resources, 424, 452–454
Control Schedule, 217, 275–276, 424, 436–438
Control Scope, 198–200, 201, 424, 433–435
Create WBS, 201, 221–227
Define Activities, 217, 228–239, 238, 243, 249, 261
Define Scope, 198, 201
Determine Budget, 314



   Index • 487

Develop Preliminary Project Scope Statement, 201
Develop Project Charter, 201, 394
Develop Project Management Plan, 201, 394
Develop Schedule, 217, 260, 265–275, 265–276
Develop Team, 395, 411
Direct and Manage Project Work, 394, 395, 398, 411
Estimate Activity Durations, 261–265
Estimate Activity Resources, 217, 257–261
Estimate Costs, 288–289, 314
Identify Risks, 328, 331–333, 335
Identify Stakeholders, 120, 148, 151
Implement Risk Responses, 328, 345, 350, 395, 411
Manage Communications, 124, 125–126, 148, 152,  

395, 411
Manage Project Knowledge, 394, 395, 398–399, 411
Manage Quality, 301, 308–310, 310, 314, 318, 395,  

411, 452
Manage Stakeholder Engagement, 122, 148, 151–152, 

395, 411
Manage Team, 395, 411
Monitor and Control Project Work, 394, 424, 425–429
Monitor Communications, 124, 129–130, 148, 152, 424, 

458–460
Monitor Risks, 328, 345, 424, 454–457
Monitor Stakeholder Engagement, 123, 148, 152, 424, 

458–460
Perform Integrated Change Control, 368, 394, 424, 

430–432
Perform Qualitative Risk Analysis, 328, 335–337, 350
Perform Quantitative Risk Analysis, 328, 337–339, 350
Plan Communications Management, 124, 125, 148, 152
Plan Cost Management, 288, 314
Plan Procurement Management, 356, 368, 378
Plan Quality Management, 301, 302–306, 310, 314, 318
Plan Resource Management, 256–257
Plan Risk Management, 328, 330–331, 350
Plan Risk Responses, 328, 342–345
Plan Schedule Management, 217, 218, 221
Plan Scope Management, 197, 201
Plan Stakeholder Engagement, 148
Project Quality Management, 302
Schedule Activities, 243
Sequence Activities, 217, 231–236, 238, 249
Validate Scope, 198, 424, 432–433

project management context, 48, 70–71
cultural influences, 55
enterprise environmental factors, 48, 50, 70–71
internationalization, 54–55
organizational culture, 50
organizational process assets, 55
organizational structure, 50–53
organizational systems, 56
project management office (PMO), 56–57
role of key decision makers, 50
social, economic, and environmental influences, 54

social-economic-environmental sustainability, 55
standards and regulations, 54

project management information system, 17–18, 195–196, 
405

Project Management Institute (PMI), 4, 10, 13–14
project management life cycle, 74–75. See also project life 

cycles
project management methodology, 8
project management office (PMO), 56–57
project management plan, 195
project management plan updates, 396
project management processes, 42–48, 70

mapping, 48, 49
project management process groups, 10–11
project management resources, 48
project management software, 17–19, 27, 243, 400
project managers, 5, 6, 90

activities during execution, 397–398, 411
tips for new managers, 399–400

project meetings. See meetings
Project Online, 406–407
project options, 340
project-oriented organizational structure, 51, 52
project politics, 96–98
project processes, 42–48
project quality. See quality
Project Quality Management, 302
project resource management, 253–254, 256–265, 280

for big data projects, 255–256
effect on project duration, 280–281
estimating activity resources, 257–258
importance of, 254–255, 280–281
and the project life cycle, 255
tools and techniques, 281

project risk response audits, 345
projects, defined, 4
project scheduling, 215–216, 249

importance and challenges of, 216–221, 242
management processes, 219
managing, 214–215, 240
and PMBOK, 238–240
and the project management process, 217
and risk, 327
techniques and technology to support, 242–245
techniques for managing, 221–237

project scope, 198
project scope management, 27
project scope statement, 198, 199
project sponsors, 5
project starting date, 64–65
project successes, 5, 27–28

examples of, 23–24
project teams, 78

adjourning, 79
agile, 161–162
characteristics of, 109



488 • Index

project teams (continued)
communication interfaces, 81
composition of, 81–82
conflict resolution in, 94–96, 110
contextual factors, 82–83
developing, 79
factors influencing performance, 80–83, 109
flexible, 76–77
forming, 78
how to pick, 83
leadership and, 90–93, 109–110
managing, 79–80, 109, 113–114
managing project politics, 96–98
membership on, 402
motivating team members, 83–89, 109
norming, 79
performing, 79
and PMBOK, 106–108
power within, 93–94, 110
process factors, 83
storming, 78–79
and work design, 80–81
See also global project teams

published estimating data, 258
pull communication, 123
push communication, 123, 129

qualitative risk analysis, 335–337
quality, 291, 301, 317

determinants of, 287
importance of, 291–293

quality assurance (QA), 251, 429
for offshore projects, 314

quality assurance tools, 419
quality audits, 308, 309
quality checklist, 448
quality control flowchart, 313
quality management, 13

five levels of, 294
principles of, 300
and the project life cycle, 293–294
techniques for, 301–313
tools and techniques, 313

quality management pioneers, 295–296, 298, 317–318
Crosby, Philip B., 296
Deming, W. Edwards, 295
Ishikawa, Kaoru, 296
Juran, Joseph, 295–296
Kaplan, Robert, 298
Norton, David, 298
tools and techniques, 318

quality management plan, 306, 307, 447
quality metrics, 306
quality policy, 303, 304
quality standards, certifications, and awards, 317–318

Baldrige National Quality8 Program, 301

ISO 9000 Certification, 298–299
Malcolm Baldrige National Quality Award, 301, 317
Six Sigma certification, 299–300
Total Quality Management (TQM), 301

quantitative risk analysis, 337–339

radio-frequency identification (RFID) tags, 138
recommended corrective actions, 428
recommended preventive actions, 428
Recreational Equipment Inc. (REI), 392–393
recurring costs, 182, 183
referent power, 94
regression tests, 475
regulations, 54
reinforcement theory, 87, 89
rejected change requests, 432
relationship conflict, 94. See also conflict
release planning, 387
religion, 103
repositories, 162
request for proposal (RFP), 366–368, 369, 378, 400
requesting seller responses, 370
requirements gold-plating, 404
reserve analysis, 263, 456
residual risks, 345
resource breakdown structure (RBS), 260–261
resource calendar, 261
resource leveling, 269–270
resource leveling heuristics, 270
resource leveling techniques, 275–276
resource management, 13
resources, 250

capital, 253
human, 250–251
types of, 250–253

retrospectives, 476
return on investment (ROI), 185, 186, 304
reviews, 476
reward power, 93
risk, 324, 349

and project management, 349
residual, 345
sources of, 325–326, 350
technology and, 325–326, 327

risk acceptance, 344
risk analysis

other risk parameters, 337–338
qualitative, 335–337
quantitative, 337–339

risk assessment, 188–189. See also risk reassessment
risk avoidance, 344
risk breakdown structure, 335
risk escalation, 344
risk management, 11, 13, 324–325, 350, 454–457

goal of, 324–325
and outsourcing, 345



   Index • 489

and procurement planning, 327
and the project life cycle, 326–328
at Sedona Management Group, 353–354
and software projects, 329
tips for effective, 342

risk management plan, 330
risk mitigation, 344
risk owners, 343
risk reassessment, 454. See also risk assessment
risk register, 333, 334, 455–456, 457
risk-related contractual agreements, 345
risk response plan, 344–345
risk transference, 344
risk triggers, 335
Ritz-Carlton hotel group, 170
RoboHead, 18
rolling wave planning, 224
rough order of magnitude (ROM) estimates, 218
run charts, 450, 452
running case, 241

SAP S4/HANA, 9
Sarbanes-Oxley Act (SOX), 53
scatter diagram, 453
Schedule Activities, 243
schedule baseline, 275
schedule compression techniques, 272
scheduled performance index (SPI), 442
schedule feasibility, 190
schedule management, 13
schedule management plan, 218
schedule model, 274
schedule monitoring, 428–429
schedule network analysis, 267
schedule variance (SV), 442
scheduling method, 66
scope baseline, 227
scope creep, 9, 200–201

outsmarting, 200–201
scope management, 11, 13, 197

controlling scope, 198–199, 206
defining scope, 198
planning, 205
and PMBOK, 201–203
project scope statement, 198, 199
validating scope, 198

screening systems, 371–372
Scrum, 160, 161, 476
Scrum master, 161
Scrum team, 161
Seattle Seahawks, 30, 74, 210–211, 245–246, 284, 320, 353, 

381–382, 413–414
secondary risks, 345
Sedona Management Group (SMG)

managing project communication, 155–156
managing project control and closure, 466–467

managing project extinction, 413–414
managing project procurement, 381–382
managing project quality, 320–321
managing project resources, 284–285
managing project risk, 352–353
and managing project scheduling, 245–246
and managing project scope, 210–212
and managing project teams, 113–114
and the project management life cycle, 74–75

self-driving cars, 286–287
seller rating systems, 372
sensitivity analysis, 339
Sequence Activities, 217, 231–236, 238, 249

inputs, 233
outputs, 236
tools and techniques, 233–234

servant leader, 161, 162
silver-bullet syndrome, 403–404
simulation, 271
Situational Leadership Model (SLM), 91
Six Sigma certification, 299–300, 317
slack time, 61–63
Slinger, Walter, 420–421
Smith, Bill, 299
social influences, 54
social media, 129
social networks, 146–147
social organizations, 103
social sustainability, 55
soft skills, 155
software

comparison of five different sources of components,  
361, 378

development of, 9
enterprise-wide solution, 356, 357, 359–360, 378
external acquisition of, 357–362
industry-specific, 18
mobile device management (MDM), 124
open source, 356, 357, 359, 378
packaged, 356–357, 358, 378
for presentations, 131
for project management, 17–19, 27, 243, 400
and risk management, 329
See also Software as a Service (SaaS)

Software as a Service (SaaS), 18, 356, 357, 359, 378
software-configuration management tools, 419
software providers, 356, 361
spirituality, 103
sprint planning meeting, 161
sprint retrospective, 161, 476
sprint review, 161
sprints, 161
stakeholder engagement, 476

assessment matrix, 122
managing, 122–123, 151–152
planning for, 122



490 • Index

stakeholder engagement plan, 122
stakeholder management, 13, 119–123
stakeholders, 5

identifying, 120, 151
key stakeholders, 119–120
and PMBOK, 148–150
power/influence grid, 121
salience model, 121

standard operating procedures, 424–425
standards, 54
statement of work (SOW), 366, 367–368
statistical sampling, 313
status meetings, 456
status reports, 126–127
steering committee, 429
strategic and business management skills, 19, 20
strengths, weaknesses, opportunities, and threats (SWOT), 

335
Strider, Eileen, 406
supporting detail, 230
sustainability, 55
SYMPAQ SQL, 18
synchronous communication, 140
synchronous groupware, 145–146
systems analysis, 38, 40
systems design, 40
systems development life cycle (SDLC), 8, 27, 37–38, 429

predictive life cycles, 37, 39
products of phases, 41
spiral, 39
systems analysis, 38, 40
systems design, 40
systems implementation, 40–41
systems maintenance, 41
systems planning, 38

system service request (SSR), 174, 178, 200
systems implementation, 40–41
systems maintenance, 41
systems planning, 38

tailoring, 43
tangible benefits, 180, 181
tangible cost, 181
task conflict, 94
task dependencies, 235–236, 401
task relationships, 64–65
Teamwork Project, 18
technical feasibility, 187–190
technical performance analysis, 345
technical performance measurement, 456
technical project management skills, 19–20
technology/ies

and big data projects, 256
changing, 9, 27
collaboration, 137, 141–142, 152
and global project teams, 101

mistakes related to, 403–404
for project management, 17–19
and risk, 325–326, 327

telecommunications, 99
templates, 226
testing

in agile projects, 474–476
alpha, 335
integration, 475

theory of needs, 85–86, 89
Theory X, 86–87, 89
Theory Y, 86–87, 89
Theory Z, 87, 89
three-point-estimating, 16, 63–64, 263
time issues, 232–233
time value of money (TVM), 184, 186
tornado analysis, 339–340
total float, 268
total slack, 62–63, 268
trait theories of leadership, 90–91, 109
trend analysis, 456
triggers, 335
turnover, 84
two-factor theory, 85–86, 89

uncertainty avoidance, 102
United Airlines, 420–421
unit tests, 474–475
unnatural terminations, 418
U.S Air Force, 373
user involvement, 8
user stories, 386

Validate Scope, 198, 201, 424, 432–433
value chain analysis, 171–172
variance analysis, 433–434, 441–446, 446, 456
velocity, 388
vertical communication, 128–129
videoconferencing, 141, 142–143, 146, 152, 162
virtual private networks (VPNs), 124
virtual team formation, 232–233

walk-throughs, 136–137, 152
action list, 139
review form, 138

waterfall methodology, 8, 37
WBS dictionary, 227
weighting systems, 370–371
what-if analyses, 271
whistle-blowing, 422
wiki sites, 145, 146
work breakdown structures (WBS), 11, 12, 197, 198, 205, 

216, 221–227, 242–245, 434–435
inputs, 224
outputs, 227
by SDLC phase, 224



   Index • 491

tools and techniques, 224–227
WBS dictionary, 227

work culture, 103
work packages, 225–226
work performance data/information, 43, 396
work performance reports, 43

written communication, 127
written reports, 405

Yammer, 146–147

Zilvitis, Pat, 105




